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Aha! I know where I am: The contribution of visuospatial cues to 

reorientation in urban environments 

Reorientation depends greatly on the perceived geometric information, which 

constantly changes during navigation in urban environments. Environmental 

novelty, as a driver of exploratory behavior, is likely to engender this spatial Aha! 

moment. The paper investigates the contribution of two qualitatively different 

types of novelty, corresponding to distinct visuospatial cues: (a) situations that 

cause surprise e.g. a sudden change in spaciousness; versus (b) situations that 

engender mystery e.g. a change in the complexity of visuospatial information and 

the promise of gaining new information. Visibility graph analysis is used to 

quantify and examine these hypotheses in relation to participants’ exploratory 

behavior and brain dynamics (EEG) during virtual navigation. The findings 

suggest that reorientation is a spatial boundary effect, associated primarily with a 

change in visuospatial complexity. 

Keywords: reorientation; Aha! Moment; virtual navigation; EEG; visibility graph 

analysis. 

1 Introduction  

A sudden and spontaneous transition from the state of being disoriented and lost into the 

state of being situated in space and oriented is a common Aha! experience had by many 

people whilst wayfinding. When, for example, we are being passively displaced (e.g. 

traveling on the underground) spatial updating is disrupted (Julian et al., 2018) and our 

sense of direction might not be anchored to the external environment. We may start 

walking confidently towards a certain direction only to realize suddenly that we are 

heading away from our goal. This moment of reorientation involves two key 

subcomponents: the sudden self-localization, which requires context retrieval (the 

recovery and reorientation to a new frame of reference ), and the retrieval of relevant 
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heading information1 (Julian et al., 2018; Julian et al., 2015). The focus of the paper is 

on the first component of self-localization (Barry & Burgess, 2014; Jeffery, 2007), and 

the visuospatial conditions that contribute to this Aha! experience. 

The experience of disorientation and sudden, spontaneous reorientation is often 

associated with “a gut feeling” (Montello, 2020) which suggests that this experience is 

qualitatively comparable to the Aha! moment experienced during insightful thinking. 

Insightful thinking refers to the process that leads to insights, a new sudden 

understanding that emerges into conscious awareness with a sudden abruptness. It 

involves the reorganization of the elements of the mental representation, a 

transformative step to overcome the mental impasses or conflict created by the initial 

incomplete or misleading representation (Shen et al., 2013). In contrast, during 

deliberate analytical thinking, there is a conscious and incremental awareness of the 

solution (Kounios & Beeman, 2014). Early research on insightful thinking reported the 

involvement of the right hippocampus, which suggests that reorientation of one’s 

                                                

1 This distinction is illustrated well in one of the subjective reports on the experience of 

disorientation, collected by psychologist Alfred Binet (1894). The individual here describes 

how sudden place/context recognition and retrieval preceded heading retrieval, which finally 

“destroyed the illusion” of misorientation:  

 “…instead of taking the right to return to the Place de la Republique, I took the left toward the 

Hotel de Ville. How did I realize my mistake? ... It is certain that while on my way I felt sure 

of meeting the Place de la Republique. Thus, my confusion was extreme on coming to the 

Hotel de Ville. As before, I was some moments in recognizing it. Then I recognized the 

Hotel de Ville, without destroying the illusion. It disappeared, however, very quickly, and, I 

think, like the others, when I understood the cause of my mistake.” (Observation II, p. 341, 

Binet, 1894) 
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thinking during creative insights might be subserved by a similar hippocampal function 

to that of reorientation during navigation (Luo & Niki, 2003).   

The subjective experience of disorientation has recently received increased 

attention regarding its affective and metacognitive dimensions and the need to 

differentiate among moments in the time course of such episodes (Fernández Velasco & 

Casati, 2020a, 2020b; Montello, 2020). Core components of creative insights (Knoblich 

et al., 1999; Sandkuhler & Bhattacharya, 2008; Shen et al., 2013; Shen et al., 2017; 

Weisberg, 2013)  can be also identified during the time course of reorientation. Firstly, 

there is a period of mental impasses when the initial representation is incomplete or 

misleading (not knowing where one is and/or their heading direction). The confusion 

and uncertainty that arises (Montello, 2009, 2020) during disorientation, when “one has 

no sense of direction at all” (Binet, 1894) or when the  “the spatial representation itself 

becomes unstable” (Dudchenko, 2010), or after misorientation, when there is a 

misalignment between the reference frame of the current mental spatial representation 

and the external environment (Binet, 1894; Dudchenko, 2010; Montello, 2020), is 

followed by conflict resolution processes2. Conflict resolution processes, triggered by 

uncertainty during disorientation, often result in a perceptual restructuring, a sudden 

representational switch, and the formation of novel associations. This leads to a deeper 

understanding of one’s position and heading direction and a sudden (Aha!) experience 

of reorientation. 

                                                

2 Another interesting point from Observation II in Binet’s article refers to the occurrence of such 

processes: “At the end of a certain period of conflict, three or four minutes perhaps, the 

illusion disappeared. And when it disappeared for one street or one object, it disappeared 

for all. I could then immediately take the road and direct myself correctly” (Observation II, 

p. 341, Binet, 1894). 
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The representational switch is a crucial component of the Aha! moment. 

According to Arthur Koestler’s theory of the ‘bisociation of matrices', the Aha! moment 

involves “the perceiving of a situation…in two self-consistent but habitually 

incompatible frames of reference” (Koestler, 1964, p. 35). Similarly, the experience of 

reorientation, as described in great detail by Brian Massumi (1999, pp. 179-183), 

appears to involve the sudden simultaneous experience of two different frames of 

reference: the “proprioceptive system of self-reference” and the “exoreferential single-

sense functioning” associated with form in configuration. The sudden ‘blending’ of 

these reference frames forms a third hinge-dimension of experience3, an instance, 

perhaps, of the well-known phenomenon of the Aha! moment.  

Another instance of the Aha! moment in spatial learning is when there is a 

sudden integration of distinct and self-consistent knowledge chunks, that is, during the 

spontaneous understanding of the relationship between places learned during different 

travel experiences. According to Montello’s (1998) new framework of spatial 

microgenesis this moment is considered as a significant and sophisticated step in spatial 

learning, which results in a qualitative shift in spatial knowledge.4 

                                                

3 According to Massumi (1999) the hinge-dimension of experience emerges through cross-sense 

referencing as, for example, in the case of synaesthesia where this form of experience is 

manifested perceptually (e.g. sounds seen as colors). During reorientation, cross-sense 

referencing occurs when “vision’s conscious forms-in-configuration feed back into the 

vectorial tendency-plus-habit of proprioception, and where proprioception feeds forward 

into vision”. He notes that this is a hinge-dimension between quantitative and qualitative 

space and “where we go to find ourselves when we are lost is where the senses fold into 

and out of each. We always find ourselves in this fold in experience” (Massumi, 1999, p. 

182). 
4 In contrast to the dominant framework of spatial knowledge acquisition, which supports the 

idea of transitions between discrete and qualitative different stages of spatial knowledge 

(i.e. landmark knowledge, route knowledge and survey knowledge), Montello proposes a 
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The translation of spatial information (or sudden bisociation) between different 

systems	of	spatial	representation	e.g.	egocentric and allocentric reference frames 

(Burgess, 2006; Mou et al., 2006) is facilitated by the retrosplenial cortex (Alexander & 

Nitz, 2015; Byrne et al., 2007; Vann et al., 2009). The retrosplenial cortex, involved in 

the process of self-localization and orientation, along with the parahippocampal place 

area, associated with place recognition, are thought to play an important role during 

reorientation and enable anchoring the cognitive map to stable elements of the 

environment such as environmental geometry and shape (Chadwick & Spiers, 2014; 

Epstein et al., 2017; Julian et al., 2018; Marchette et al., 2014). 

1.1 The Role of Environmental Geometry 

Findings from behavioral and cognitive neuroscience studies suggest that reorientation 

depends greatly on the geometry5 of the environmental boundaries (Cheng & 

Newcombe, 2005; Hermer & Spelke, 1994; Keinath et al., 2017; S. A. Lee & E. S. 

Spelke, 2010). Boundary geometry plays a significant role in spatial memory (Bellmund 

et al., 2019; Hartley et al., 2004) and in orienting the hippocampal map of mice after 

disorientation (Keinath et al., 2017). Changes in the environmental shape induce 

hippocampal remapping (Fyhn et al., 2007; Lever et al., 2002; Wills et al., 2005), which 

may reflect the formation and recruitment of distinct cognitive maps (spatial or 

                                                

new framework for understanding spatial microgenesis where the only qualitative shift 

during spatial knowledge acquisition is the integration of separate learned spaces 

(Montello, 1998). 
5 There is, however, an ongoing debate (Cheng, Huttenlocher, & Newcombe, 2013; Duval, 

2019)  between theories supporting the geometric-module framework of reorientation  

(Cheng, 1986; Gallistel, 1990) versus a view-matching mechanism(e.g. Nardini, Thomas, 

Knowland, Braddick, & Atkinson, 2009; Stürzl, Cheung, Cheng, & Zeil, 2008).  
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conceptual) for different navigational or behavioral contexts (Bellmund et al., 2018; 

Julian et al., 2018).  

Disoriented rats and young children reorient themselves using primarily the 

geometry of the environment (Cheng, 1986; Hermer & Spelke, 1994, 1996; Lee & 

Spelke, 2011) despite the presence of salient non-geometric cues. The contribution of 

non-geometric features in reorientation,  (e.g. visual cues or single discrete landmarks) 

is still a matter of debate (Julian et al., 2018) as well as their relation to linguistic 

processes and the development of spatial language (Hupbach et al., 2007). Julian and 

colleagues (2018), for example, argue that discrete landmark-objects are useful if they 

have been previously experienced as being stable while in an oriented state while the 

environmental shape and boundary geometry provide stable frames of reference for 

reorientation. 

Relevant studies have highlighted the importance of various and different 

geometric components (Lee et al., 2012; Lew et al., 2010; Newcombe et al., 2010; Sturz 

et al., 2011) and it is still not entirely clear what sort of the geometric or environmental 

properties are used as cues for reorientation (Cheng et al., 2013; Julian et al., 2018; S. 

Lee & E. Spelke, 2010). Different geometric cues may play different roles in the spatial 

representation (Jeffery, 2010) such as determining the global shape and principal axes 

(Gallistel, 1990), providing detailed localized information enabling the computation of 

shape parameters (Duval, 2019) and/or acting as contextual cues, indicating an 

environmental change6, which, according to Jeffery (2010), has been relatively 

understudied in behavioral experiments.  Large environmental change as opposed to 

                                                

6 Interestingly, findings from a change detection task of visual shape (Barenholtz, Cohen, 

Feldman, & Singh, 2003) suggest that changes that increase the concavity of the shape are 

more salient than changes that increase the convexity of the shape.  
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small changes, for example, cause remapping of grid cells (translation and/or rotation of 

their fields in response to environmental change) and remapping also occurs in place 

cells following large changes to the environment (Jeffery, 2011; Wills et al., 2005). 

Furthermore, the effect of geometry on reorientation is usually investigated in enclosed 

spaces rather than complex urban environments (Wolbers & Wiener, 2014). To address 

this research gap, the study is focused on environmental changes and examines what 

sort of formal visuospatial properties may engender the Aha! moment of reorientation in 

large-scale urban environments. 

1.2 Environmental Change and Novelty 

During movement in large-scale environments, where the perceived visuospatial 

information is constantly changing, novelty and sudden environmental change have a 

strong influence on exploratory behavior. Detection of novelty and unexpected events 

plays an important role in incidental learning and gaining insights into an implicit 

regularity within a sequence of events (Haider & Rose, 2007; Rünger & Frensch, 2008), 

and is associated with increased hippocampal activity during wayfinding (Kaplan et al., 

2014; Kumaran & Maguire, 2006). However, different forms of novelty are associated 

with different patterns of brain activity in the medial temporal lobe (Kaplan et al., 2014; 

Köhler et al., 2005; Strange et al., 2005). And it is possible that not all novel stimuli act 

as determinants of exploratory behavior (Berlyne, 1950, 1970) and may evoke different 

affective responses, e.g., surprise or curiosity and mystery.  

Surprise can be triggered by unexpected events, resulting in an update of the 

mental representation (Donchin, 1981). Curiosity7  (Berlyne, 1960, 1966) is often 

                                                

7 Interestingly, curiosity induced by ambiguous visual stimuli was associated with activity in the 

anterior cingulate cortex (sensitive to conflict and arousal) and the relief of perceptual 
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aroused by elements in the environment that are novel but also to some degree familiar, 

setting up some sort of expectation (Berlyne, 1950).  Mystery8 (Kaplan, 1987) —a 

notion closely linked to curiosity—and complexity (Berlyne, 1970; Vitz, 1966) are both 

considered drivers of exploratory behavior, according to Kaplan’s framework for 

environmental preference (Kaplan, 1987), and respond to the informational need to 

update and expand the cognitive map (Kaplan & Kaplan, 1989; Kaplan, 1987; Kaplan, 

1992). For instance, increases in environmental complexity, most likely reflecting 

affordances, cause significant changes in rats’ exploratory behavior (Pisula et al., 2019). 

Mystery is often associated with the experience of surprise but it is rather qualitatively 

different; it includes the element of predictability and the promise of gaining new 

information (Kaplan, 1987).  

A similar distinction between surprise and entropy highlights again the element of 

predictability and its distinct relation to hippocampal activity (Strange et al., 2005). The 

hippocampus is sensitive to novel, unpredictable events and their relative predictability 

within a sequence. For example, a study on sequential learning examined the brain’s 

response to sequential predictability and reported the involvement of the hippocampal 

system, the parieto-occipital sulcus, the retrosplenial cortex and the anterior cingulate 

cortex (Harrison et al., 2006), brain regions that are also engaged during navigation. The 

sensitivity of these brain areas to predictability and the structure of events within a 

sequence probably facilitates memory mechanisms; remembering an item in relation to 

                                                

curiosity with hippocampal activation and enhanced incidental memory (Jepma, 

Verdonschot, van Steenbergen, Rombouts, & Nieuwenhuis, 2012). 
8 Similar to Berlyne’s definition of epistemic curiosity as a “drive to know” (Berlyne, 1954, p. 

187 ), mystery  “allows one to generate hypotheses, directly parallel to the effect of partial 

information in an environment” (Kaplan, 1987, p. 27) but also suggests a continuity 

“between what can be seen and what is inferred” (Kaplan, 1987, p. 9).  
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its neighboring items within a sequence or an event in relation to its context appears to 

be more efficient than remembering each item or event individually (Burgess et al., 

2001).  

1.3 Hypotheses of the Present Study 

Consequently, two qualitatively different types of spatial novelty can be identified: 

spatial situations that can cause mere surprise during exploration, such as a sudden 

change in spaciousness when passing from a small street to a big square, and spatial 

situations that engender mystery such as a change in the complexity of the visual 

information reflecting a change in affordances and the promise of gaining new 

information.  

We translated these spatial qualities into quantitative descriptors, namely the 

change in isovist area (for the change in spaciousness) and the clustering coefficient (for 

the change in complexity and mystery), using the space syntax technique of visibility 

graph analysis (see Materials and Methods for more details). Findings from recent 

studies suggest that space syntax measures reliably capture environmental properties 

that are associated, for example, with differences in performance on spatial judgment 

using spatial information stored in and retrieved from memory (Pagkratidou et al., 

2020) and with differences in hippocampal activity (Javadi et al., 2017).  

The formal descriptions of the environmental changes of spaciousness and 

complexity/mystery enabled testing the following hypotheses: (a) Hnull:  The spatial 

Aha! experience occurs at random locations; (b) Hspaciousness: The spatial Aha! 

experience is more likely to occur at locations where suddenly a large amount of visual 

information becomes available, as measured by a change in isovist area; and (c) 

Hcomplexity: The spatial Aha! experience is more likely to occur at locations where there 

is a sudden change in the complexity of the visual information reflecting mystery and 
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the promise of gaining more information, as measured by the isovist clustering 

coefficient.  

The ecological validity of the study was important to us, so we developed an 

experimental design that was as close as possible to the real-world scenario of ‘coming 

out of the underground station’ (i.e. teleportation), which is often followed by a sudden 

experience of reorientation. Data analyses of participants’ exploratory behavior and 

EEG recordings were focused on sudden changes of the visuospatial information 

preceding participants' response (stimulus-locked analysis) and on participants' 

differences in brain dynamics just before the response (response-locked analysis). 

Relevant empirical studies suggest that successful self-localization during 

reorientation it is likely to be associated with a decrease in alpha power (8-13Hz) at 

posterior areas and a frontocentral theta (4-7Hz) increase. Decreases in alpha power in 

or near retrosplenial cortex were interpreted as reflecting the integration of information 

from the visual flow with a representation of self-location (Lin et al., 2015) and the 

retrieval of information from allocentric representations (Chiu et al., 2012). Posterior 

alpha decrease was also observed before spontaneous backtracking (Javadi et al., 2019); 

a behavioral change in the direction of movement that shortens the path towards the 

goal and is often observed during reorientation. Increases in frontocentral theta activity 

were associated to the sudden availability of a shorter path, a shortcut, likely reflecting 

conflict monitoring related processes (Patai et al., 2019) . Theta power increase,, 

generated in or near the anterior cingulate cortex, was also linked to increases in spatial 

working memory demands to update information regarding position and orientation 

(Lin et al., 2015). Based on these findings and considering that backtracking is a 

behavior often observed after reorientation and that finding a shortcut requires 

understanding of a new trajectory between locations or separately learned places, we 
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expect that the spatial Aha! moment of reorientation will be accompanied by the 

following response-related brain dynamics: a parietal alpha decrease (channels P7 & 

P8) and a frontocentral theta increase (channels FC5 & FC6). 

The stimulus-related analysis is focused on the transitions of the perceived 

visuospatial information during movement and how these sensory transitions may 

contribute to the moment of reorientation. Extensive theoretical and empirical work on 

movement-related and memory-related oscillations (for a comprehensive review see 

Ekstrom & Watrous, 2014) is focused on human hippocampal theta modulations, which 

tend to manifest at lower frequencies during virtual navigation (Bohbot et al., 2017; 

Jacobs, 2014; Watrous et al., 2011). In studies using intracranial EEG, low frequency 

oscillations are often linked to spatial updating processes and encoding of translational 

movement (Bush et al., 2017; Kaplan et al., 2012) but might also be related to visual 

input from optic flow and spatial processing  (Watrous et al., 2011). Relevant non-

invasive EEG/MEG studies have reported increase theta activity over the frontal regions 

(Araújo et al., 2002; Bischof & Boulanger, 2003; Jaiswal et al., 2010; Kaplan et al., 

2017). The relationship between the frontal EEG response and hippocampal theta has 

been explored but still remains unclear (Long et al., 2014; Mitchell et al., 2008).  

Interestingly, some EEG studies on memory and navigation have reported a 

peak EEG power near or below 4Hz (Araújo et al., 2002; Kaplan et al., 2012; Staudigl 

& Hanslmayr, 2013), which falls at the limit of the conventional 4-7Hz frequency 

range. More recent relevant studies are focused on a delta/theta frequency range (e.g. 2-

7Hz, 2-8Hz) and reported increase delta/theta activity related to movement, spatial 

exploration, spatial learning and memory (Liang et al., 2018; Long et al., 2014; Snider 

et al., 2013; Spaak & de Lange, 2020). Adopting a similar approach, we focused on the 

delta/theta frequency (2-7Hz) to examine how changes in visuospatial information, 
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within a 3s time window preceding participants response (contributing to the moment of 

reorientation), are linked to differences in EEG power over frontal regions9. 

2 Materials and Methods 

2.1 Participants and Recruitment Method 

Data was collected from twenty participants (9 females), a comparable sample size with 

recent relevant EEG studies (e.g. Chiu et al., 2012; Lin et al., 2015; Patai et al., 2019). 

Participants (mean age:33.8 years, range: 20 - 43years) were right-handed with normal 

or corrected-to-normal vision, and none reported any history of psychiatric or 

neurological problems. Half of the participants had a background in a discipline related 

to the built environment (e.g. architects, geographers). Participants' perceptions of their 

spatial abilities were assessed using the Santa Barbara Sense of Direction (SBSOD) test 

(Hegarty et al., 2002) with a scale from 1 to 7 (M=4.67, SE=0.23). Two participants 

were recruited from the PALS Divisional Subject Pool in exchange for course credit and 

the rest responded to email advertisement and participated voluntarily. The research was 

approved by the ethics committee at University College London (Project ID 6359/002) 

and all participants gave their informed consent. 

2.2 Data Acquisition 

Scalp EEG activity was recorded using the Emotiv headset, a wireless EEG system with 

14 electrodes, as shown in Figure 2, which can be reliably used for scientific research 

(Melnik et al., 2017; Pietto et al., 2018). The raw EEG data was collected via a 

                                                

9 To better capture the frontal EEG power and because the Emotiv does not have the Fz channel 

we included four channels of the frontal region, namely F3, F4, FC5, FC6. 
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Bluetooth USB chip and saved using the Emotiv Testbench software. A desktop VR 

setup was used for this experiment. This allowed all participants to complete the tasks 

without experiencing any motion sickness, which is often observed when using VR 

headsets. The same computer was used for the virtual navigation and EEG recordings to 

have more accurate timing of the event-markers (e.g. keystrokes). During each trial, 

participants' position and heading direction, were recorded into a log file every 0.25 

seconds.  

 

Figure 1.  Emotiv EPOCH 14-channels location 

2.3 The Virtual Environment 

The virtual reality urban environments were created and developed in the game engine 

Unity3D (version 5.3.4). The three-dimensional models, created in Rhino3D, represent 

real urban regions from three European cities: a neighborhood in central Athens (Psirri 

and Monastiraki tube station), an area in the center of Barcelona (area of El Raval and 

Sant Antoni) and a region in central London (around Tottenham Court Road tube 

station). These are central, commercial, and dense urban environments of metropolitan 

areas, planned around mass public transport stations. The three urban regions have 

comparable spatial configurations and similar characteristics in terms of streets 

networks, urban grids, building density and open spaces (Figure 2A).  
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More specifically, the three environments have major street axes that provide 

visual access and mark out district subregions. Our assumption is that the identification 

of distinct subregions facilitates a reduction in the perceived layout complexity because 

clustering urban elements into separate units reduces the information load (e.g the 

number of disparate components). In most of these subregions there are open spaces 

with different sizes, shapes and/or orientation. In addition, in each environments there 

are at least two distinct urban grids that help differentiate further the subregions in terms 

of grid density, orientation and/or type (orthogonal and organic).Visual inspection of the 

map of each environment permits the individual to identify the particular patterns of 

street networks and the relative location between the different spatial elements. We have 

chosen these urban regions because we think that these characteristics can be easily 

identified when studying the map of each environment and provide enough information 

for participants to be able to orient themselves during navigation. 

The 3D models of the virtual environments replicate the volumetric information 

of the actual urban environments (e.g. actual heights of buildings and street 

configurations).  However, the visual characteristics of the buildings are simplified and 

the virtual environments include only random buildings with brick textures and grey 

colored buildings, as shown in Figure 2B. To prevent participants from orientating 

based on the direction of light, the buildings do not cast any shadows on other buildings 

or streets and there is no visible sun that could act as an orientation cue. Another 

possible global cue often used for reorientation are patterns of cloud in the sky. 

Although it is possible that larger parts of the sky are visible during certain moments, 

there are no salient characteristic patterns in the image used for the sky in the VR 

environment and an individual would need to study extensively the image of the sky in 

order to be able to use clouds as global cues. 
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Figure 2. A. Maps of the virtual reality environments; B. First-person perspective views of the three virtual 

reality environments. 

2.4 Experimental Procedure  

Participants were first verbally informed about the structure of the experiment and the 

task. Because movement causes noise artifacts to the EEG data, participants were asked 

to stay as still as possible during the experiment. Although think-aloud protocols could 

have been revealing, especially in identifying the Aha! moment, jaw movements cause 

great artifacts and, thus, participants were instructed to avoid speaking during the 

recordings. Data regarding spatial abilities and properties of the individuals (age, 

gender, subject of studies, SBSOD scores etc.) were collected at the end of the 

experiment. 

Participant were verbally informed about the following rationale of the 

experimental task: Imagine you are a tourist in a new city. After studying the map of the 
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city you are visiting, you start exploring the city but end up being lost. Not having 

enough battery on your mobile phone, you will probably switch on the map application 

once you arrive at a place where you suddenly experience a feeling that in this location 

it is more likely to reorient.  

Participants were first familiarized with the instructions and procedure in a 

simple urban training environment with a grid of 4x5 building blocks. To navigate the 

urban environment participants were instructed to use the navigation keys (e.g., arrows 

for up, down, left, right). Speed was fixed when the key with the arrow indicating up 

was pressed, and participants could release it to pause movement.  Each participant was 

asked to complete 8 trials in each of the three environments, giving a total of 24 trials 

for analysis per individual (8 trials x 3 cities). The three environments were not 

randomized because the experimental set up was not designed to test for differences 

between the environments. Before the start of each block of trials within the same 

environment the instructions were presented on the computer screen. After reading the 

instructions, participants were able to proceed by pressing the spacebar on the keyboard. 

Each block of trials of the experiment was divided into two stages, as shown in Figure 

3, comprising a study and a navigation phase: 

a) Study phase: At the beginning of each session a map of the city region was 

presented on the screen. This offered participants an initial survey knowledge of the 

spatial configuration. Participants were asked to carefully study the map and focus on 

the spatial layout. The study map phase did not have a time limit and participants were 

asked to press the ‘ready’ button as soon as they were ready to proceed to the next 

phase.  

b) Navigation phase: Each trial began from a different location (random order), 

placing the participant in an initial state of disorientation. Participants’ task was to 
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explore the environment until they had the feeling of knowing their location in space 

and were thus able to orient themselves in relation to the map presented in the study 

phase. At this point, they were instructed to press the spacebar on the keyboard to give 

their response.  

Pressing the spacebar activated a graphic user interface (GUI), shown in Figure 

3. The GUI included an image of the map of the environment, a slider, a 'save response' 

button and an ‘exit’ button. Subjects were asked to rotate the map on the screen, using 

the mouse, and align it with their heading direction. They were asked to rate their 

confidence regarding their response using the slider as certain (3), probably right (2) or 

not sure (1). Then, they had to save their response within 40 seconds, otherwise, the 

GUI would disappear (this was an instruction given at the start of the study). At the end 

of each session, the percentage of correct responses over all responses appeared on the 

screen. Incorrect responses included those with an absolute angular deviation of 30 

degrees, following the approach adopted in similar studies focusing on alignment 

effects (Meilinger et al., 2014). The final number of trials included in the analysis was 

464.Trials where participants entered inside a building block because of problems with 

the 3D model or where problems emerged with the game engine during testing were 

excluded from the analysis. Thus, 3% of the trials were excluded (16/480), which is a 

low percentage and thus not a significant data loss. 
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Figure 3. Experimental procedure (Study map phase, navigation phase, response GUI). 

2.5 Data Analyses 

2.5.1 EEG Signal Processing 

The EEG signal can be conceptualized as a change in voltage of the electrical signal 

recorded from the human scalp, which is the result of firing activity of a large 

population of neurons and can be processed in the time-domain or the time-frequency 

domain. Changes in the EEG power at different frequency bands10—delta (2-4Hz), theta 

(4-7Hz), alpha (8-13Hz), beta(13-30Hz) and gamma (>30Hz) — can be investigated 

and compared between different conditions. 

The EEG signal processing steps were performed using EEGLAB (Delorme & Makeig, 

2004), an open-source toolbox for Matlab, and custom-written scripts. The EEG signal 

is down-sampled by the hardware at 128Hz and the device applies a notch filter at 50-

60Hz to remove artifacts produced from the power line. To remove slow drift artifacts 

(in lieu of baseline correction) a high-pass filter with 1Hz cut-off was applied. 

Stereotyped artifacts such as eye-blinks and eye-movement were detected and removed 

                                                

10 Frequency refers to the 'speed of the oscillation' measured in hertz (1Hz is one cycle per 

second) and power refers to the strength of the frequency band activity. 
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using independent component analysis (ICA ‘runica’ function). The EEG signal was 

then segmented into epochs of 3s duration based on the time-locking events of interest. 

Relative changes in mean EEG power during the 3s epochs, and within the frequency 

windows of interest, were calculated by subtracting the mean EEG power of a preceding 

time-window of equal duration. Artifacts were detected (deflections exceeding ±100 

μV) and excluded from further analysis. 

The time-frequency analysis was performed using a complex Morlet wavelet 

transformation (custom-written scripts) and the power values were log-transformed. The 

stimulus-locked epochs were also analyzed in the time-domain using the event-related 

potentials (ERP) method. A low-pass filter with a cut-off at 20 Hz was applied to the 

epoched data to remove further noise (Cohen, 2014, pp. 97-107). The EEG signal was 

then averaged separately for each condition, channel, and participant. The ERP 

waveforms were mainly used here as a data quality inspection tool.  

2.5.2 Spatial Analysis  

Space syntax’s (Hillier, 1998; Hillier & Hanson, 1984) environmental modeling 

techniques (e.g. axial map analysis, visibility graph analysis, isovist analysis) have been 

used in various studies that examine environmental properties in relation to spatial 

cognition and wayfinding (Conroy Dalton et al., 2012; Li & Klippel, 2016; Penn, 2003; 

Peponis et al., 1990; Zimring & Dalton, 2003), human spatial behavior (Emo, 2014; 

Hölscher et al., 2012), navigation performance (Barton et al., 2014) and spatial memory 

(Dara-Abrams, 2006; Pagkratidou et al., 2020).  

For example, isovist measures (Benedikt, 1979; Benedikt & Burnham, 1985),  

which describe properties of the visible space from a given point in space, appear to 

correlate with individual spatial experience and behavior and can capture spatial 

qualities linked to environmental psychology theories (Franz & Wiener, 2005; Franz & 
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Wiener, 2008; Montello, 2007). Moreover, the human hippocampus appears to respond 

differentially to different graph-theoretic space syntax measures of topological 

properties (Javadi et al., 2017). 

To quantify the environmental changes of spaciousness and complexity we used 

visibility graph analysis (VGA). VGA combines the idea of isovist with measurements 

from graph theory to calculate the intervisibility of multiple observation points 

distributed in a regular grid over the whole environment (Turner et al., 2001). Visibility 

graph measures of the three urban regions were calculated using the Depthmap software 

on a three-by-three meter grid covering each environment. 

Formal descriptions of environmental properties. 

Complexity and mystery were linked to the VGA measure of the visual 

clustering coefficient, which has a direct association with wayfinding and is thought to 

be related to spatial learning, decision-making, and path selection during exploration 

(Kubat et al., 2012). The clustering coefficient describes the relative intervisibility 

within the neighborhood of a vertex by measuring the proportion of the actual visual 

connections within the neighborhood of the current vertex (the point in space that 

generates the isovist), in relation to the number of all possible connections11 (Turner et 

al., 2001). Low values of the clustering coefficient are related to the notion of mystery 

and the promise of gaining new information since they describe locations with 

multidirectional visual fields where a new ‘area’ of the environment may be discovered 

with further movement (Turner et al., 2001).  It has been associated with the degree of 

                                                

11 In graph theory is defined as the number of edges between all the vertices in the 

neighborhood of the generating vertex divided by the total number of possible connections 

with that neighborhood size (Turner et al., 2001).  



21 
 

visual stability and the spatial quality of complexity (Franz & Wiener, 2008) since it 

indicates variations in visual information and changes in the perceived environmental 

shape during navigation, capturing the multidirectionality (‘spikiness’) or convexity of 

the isovist shape. 

Spaciousness is associated with the measure of isovist area (or neighborhood 

size) since rated spaciousness was found to have a high correlation with isovist area 

(Franz & Wiener, 2008; Stamps, 2008, 2011). Isovist area is a geometric property of the 

isovist and refers to the area of space visible from a given point in space. A sudden rise 

in the values of area corresponds to a sudden revelation of a large amount of visual 

information, which can presumably cause a surprise. In addition, data from participants' 

exploratory behavior during virtual navigation (Conroy, 2001) suggests that locations 

where participants choose to pause to re-evaluate the environmental information, 

correlate with high values of isovist area.  

Therefore, the two local VGA metrics (Figure 4) that are of interest here are 

isovist area, which we have used to calculate the change in isovist area, and the 

clustering coefficient. Although the measures are strongly anti-correlated, they are not 

reciprocal versions of one another, and we are interested (in our non-null hypotheses) in 

the more detailed ways in which they differ. The clustering coefficient captures the 

‘spikeness’ of the geometric/environmental shape while the change in isovist area refers 

to the change in the area of the geometric shape. One of the clearest differences, for 

example, is when walking through a large space, like a broad avenue or a square: isovist 

area does not change much as you pass the axis of the little streets that enter in to it, but 

clustering coefficient does. 
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Figure 4. Visibility graph analysis (A) of the isovist area and (B) of the clustering coefficient. 

2.5.3 Behavioral Analysis  

The data analyses are focused on the moment of self-localization. The behavioral effect 

of interest is the button-release moment; the moment when participants spontaneously 

decide to change their course of action, just before their response, by releasing the 

button of forward movement since they believe they have oriented themselves.  

 To examine whether participants tend to release the button of forward 

movement at random or specific locations we examined the frequency distribution of 

the isovist values at the button-release location. In other words, to investigate where it is 

more likely for participants to recognize where they are, we examined whether the 

isovist values at the button-release location fall within the highest or lowest values of all 

isovist generating locations traversed by the participant during the specific trial. We 
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calculated the percentiles of the population of all isovist points travelled by each 

participant in each trial and separated the data into 10 bins of equal number of isovist 

generating locations. We then normalized the isovist values at the button-release 

location in relation to the maximum value of all isovist points in each trial. Thus, we 

were able to examine in which bin there is a higher frequency of button-releases. 

 The behavioral analysis further examines the transitions of the perceived 

visuospatial information preceding the button-release moment. If any of the isovist 

measures of interest drive spatial orientation, then we expect that peak values within a 

3s time-window 12 close to the button-release moment (i.e. -3s:0s) to be significant 

different from the peak values within preceding time-windows of equal duration. We, 

thus, identified the peaks in the measures of interest during time-windows of 3s duration 

for three distinct time-periods (-9s:-6s, -6s:-3s, and -3s:0s). For each time-window we 

used the maximum value of change in isovist area (maximum positive peak) and the 

minimum value of the clustering coefficient (maximum negative peak) and then 

averaged separately for each participant across the time-windows of the specific time-

period.  

Because participants’ speed was not controlled and varied between trials data 

was also assessed according to distance traveled to unpick any issues of variability in 

the mean peak isovist values that might be associated with speed differences. Thus, 

based on the mean distance traveled during a 3s period (M=14.92 virtual meters, 

SE=0.50), the same analysis was performed for three distinct distance-based segments (-

45m: -30m, -30m: -15m and -15m: 0m). A one-way repeated measures ANOVA was 

                                                

12 Motivated by findings which suggest that spatial information processing related to a specific 

location (e.g. junction) begins up to 3s before entering that location (Meilinger, 2008) we 

used a 3s window of observation. 
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used to compared peak isovist values between the different time-periods and between 

the different distance-based segments. 

2.5.4 Spatial and Brain Dynamics Analyses 

Two different approaches were adopted for the stimulus-related and response-related 

EEG analyses: in the first case, we used the environmental information to investigate 

the change in power of the EEG signal, and in the second, we used the change in EEG 

power to investigate the environmental correlates. 

Stimulus-related analyses. 

Sudden transitions of the perceived visuospatial information within a 3s time-

window before the button-release moment, were used as time-locking events to examine 

associated differences in EEG power (stimulus-locked). In other words, we focused on 

the maximum positive value of change in isovist area, within a 3s time-window, and 

maximum negative in the case of the clustering coefficient. In each trial, we are 

interested in the highest peak (positive and negative, respectively for the two measures) 

and the absolute change of the value (i.e. the difference between the values of the isovist 

measure at the current and the previous isovist generating location), which was used to 

classify the trials into two conditions of environmental change: trials where the absolute 

value of change falls (a) above or (b) below the median value of all trials.. The range of 

absolute change in isovist area was 0.73 to 270.42 (Mdn=439.52, n=304) and in 

clustering coefficient was ~0 to 0.42 (Mdn =0.047, n=307). We then investigated the 

difference in EEG power between these two conditions of environmental change. The 

relative changes in mean EEG power were averaged separately for each participant and 

condition. Epochs expanded from -1.5s to 1.5s after the time-locking event. 
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Motivated by the literature on movement-related and memory-relation 

oscillations during navigation, we focused on the delta/theta EEG power over the frontal 

region of the brain. The first part of the analysis was focused on the average EEG power 

across all four frontal/frontocentral channels (F3, F4, FC5, and FC6) and the second 

part on EEG power averaged across the set of left (F3 and FC5) and right (F4 and FC6) 

channels. Average changes in mean EEG power were compared between the two 

conditions of environmental change for each isovist property.  

 To ascertain that any difference in EEG power between the two conditions of 

environmental change are associated with the Aha! moment of spatial reorientation and 

are not driven by differences in optic flow we also included in our analysis a control 

condition. In other words, if any effects in EEG power between the two condition are 

not related to the Aha! moment and are not specific to the period preceding the button-

release moment then we would expect to find a similar effect during other navigation 

periods. Therefore, as a control condition we followed the same stimulus-related 

analysis but we focused on a 3s time window immediately prior (-6s :-3s) to our test 

condition (-3s :0s before button-release) and examined again the EEG power differences 

between the two conditions of environmental change for each isovist measure. For both 

the test and control condition of the stimulus-related analyses, we used the Friedman’s 

test to compare repeated-measures EEG power differences because the assumption of 

normality was violated (Shapiro-Wilk test p < 0.05). 

Response-related analyses 

For the response-related analysis, trials were classified into two groups, based on 

the changes in EEG power at the theta (4-7Hz) and alpha (8-13Hz) frequency bands, to 

examine related differences in isovist values at the button-release location. A two-way 

repeated-measures ANOVA with levels of channel and condition was used to analyze 
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the values of the clustering coefficient at the button-release location. However, in the 

case of change in isovist area the assumption of normality was violated (Shapiro-Wilk 

test p < 0.05) and thus we used the Friedman’s test to compare the repeated-measures.  

We also looked at differences in mean trial duration and total distance traveled 

up to the button-release moment because participants' decision to respond to the task 

could be the result of the amount of visuospatial information acquired up to that point 

rather than the spatial local properties.  

 The analysis was focused: (a) on the frontocentral channels (FC5 and FC6) 

where the test condition includes trials that exhibited an increase in mean theta power 

(event-related synchronization, ERS) during the 3s time-window before the response 

versus trials showing a theta decrease (event-related desynchronization, ERD); and (b) 

on the parietal channels (P7 and P8) where the test condition includes trials that 

exhibited a decrease in mean alpha power (alpha ERD) during the same time-period 

versus the alpha ERS cases. We first compared cases in which both channels exhibited 

either a decrease or an increase in mean EEG power and we then focused on the 

recordings of each channel to examine hemispheric differences. 

2.5.5 Statistical Analysis 

Data was analyzed using the IBM SPSS software (IBM SPSS, v 25.0. Armonk, NY: 

IBM Corp.). Analyses of the collected data were focused on the within-subject factors 

because the same participants provided data points for all conditions analyzed. P-values 

< .05 were considered statistically significant. The error bars display standard errors of 

the mean (SE). Raincloud plots (Micah et al., 2019) illustrate data points of the averaged 

values for each participant, their distribution and the mean.  
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3 Results  

3.1 Performance  

Participant’s (n=20) performance shows that they were able to perform well and engage 

with the task during the experiment. Correct responses (M=70.85%, SEM=5.31%), were 

significantly greater, t(19)=  10.21, p<.001, d =2.28, than the chance level of 16.67%. 

Participants were able to encode the map of each environment and the patterns of the 

street networks without difficulty since they press the ‘ready’ button relatively quick 

during the study-map phase (mean duration: 57s, range: 15s -229s). The SBSOD scores 

show no correlation with participants' percentage of correct responses, r (18) = -.04, 

p=.87,  or mean confidence ratings, r (18) = .27, p=.26 across participants, and no 

correlation was found between percentage of correct responses, and age, r(18) = .35, 

p=.13. To further investigate these relationships, we also examined for possible 

correlations across trials.  There is a positive correlation between confidence ratings 

across trials13 and SBSOD scores, r (398) = .19, p<.001 but no correlation between age 

and confidence ratings, r (398) = .03, p=.63, which might be due to the fact that 

participants were all relatively young (mean age: 33 years old). 

In general, participants felt certainty about their position in space (confidence 

ratings: M=2.30, SE=0.09) with 52% of all responses rated as certain, 27% as probably 

right, and 21% of responses were rated as not sure. The 1x3 repeated measures 

ANOVA found a significant difference in the mean angular error of each participant 

between the different confidence rating categories, F (2,28) = 16.46, p < .001, η2 = .54. 

Post-hoc pairwise comparisons using Bonferroni correction confirmed that trials with 

                                                

13 Participants did not give a confidence rating of their response in some trials and thus the 

number of trials with information on confidence ratings is 398 instead of 464. 
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confidence rating certain had a significantly lower angular error (M=19.00 degrees, 

SE=4.79) than trials with confidence rating probably right (M=41.21 degrees, SE=8.43, 

adjusted p = .047, d = -.84) and not sure (M=77.26 degrees, SE=9.62, adjusted p < .001, 

d = -1.98). Mean angular errors of trials with confidence rating probably right were also 

significantly lower than in trials with confidence rating not sure (adjusted p = .031, d = -

1.03). 

Distance traveled within each route and the duration of each trial might indicate 

the amount of spatial information that an individual was able to acquire during each trial 

which in turn may be related to the confidence rating of each response. However, 1x3 

repeated measures ANOVA found no significant difference in either mean distance 

traveled, F (2,28) = 0.34, p = .71, η2 = .03, nor in trial duration, F (2,28) = 0.08, p = .93, 

η2 < .01, between the three categories of confidence rating. 

We have also checked for consistency of variables related to participants 

performance across the three environments and found no significant differences. The 

1x3 repeated measures ANOVA found no significant difference in the mean angular 

error of each participant between the three virtual environment, F(2,38) =1.45, p=.25. 

We also examined mean confidence ratings between the three environments and 

although the ANOVA found a significant overall effect, F(2,38) =3.63, p=.036, 

pairwise comparison of mean confidence ratings did not reach significance (all p>.05). 

Also, the Friedman’s test found no significant differences in mean duration of study-

map phase, χ2(2) =3.11, p=.21, between the three environments. These results support 

the idea that there is no significant difference between the three virtual environments 

and the map representations of the spatial layout of each environment. 

3.2 Frequency Distribution of Button-release Responses  

Visibility graph analysis was used to quantify the visuospatial properties of the virtual 
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environments, as shown in Figure 4. This enabled the study of participants' exploratory 

behavior, illustrated in Figure 5A, in relation to the changes in isovist area and the 

clustering coefficient. The frequency distributions of the isovist values at the button-

release locations, as shown in Figure 5B, indicate in what sort of spaces participants 

tend to stop more frequently to give their response to the task.   

The frequency distribution of the values at button-release location in relation to the 

population of all isovist generating locations traversed by each participant in each trial, 

as shown in Figure 5B, indicate in what sort of spaces participants tend to stop more 

frequently to give their response to the task.  There is no clear tendency for the change 

in isovist area and responses do not fall within the higher values of this measure. Instead 

the distribution appears to be random. However, in the case of the clustering coefficient 

there is a clear trend towards lower values: a strong concentration of responses (30%) 

fall within the lowest 20% of the clustering coefficient values. The higher count of cases 

appears to be in the second bin, within the 10%- 20% of the lowest clustering 

coefficient values, which suggests that participants chose locations with low values of 

clustering coefficient but not the lowest. 

.  



30 
 

 

Figure 5. A. Participants' exploratory paths. Colors represent paths from the same starting location. Order of 

starting locations (n=8) was randomized for each participant; B. Count of responses based on isovist 

measurements at the button-release location relative to the distribution of these values in each trial. The isovist 

values at the button-release location are normalized in relation to the maximum value of all isovist generating 

locations in each trial (x/ max). 

3.3 Isovist Properties Driving Spatial Reorientation 

The maximum change in isovist area and the minimum clustering coefficient within 

time-windows of 3s duration were compared across three different time-periods of equal 

duration that precede the button-release moment, as shown in Figure 6A. A one-way 

repeated measures ANOVA found an overall significant difference between the three 

time-periods for the clustering coefficient14, F(1.51, 28.77) = 14.69, p=.005, G-G ε = 

.75 η2=.28 but only a trend in the case of change in isovist area, F(2,38) = 3.12, p=.056. 

Post-hoc pairwise comparisons using Bonferroni correction confirmed that the means of 

                                                

14 In this case the assumption of sphericity was not met (Mauchly's test of sphericity, p-value 

<0.05) and, thus, we report the Greenhouse-Geisser adjusted degrees of freedom, p-values, 

and epsilons (G-G ε). 
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clustering coefficient within the -3s:0s time-period (M= 0.64, SE= 0.007) are 

significantly lower compared to the -6s : -3s time-period (M= 0.67, SE= 0.009, adjusted 

p=.017, d= .67)  and the -9s : -6s time-period (M= 0.67, SE= 0.009, adjusted p=.032, d= 

.73). 

To ascertain that any significant differences in isovist values are not the product 

of variations in distance traveled, we also compared mean peak values of the isovist 

measures across three different distance-based segments of 15m length each (Figure 

6B). A one-way repeated measures ANOVA found significant difference for the 

clustering coefficient F(2, 38) = 15.32, p < .001, η2 = .53 but no significant difference 

for the change in isovist value, F(2, 38) = 0.51 p =.60. Post-hoc pairwise comparisons 

using Bonferroni correction confirmed that mean minimum values of the clustering 

coefficient within the -15m : 0m segment (M= 0.64, SE= 0.007) are significantly lower 

than within the -30m : -15m segment (M= 0.69, SE= 0.008, adjusted p < .001, d = 1.32) 

or within the -45m:-30m (M= 0.69, SE= 0.01, adjusted p =.001, d = 1.29).  

Thus, the minimum clustering coefficient is significantly lower, across 

participants, within the window of observation closer to the button release moment 

lower for both time-based and distance-based behavioral analyses. The following 

sections examine if the related brain dynamics (stimulus-locked and response-locked) 

provide further evidence regarding the contribution of each isovist measure to the 

moment of reorientation. 

 



32 
 

 

Figure 6. Raincloud plots of mean peak isovist values during (A) three time-periods of 3s duration and (B)three 

distance segments of 15m  * p < 0.05, **p < 0.01) 

3.4 Differences in Brain Dynamics Associated with Peak Changes in Isovist 

Values 

The stimulus-related analysis examines the event-related potentials (ERPs) and the EEG 

power (2-7Hz) at the frontal/frontocentral region between two conditions of transitions 

in the perceived visuospatial information (below or above median, as explained in 

Methods section 2.5.4). Based on visual inspection of the ERPs (Figure 7A), these 

differences appear to be more pronounced in the case of the clustering coefficient, 

especially for the channels (F4 and FC6) of the right hemisphere. 
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A non-parametric Friedman test15 was used to examine the differences in the 

mean EEG power (2-7Hz) -averaged across all four frontal and frontocentral channels- 

between the two conditions and the two isovist measures, as shown in Figure 7Bi. The 

Friedman test found a significant difference in mean EEG power, χ2(3) =16.62, p=.001, 

and post-hoc test using a Wilcoxon signed-rank test, with a Bonferroni correction, were 

used to follow up this finding. There was a significant difference in mean EEG power 

(z= -2.50, adjusted p=.025, r= -.40) between trials with a peak change in isovist area 

that falls below the median (Mdn = -0.40db) versus above the median (Mdn = 0.16db). 

Trials with peak changes in the clustering coefficient that fall above the median have a 

significant increase (Mdn = 0.20db) in delta-theta power (z= -2.88, adjusted p=.008, r=-

.46) when compared to trials with peak changes that fall below the median (Mdn = -

0.32db).   

Because in the case of the clustering coefficient the ERP waveforms of the right 

channels appear to have significant differences for a larger time-window, we also 

examined the EEG power of the left (Figure 7Bii) and right (Figure 7Biii) channels 

separately. The Freidman’s test found a significant difference in mean EEG power, 

between the two conditions, of left, χ2(3) =20.94, p< .001 and right channels, 

χ2(3)=12.78, p= .005. Post-hoc Wilcoxon signed-rank tests, with a Bonferroni 

correction, confirmed that average EEG power across the right channels is significantly 

higher for peak changes in the clustering coefficient (z= -2.43, adjusted p= .02, r= -.38) 

that fall above the median (Mdn = 0.16db) compared to peak isovist changes that fall 

below the median, which were associated with a delta/theta decrease (Mdn = -0.26db). 

                                                

15 Because the assumption of normality was violated (Shapiro-Wilk test p < 0.05) we used non-

parametric tests for all the comparisons reported in this section. 
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There was no significant difference in EEG power of the right channels for the change 

in isovist area (z= -2.02, adjusted p= .09, r= -.32). Left frontal/frontocentral channels 

exhibited a significant decrease in mean EEG power for trials with a peak change that 

falls below the median  for both the isovist area (z= -2.91, adjusted p=.007, r= -.46, Mdn 

= -0.18db) and the clustering coefficient (z= -3.21, adjusted p= .003, r= -.50, Mdn = -

0.29db) compared to cases where peak isovist change was above the median (Mdn = 

0.04db, Mdn = 0.03db, respectively).  

For the control condition we followed the same approach. We examined the 

EEG power differences between the two conditions of environmental change (below vs. 

above median) for each isovist measure but we focused on peak changes within the 

time-period of -6s to -3s. The Freidman’s test found no significant difference in the 

mean EEG power (2-7Hz) -averaged across all four frontal and frontocentral channels- 

between the two conditions and the two isovist measures, χ2(3) =2.64, p=.45. Also, the 

Freidman’s test found no significant differences between the two conditions in mean 

EEG power of the left, χ2(3) = 0.60, p= .90 nor the right channels, χ2(3) = 2.55, p= .47. 
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Figure 7. A. Event-related potentials for peak changes in area and the clustering coefficient that fall below the 

median (dotted line) and above the median (solid line); B. Raincloud plots of mean delta/theta power difference 

averaged over all frontal/ frontocentral channels (i), left channels (ii) and right channels (iii) for the two 

conditions of environmental change  * p < 0.05, * *p < 0.01). 
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3.5 Isovist Values Associated with Differences in Response-related Brain 

Dynamics 

A 2 x 2 repeated measures ANOVA (conditions by set of channels) was used to test for 

differences in isovist values at the button-release location between cases that exhibited 

alpha ERD versus alpha ERS in both parietal channels (P8 & P7) and cases with theta 

ERS versus theta ERD in both frontocentral channels (FC5 & FC6), as shown in Figure 

8A. The analysis of variance found a significant effect of condition in the case of the 

clustering coefficient for the two sets of channels, F(1,18) = 11.46, p=.003, η2=.39. 

Post-hoc paired t-tests, with Bonferroni correction, confirmed that the clustering 

coefficient is significantly lower, t(18)= -2.53, adjusted p= .042, d = -.75, for trials with 

a parietal alpha decrease (M= 0.69, SE = 0.02) compared to the parietal alpha increase 

condition (M= 0.74, SE= 0.02). Similarly, the clustering coefficient is significantly 

lower, t(19) = -2.60, adjusted p=.036, d = -.81 for the frontocentral theta increase 

condition (M= 0.69, SE= 0.02) compared to trials that exhibited a frontocentral theta 

decrease (M= 0.75, SE= 0.02). The Friedman’s test16 found no significant differences 

for the change in isovist area, χ2(3) = 1.52, p=.68. Also, no significant differences were 

found in mean distance travelled, t(19)= -0.87,  p=.40, d = - .20 nor in mean trial 

duration, t(19)= -0.51,  p= .61, d = - .10  between the two conditions for either alpha 

power in parietal channels, nor theta power in frontocentral electrodes, t(19)= -1.79,  p= 

.09, d = - .27  and  t(19)= -1.65,  p= .12, d = - .15, respectively. 

Additionally, trials were classified based on EEG power differences in each 

individual electrode, shown in Figure 8B, which enables investigating hemispheric 

differences. The Friedman’s test found no significant differences for the change in 

                                                

16 Because data related to the change in isovist area was not normally distributed (Shapiro-Wilk 

test p < 0.05) we used non-parametric tests. 
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isovist area for either the case of parietal channels, χ2(3) = 3.78, p=.29 nor for the case 

of the frontocentral channels, χ2(3) = 4.44, p=.22. The 2 x 2 repeated measures ANOVA 

(conditions by channels) found a significant main effect on condition, in the case of the 

clustering coefficient, for frontocentral channels, F(1,19)= 4.47, p=.048, η2=.19, but 

post-hoc paired t-tests with Bonferroni correction did not reached significance for 

neither FC5, t(19) = -2.00, adjusted p= .122, d = - .60 nor FC6,  t(19)= -1.53, adjusted 

p= .284, d = - .52. For parietal channels, there was a significant main effect of condition 

in the case of the clustering coefficient, F(1,19)= 6.61, p=.02, η2=.26. Post-hoc paired t-

tests showed no significant difference for P7, t(19)= -1.59, adjusted p= .26, d = - .50. 

However, trials with alpha ERD in the right channel, P8, have significantly, t(19)= -

2.47, adjusted p= .046, d = - .61,  lower clustering coefficient values (M= 0.69, SE= 

0.01) compared to trials with an increase in alpha power (M= 0.72, SE= 0.01). Again, 

no significant differences were found in mean distance travelled, t(19)= -1.32,  p= .20, d 

= - .25, nor in mean trial duration, t(19)= -0.85,  p= .40, d = - .11, between the two 

conditions of alpha power in the right parietal channel, which suggests that these 

differences in response-related brain dynamics are rather a spatial boundary effect.  

 



38 
 

 

Figure 8. A. Raincloud plots of mean values of change in isovist area (left) and the clustering coefficient (right) 

for theta ERS versus theta ERD in both frontocentral channels (FC5 & FC6) and alpha ERD versus alpha ERS 

in both parietal channels (P7 & P8); B. Raincloud plots of mean values of (i) change in isovist area and (ii) the 

clustering coefficient (top) for theta ERS versus theta ERD in each frontocentral channel and (bottom) for alpha 

ERD versus alpha ERS in each parietal channel (* p < 0.05). 
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4 Discussion  

The Aha! experience of reorientation in large-scale urban environments is a relatively 

under-investigated phenomenon within the field of wayfinding. We developed an 

experimental design that was as close as possible to a real-world scenario to provide a 

range of possibilities that would allow the Aha! experience to emerge. In the experiment 

reported in this paper, participants' spatial updating was disrupted because they were 

suddenly teleported to different locations and thus their frame of reference was not 

immediately anchored to the external environment (or the map of the environment). 

They were able to move freely within the virtual environment, presumably looking for 

visuospatial cues that would facilitate their reorientation and self-localization relative to 

the map. Thus, they were able to respond to the task in an ethological way.  

The behavioral results show that participants tend to stop to give their response 

just after passing through locations (within -3s: 0s/-15m : 0m) where the clustering 

coefficient values are significantly lower than during the preceding -6s: -3s time-period/ 

-30m: -15m distance-segment. In contrast, there was no significant difference for the 

change in isovist area. Peak changes that fall above the median value for both isovist 

measures during the -3s: 0s time-window are associated with an increase in delta-theta 

power over frontal/frontocentral areas. In addition, there is a significant increase in 

delta/theta in the channels of the right hemisphere but only when there is a large drop in 

the clustering coefficient values. Therefore, these results suggest that both measures 

appear to contribute to the moment of reorientation; but their contribution may be 

different. 

One alternative explanation is that the effects between the two conditions of 

environmental change might be driven by differences of the patterns of eye movement 

artifacts, which are likely to be different between the two conditions. Although we used 
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ICA decomposition to remove eye artifacts during preprossesing, we cannot exclude 

fully the possibility. However, if the effects were mainly driven by differences in 

saccadic behavior between conditions then we would expect similar results for the 

control condition. Another possibility is that these differences in EEG power are 

associated only with the transitions in the perceived environmental features and are 

independent of the Aha! moment of reorientation. In this case again one would expect 

such correlations between the delta/theta EEG power and the isovist measures during 

any other navigation period, such during the -6s to -3s time-period. However, there are 

no such differences in EEG power between the two cases of environmental change for 

the control condition. 

The analysis of the relationship between response-related brain dynamics and 

the isovist values at the button-release location shows that the clustering coefficient has 

a stronger link to the Aha! moment of reorientation than the change in isovist area. The 

frequency distribution of isovist values at the button-release location shows that most 

responses occur at the location where the clustering coefficient values are within the 

lowest percentiles of the whole environment, but there is no clear trend for the changes 

in  isovist area. Increases in frontocentral theta activity, assumed to be related to conflict 

resolution processes, and parietal alpha decrease, likely reflecting translation of spatial 

information between reference frames, are associated with significantly lower values of 

the clustering coefficient at the button-release location. However, there is no significant 

difference in the case of change in isovist area.  

An alternative hypothesis that could be raised is that both spatial conditions – a 

change in spaciousness and a change in complexity - may contribute in different ways 

to spatial reorientation. For example, when approaching a typical street junction there is 

a sequence of events taking place: first, a sudden increase in area when entering the 
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junction, and then, after a certain time interval, once one is at the center of the junction 

a location with low clustering coefficient. The investigation of a possible sequential 

dependency between these two conditions; a change in spaciousness followed by a 

change in complexity, might be an interesting direction for future research. 

Local properties of the spatial configuration appear to have a significant 

contribution to the emergence of the spatial Aha! moment. Nevertheless, it is important 

to note here that other factors may influence the occurrence of this event such as the 

socio-cultural and geographical environment and other individual differences, such as 

spatial abilities and age (Gramann, 2013; Heft, 2013). 

In general, the results suggest that the Aha! experience of reorientation is a 

spatial boundary effect. Differences in the response-related brain dynamics are 

associated with differences in the local visuospatial conditions but not the amount of 

visuospatial information acquired up to the moment of response. This is not surprising 

since the Aha! moment is considered as incidental one-shot learning that requires a 

representational switch, as opposed to incremental associative learning processes (Ash 

et al., 2012; Luo et al., 2006). Similarly, spatial learning in relation to environmental 

boundaries, which is supported by the hippocampus, does not follow the rules of 

associative learning (as landmark-based learning) but is also considered to be incidental 

(Burgess, 2008; Doeller & Burgess, 2008). Environmental boundaries play a key role in 

spatial learning and orientation (Montello, 2007) and the clustering coefficient describes 

quantitatively the 'spikiness' of the environmental shape. Accurate knowledge of place 

location and processing of place-related spatial information are associated with activity 

in the right hemisphere (Igloi et al., 2010; Maguire et al., 1998), which might explain 

why there is a stronger association between differences in the clustering coefficient 
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values and changes in EEG power in the right hemisphere channels (i.e. alpha ERD at 

P8, delta-theta ERS at F4 & FC6).  

Consequently, locations with low clustering coefficient values seem to act as 

environmental cues facilitating conflict resolution processes and the translation of 

spatial information between reference frames. The multidirectional fields of view at 

these locations appear to favor context/place recognition and spontaneous self-

localization. A conclusion that might be of practical use here is regarding the design of 

underground entrances. Disorientation or misorientation due to passive underground 

movement may persist if, for example, the geography of the underground hallway 

system of several exits is complex and its signage confusing. But if the underground 

exit is at a location that offers multidirectional fields of view then this is likely to trigger 

the spatial Aha! moment. 

The visuospatial conditions that engender this phenomenon and the way we 

explore relatively unfamiliar, complex urban environments may share similarities with 

the way we navigate conceptual space. A growing number of studies point towards the 

idea that the hippocampal map may not be just for spatial memory but a 'memory space' 

or a 'memory map' (Buzsáki & Moser, 2013; Eichenbaum et al., 1999; Jeffery, 2018). 

Recent work suggests that the hippocampus supports map-like knowledge structures 

organized not only in space and time but conceptual dimensions as well (Aronov et al., 

2017; Bellmund et al., 2018; Buzsáki & Moser, 2013; Constantinescu et al., 2016; 

Eichenbaum & Cohen, 2014; Garvert et al., 2017) and may encode expectations 

regarding future experiences (Schacter et al., 2007; Stachenfeld et al., 2017). 

Empirical studies on creative insights have consistently reported temporal lobe 

activity, reflecting the recognition of available novel associations, and the involvement 

of the hippocampus and parahippocampal cortex (Milivojevic et al., 2015; Salvi et al., 
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2020; Shen et al., 2017; Zhao et al., 2013). Also, increased activity in the anterior 

cingulate cortex reported during creative insights (Mai et al., 2004; Qiu et al., 2006; 

Shen et al., 2018; Zhao et al., 2013), reflecting conflict resolution process (e.g. of 

misaligned representations) and during wayfinding before spontaneous ‘backtracking’ 

behavior (Javadi et al., 2019), often observed during reorientation. The brain's 

navigational system thus is likely to be involved not only in the representation of 

physical space but of social and conceptual space as well, supporting context retrieval 

and reorientation in abstract space (Epstein et al., 2017). These theories and empirical 

findings motivate the idea that spatial reorientation can be seen as an instance of the 

Aha! phenomenon. 

The present study aims to show that a change in participants' behavior and brain 

dynamics is coupled with a change in the environmental context. A change in the 

amount of visual information does not appear to be sufficient to provoke the Aha! 

experience, even if it might trigger an element of surprise or contribute to other relevant 

sub-processes. In contrast, a change in the complexity of the visual information has a 

stronger contribution to the sudden 'bisociation' of distinct reference frames, resulting in 

a third hinge-dimension of experience, the Aha! moment of reorientation. 
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