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ABSTRACT: The TIES (Thermodynamic Integration with Enhanced Sampling) protocol is a formally exact alchemical approach
in computational chemistry to the calculation of relative binding free energies. The validity of TIES relies on the correctness of
matching atoms across compared pairs of ligands, laying the foundation for the transformation along an alchemical pathway. We
implement a flexible topology superimposition algorithm which uses an exhaustive joint-traversal for computing the largest common
component(s). The algorithm is employed to enable matching and morphing of partial rings in the TIES protocol along with a
validation study using 5S transformations and five different proteins from our previous work. We find that TIES 20 with the RESP
charge system, using the new superimposition algorithm, reproduces the previous results with mean unsigned error of 0.75 kcal/mol
with respect to the experimental data. Enabling the morphing of partial rings decreases the size of the alchemical region in the dual-
topology transformations resulting in a significant improvement in the prediction precision. We find that increasing the ensemble
size from S to 20 replicas per A window only has a minimal impact on the accuracy. However, the non-normal nature of the relative
free energy distributions underscores the importance of ensemble simulation. We further compare the results with the AM1-BCC
charge system and show that it improves agreement with the experimental data by slightly over 10%. This improvement is partly due
to AMI-BCC affecting only the charges of the atoms local to the mutation, which translates to even fewer morphed atoms,
consequently reducing issues with sampling and therefore ensemble averaging. TIES 20, in conjunction with the enablement of ring
morphing, reduces the size of the alchemical region and significantly improves the precision of the predicted free energies.

1. INTRODUCTION

While the age of exascale computing is emerging, the field of
drug discovery is increasingly using the maximum computa-
tional means available to complement its life-cycle.' This
enormous computational power can aid in identifying new
potential therapeutics, a process which involves evaluating a
large number of compounds that not only are often sourced
from databases of (approved) drugs™® and chemical libraries*
but also increasingly are generated virtually from the vast
chemical space.”

Whereas physics based free energy computations have been
historically prohibitively expensive, they are now becoming
increasingly viable, bringing their application to not only the
different stages of drug development, particularly hit to lead
and lead optimization stages, but also increasingly virtual high
throughput screening. These calculations can offset the large
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costs associated with bringing novel drugs to market, while
their combination of scalability and performance is particularly
relevant in urgent situations such as that brought about by the
COVID-19 pandemic. In addition to the computational power,
there is a continuous improvement due to advances in the
underlying force fields.””” Furthermore, promising initiatives
such as the Open Force Field Initiative'® and blind
experiments such as Drug Design Data Resource (D3R)
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grand challenges are having a noticeable impact on progress in
the field."!

Relative binding free energy (RBFE) calculations are one of
the increasingly utilized physics based methods. In these
calculations, one molecule is morphed into another in
nonphysical, or “alchemical”, space. RBFEs contain a plethora
of postprocessing methods including thermodynamic integra-
tion,'>"” free energy perturbation using the Zwanzig formula,"*
the Bennett acceptance ratio (BAR),” or its variation called
multistate BAR (MBAR).'®'” Further discussion is provided
by Williams-Noonan et al. in a review of applied studies.'® It is
worth pointing out here that, unlike FEP, TI has no formal
constraint of being a perturbative method. Although the
practice has been to only apply T1I for studying relatively small
transformations, in principle, it should be able to handle larger
structural changes than are possible with FEP.

Notable software toolsets facilitating the calculation of RBFE
include, among others, the open source GROMACS-based
pmx with thermodynamic integration, BAR or Jarzynski
estimator,” the proprietary software FEP+ which is based on
replica exchange with a solute tempering approach,”” and the
system builder FESetup'® that supports several molecular
dynamics engines. RBFEs are particularly useful in the lead
optimization stage where they are used to increase affinity, or
selectivity, helping to find the most promising variants of the
leading compounds. Their usefulness was highlighted when
FEP+ predictions outperformed human expertise in ranking
lead compound variants.®

Here, we focus on our protocol named TIES (Thermody-
namic Integration with Enhanced Sampling) for the calculation
of RBFEs.” TIES uses a modified dual-topology approach to
alchemical transformations and has been shown previously to
perform well in the ranking of compounds®' and the prediction
of relative binding free energies™ with or without replica-
exchange solute tempering (REST2).”>~>* TIES uses an
ensemble of MD simulations at every A window in order to
control uncertainty in molecular dynamics simulations. The
different starting velocities in each replica enhance sampling
and therefore improve reproducibility. This is in contrast to
single trajectory approaches, which are frequently not
representational, leading to false positives.””*° Such incorrect
conclusions further undermine the field of molecular dynamics
and its ability to produce reliable predictions. The combination
of sufficient sampling and the quantification of uncertainty for
the observables is therefore paramount and should be
employed in all MD-based methods.”’

It is worth mentioning that the recent advances in machine
learning are also bearing fruit>*™° In a notable case, a
molecular-mechanics/machine-learning approach was used to
introduce a correction as a postprocessing step. This correction
employed a nonequilibrium simulation of the ligands and
neural-network potentials that reproduce quantum mechanics
energetics at a smaller computational cost. The approach
significantly improved the accuracy of the alchemical free
energy calculations.’” In another study, machine learning was
used to correct the free energy perturbation calculations. The
accuracy of the predictions improved when applied on the
SAMPL4 data set retrospectively.”” However, not all machine-
learning approaches involve physics based free energy
calculations.” A combination of deep learning and algebraic
topology scored highest in binding affinity prediction in the
D3R Grande Challenge 3 competition.””

The purpose of the present work is to report on our
development of a new version of TIES which we name TIES
20 because of the year of release. It should be noted that the
original TIES protocol was released in 2017 and will be
referred to as TIES 17 hereafter. TIES 17 relies on an external
package named RDKit (http://www.rdkit.org) for the
selection of alchemical region. TIES 20 gets rid of this external
dependency and uses an in-built module based on a flexible
and exhaustive joint-traversal superimposition algorithm that
enables greater flexibility in the selection of the alchemical
region. This flexibility is used to morph partial rings, thereby
further reducing the size of the alchemical region. The relative
binding free energy is computed for SS ligand transformations
across five proteins to replicate the previous study using TIES
17°° that invoked the RESP charge system. The results are
employed as a basis for the next step where we investigate how
an increase in sampling affects the relative binding free
energies. Furthermore, a corresponding full set of TIES
calculations is carried out with the AM1-BCC charge system,
and the results are compared along with the others.

2. THEORY

Thermodynamic integration (TI) is one of the most common
methods for calculating relative binding free energies, and its
complete formalism is available elsewhere."”** TT relies on a
control variable A which defines how intermolecular and
intramolecular interaction potentials change from one state to
another. Here the two states refer to the initial state of a ligand
L1 and the final state of a ligand L2. The transition from L1 to
L2 is described with 0 < 4 < 1. The Gibbs free energy, G, is a
state function which can be written in terms of the A control
variable.”* The free energy change corresponding to this
transition is given by the following equation:
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Using statistical thermodynamics, it can be shown that
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where V refers to the potential energy of the system with the
atom positions x. It should be noted that the above equation is
only strictly valid in the thermodynamic limit, when both left-
hand-side and right-hand-side terms are unique numbers with
no fluctuations. However, when working with finite systems
and sampling only a fraction of its conformational space, these
quantities are stochastic variables.”>*> This implies that free
energy as well as its derivative will have a range of values with
an associated probability distribution. Therefore, we must aim
to calculate the expectation value of these quantities using
ensemble methods. The foremost requirement for this is
performing the calculation multiple times to generate a
distribution of AG values for which mean and variance can
be determined. The ensemble of phase space trajectories
required in the above equation can be computed using
molecular dynamics simulations. The traditional practice has
been to perform a single MD simulation at each A value to get
the desired AG. However, given that the terms involved in the
above equations are stochastic quantities, the AG values
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recalculated in this manner vary significantly on repeating the
simulation with a different set of starting conditions.””*>*
This stems from the extreme sensitivity of MD simulations to
their initial conditions. To account for such randomness in the
observed energy derivatives, it is essential to perform an
ensemble simulation, that is multiple replica simulations with
different starting conditions, to generate the desired ensemble.
In addition, one must take into account the shape of the
resultant distribution of potential energy derivatives as well as
the calculated free energy changes obtained. TIES implements
ensemble simulations precisely for these reasons.

Using the free energy cycle we can calculate the relative
binding free energy

38 = AGH* - AGH™ = ACK - 4G, (3
where AGfi{‘/dLi’z‘g represents the binding free energies of L1 and
L2, AG}l, is the difference in solvation free energy of the
ligand transformation in an aqueous environment, and AG™
corresponds to the free energy change of the ligand
transformation bound to the complex.

Ensemble Sampling. Given the chaotic nature of
molecular dynamics, individual (one-off) trajectories are not
reproducible and, moreover, become increasingly inaccurate
the longer the duration of a simulation.”> However, we expect
the statistical properties of such simulations to be robust, and
therefore we use ensembles as the basis for reproducibility and
hence reliability of such studies.””*”*® In order to meet these
requirements, while also allowing for versatile execution of the
protocol, TIES employs an ensemble approach. For each 4
window along the alchemical pathway, a number of replicas are
used, and the integration in eq 2 performed using the
principles of stochastic calculus. The ensemble approach allows
for quantification of the error in the computed AAG by
considering the variance in the underlying potential energy
derivatives across the replicas.”’

Other authors have acknowledged the necessity of repeating
the alchemical free energy calculations in order to estimate the
associated uncertainty.”””*® However, most published articles
still overestimate confidence in results based on non-
representative undersampled simulation sets.”® By contrast,
the ensemble approach provides a straightforward means for
discussing convergence and uncertainty in predicted values.*®
Although the ensemble-based approach leads to better
agreement with experimental data, primarily through increas-
ing precision, it will not necessarily help with the accuracy of
results.

It is important to mention that currently feasible sampling in
RBEFE calculations is carried out within the constrained context
of the ideal docked pose. Using long simulations poses
different challenges. Increasingly complex systems require
significantly more computational resources and more rigorous
equilibration analysis, which take us into the realm of Markov
State Modeling.’® Sampling and equilibration will persist as a
challenge particularly if one considers sufficiently complex
systems, allostery, binding pathway, disordered regions, and so
on. For the relatively short duration simulations as used here,
the possibility and ensuing consequences of different
conformations being sampled when using enhanced sampling
such as replica-exchange without a clear definition of relative
weights have been pointed out by us.”*

3. METHODS

We begin by reiterating that TIES is a method that is used to
calculate binding free energies corresponding to an alchemical
transformation based on ensemble simulations. On the other
hand, TIES 17 and TIES 20 refer to the two versions of a
software program that are used to prepare the structure and
parameters for a hybrid ligand to be used as input to a TIES
calculation. Therefore, the key difference between TIES 17 and
TIES 20 lies in the way the input for TIES is prepared but not
in the implementation of our method or the subsequent
analysis of the simulation output.

Superimposition. The principal difference between TIES
17 and TIES 20 resides in the way in which the two ligands
corresponding to the two end-points of the alchemical
transformation are superimposed and their maximum common
substructure (MCS) is identified. TIES 17 uses RDKit for this
purpose and relies on a set of heuristics whereby the molecules
are converted first into SMARTS format and then the largest
substructure found is extended using a network search. In
TIES 20, an exhaustive recursive joint-traversal superimposi-
tion algorithm has been implemented for superimposing the
ligands to map which atoms remain the same and which
mutate, taking into consideration the assigned force field
parameters including the atom types and charges. The
algorithm carries out an MCS search for two ligands using
recursion. During this stage, the electronic charges on the
atoms are ignored by both TIES 17 and TIES 20. For every
starting combination in the ligands L1 and L2, a new search is
applied, and the next atom pair is added to the MCS if three
conditions are true: 1) the next compared pair of atoms is the
same chemical elements, and in the case of ambiguity, a
preference for the assigned force field atom types is used; 2)
either the new atom-pair completes an aromatic ring in both
L1 and L2 or neither atom does, such that at no point can any
MCS create a different number of rings in each of the original
molecules; 3) traversal of a mutual ring in L1 and L2 cannot
continue if L1 proceeds to a fused ring but L2 does not (and
vice versa). On the return stage of the recursion, the largest
MCS is selected. If two or more MCS are of the same length,
the program checks if they are mirror images of each other.
Then, the MCS with the smallest RMSD value after
superimposition is selected. Overall, TIES 20 provides greater
flexibility in the selection of MCS by allowing partial rings that
are not permitted by TIES 17.

Once the MCS has been selected, all the following steps as
described below are common between TIES 17 and TIES 20.
After generating the MCS, the alchemical region is defined to
initially include the nonmatched atoms. Then, the algorithm
continues to ensure that the two ligands are chemically
identical using the following rules. First, the paired atoms are
checked to use the same force field atom types. Then, any
atom pair with more than 0.1e charge difference is added to
the alchemical region. Next, the net charge of the MCS atoms
that belong to L1 must be less than 0.1e different than the net
charge of MCS atoms in L2. If this condition is not true, the
paired atoms with the largest charge difference are repeatedly
added to the alchemical region until this condition is met. If
there are multiple disconnected common substructures, the
smaller ones are removed. Finally, the charges between the
paired atoms are averaged. This is because each matched pair
in the MCS is represented with a unique atom in the dual-
topology approach as implemented in TIES. Therefore, unique
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charges are needed for each of the matched pairs. This
averaging can introduce a small charge imbalance which is
redistributed uniformly over the alchemical region. Note that,
in the case of RESP charges in TIES 17, the redistribution is
handled via reparametrization after constraining the charges on
the atoms belonging to the MCS to their new (average) values.
In TIES 20, the charge redistribution in both cases is handled
manually, and the charges are redistributed evenly across the
alchemical region. The software has been implemented in
python using modular object oriented principles with unit
testing and continuous integration for quality assurance.

Simulations. Simulations were carried out with NAMD
2.12,” and models were assembled using tleap in Amber-
Tools.” The truncated octahedron periodic box was created
with a minimum of 14 A away from the protein/ligand atom.
The ligand and the protem were modeled using GAFF"' and
the FF99-SBildn force field,"” respectively. Water was modeled
with TIP3P.* Tons were added to neutralize the system.

Each simulation was first minimized in Sk steps using the
NAMD conjugate gradient and line search algorithm. The
system’s temperature was set to 300 K, and restraining of the
heavy atoms in the ligand and protein was applied in 4-step
equilibration, with each stage relaxing the restraints. The
restraints used the harmonic potential k(x—x,)* with k equal to
4,3,2, and 1 kcal/mol/A%

Both the equilibration and production time step was 2 fs.
Nonbonded 1—4 interactions were scaled to 0.8(3). The
nonbonded cutoff distance was set to 12 A with the switch
distance set to 10 A. The long-range electrostatics was treated
with the particle-mesh Ewald (PME) method. The NPT
ensemble was controlled with a Langevin piston and Langevin
dynamics during equilibration. In the production stage, a
Berendsen barostat was used in order to match the previous
configuration in the reproduced study,”® whereas the temper-
ature was controlled with Langevin dynamics.

TIES. Thermodynamic integration with enhanced sampling
(TIES) is an ensemble-based approach which is explained in
detail elsewhere.”” Scaling of nonbonded interactions within
the alchemical region (intramolecular annihilation) was turned
off in favor of decoupling. The van der Waals (vdW)
interactions were represented with the soft core variant of
the Lennard-Jones potential. The parameter 0 < 4 < 1 was
used to scale the potential energy terms to control (de)-
coupling. For each transformation, 13 4 windows were used
with fixed values 0.00, 0.05, 0.1, 0.2, .., 0.9, 0.95, 1.00. The
vdW potential energy was scaled by A in the appearing atoms
and by 1 — 1 in the disappearing atoms. The electrostatic

potential energy was scaled by 2>=2 % for 0 < A < 0.55 for the

disappearing atoms, after which they stay decoupled, and by
A=04s

for 0.45 < A < 1 for appearing atoms, before which they

are considered uncharged. Consequently, coupling of the
electrostatic interactions begins halfway through the scaling of
the vdW interactions (4 = 0.45) in the appearing atom
partition, whereas decoupling of the electrostatic interactions is
finished before the vdW interactions are decoupled in the
disappearing atom partition, thus avoiding the “end-point
catastrophe”.

Every 1 window used an ensemble of S replicas, which was
previously found to ensure that the computed value is almost
always within +0.8 kcal/mol of the other predictions.”” Each
replica was simulated for 6 ns. The first 2 ns were subsequently
discarded as part of the equilibration period, and the remaining

4 ns were used in calculating the relative binding energy. In the
case of the “enhanced” data set (referred to later as TIES 20E),
the number of replicas per 1 window was increased to 20.

A modified dual-topology thermodynamlc integration
protocol was used in this study.”® In this approach, the MCS
region is represented with one set of atoms and is therefore
shared between the two ligands, whereas the alchemical region
has two separate representations: one for ligand L1 and one for
ligand L2. The alchemical data was output every 2 ps. The
AAG and error calculations are based on the spread of the
mean values from each replica, as previously explained in
detail.”® The ensemble average of the potential energy
derivative with respect to A was integrated using the
trapezoidal rule.

For the RESP charge system, the previously computed
charges were invoked.”” The AMI1-BCC charges were
computed using antechamber from the AmberTools pack-
age."”** The data set contained 35 transformations across five
proteins. 20

The simulations were carried out on three supercomputers:
Scafell Pike (hartree.stfc.ac.uk), SuperMUC-NG (http://doku.
Irz.de/display/PUBLIC/ SuperMUC—NG), and Frontera (fron-
tera-portal.tacc.utexas.edu). TIES typically requires performing
an aggregate of 390 ns of MD simulations when using 13 A
windows and S replicas per 4 window (6S replicas of 6 ns
each). However, since each replica is an independent
simulation, they can all be run in parallel, and thus the entire
TIES calculation only requires as much wall-clock time as
required to run a single MD simulation of the same duration.
To get the relative binding affinity for a pair of ligands, the
TIES protocol needs to be run twice—in a protein as well as in
an aqueous environment. Both of these can also be run in
parallel, and hence the wall-clock time requirement is
unaffected. The solvated systems in a protein environment
varied in the number of atoms; approximately 40k atoms for
MCLI, 50k for thrombin and TYK2, and 70k for CDK2 and
PTP1B. For these systems, we are able to complete the entire
set of calculations in S to 8 h. For example, all simulations for a
system of size 65k atoms were completed in about 7 h on
SuperMUC-NG using 2 nodes (96 CPUs). In the aqueous
environment, the system size is only about 6k atoms, and the
wall-clock time required is 2 to 3 h. Note that there is a
recently released GPU acceleration for alchemical trans-
formations in the NAMD package.”’ Similar features were
previously made available in the AMBER package,*® while we
are currently approaching the completion of the first
OpenMM-based version of TIES.

It is important to note that CDK2 was simulated without the
presence of cyclin in line with the previous study

Analy5|s The python packages MDAnalysis,"” NumPy,"**
and SciPy"” were used for analysis, whereas Matplotlib was
invoked for plotting.”® Bootstrapping was carried out with
replacement with 5000 samples for any estimator.

The TIES error (oqgs) is calculated by adding the
uncertainty at each A window in quadrature. The uncertainty
at each 4 window is given by the variance of the bootstrapped
distribution of sample means of the average potential energy
derivatives from each replica as shown below

62(/1) = Var(BS(U/(/I; 71)1 U/(/l) 7’2), ) U/(/I) rn))) (4)

where BS denotes the bootstrapping function, Var denotes the
variance function, and U’ denotes the potential energy
derivative. The r; (i = 1, 2, ..., n) refers to the replica numbers.
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Table 1. Validation of the TIES 20 Implementation along with the Previous Results (TIES 17) with Respect to the

Experimental AAG”

protein property TIES 17
TYK2 MUE 0.44 (0.14)
MSE —0.03 (0.24)
RMSE 0.56 (0.17)
Pearson’s p 0.94
slope 0.83
intercept 0.12
MCL1 MUE 1.20 (0.23)
MSE 0.38 (0.38)
RMSE 1.41 (0.26)
Pearson’s p 0.80
slope 1.18
intercept -0.32
thrombin MUE 0.71 (0.17)
MSE 0.19 (0.29)
RMSE 0.78 (0.18)
Pearson’s p 091
slope 1.50
intercept —0.07
PTP1B MUE 0.37 (0.15)
MSE 0.11 (0.25)
RMSE 0.48 (0.17)
Pearson’s p 0.84
slope 0.86
intercept —-0.17
CDK2 MUE 0.74 (0.21)
MSE 0.17 (0.38)
RMSE 0.81 (0.21)
Pearson’s p 0.87
slope 1.28
intercept —0.10

TIES 20 TIES 20E TIES 20 BCC
0.48 (0.14) 0.43 (0.14) 0.66 (0.19)
—0.00 (0.24) 0.00 (0.23) —0.02 (0.31)
0.58 (0.16) 0.53 (0.16) 0.86 (0.22)
0.93 0.94 0.84
0.86 0.84 0.66
0.07 0.08 0.20
1.08 (0.23) 1.09 (0.22) 0.81 (0.17)
0.09 (0.38) 0.18 (0.37) 0.22 (0.28)
1.34 (0.27) 1.32 (0.26) 0.98 (0.18)
0.68 0.70 0.83
0.79 0.83 0.93
—-0.16 -0.23 —0.24
0.54 (0.17) 0.53 (0.17) 0.52 (0.15)
—0.04 (0.28) —0.12 (0.27) —0.04 (0.26)
0.65 (0.20) 0.67 (0.19) 0.63 (0.17)
0.87 0.86 0.90
1.20 1.20 1.29
0.09 0.17 0.11
0.68 (0.22) 0.69 (0.22) 0.66 (0.21)
—0.24 (0.36) —0.25 (0.35) —0.54 (0.30)
0.83 (0.26) 0.84 (0.26) 0.83 (0.26)
0.42 041 0.66
0.30 0.31 0.53
—0.08 —-0.07 0.33
0.86 (0.27) 0.85 (0.26) 0.61 (0.24)
0.14 (0.46) 021 (0.44) 0.02 (0.38)
1.06 (0.29) 1.02 (0.27) 0.83 (0.30)
0.75 0.76 0.86
1.15 1.12 1.28
—0.10 -0.18 0.05

“In TIES 20E, sampling is enhanced by increasing the number of replicas per 2 window to 20. All TIES use RESP charges except for TIES 20 BCC
which uses the AM1-BCC charges. Due to the small number of cases in PTP1B, one outlier was removed as it was skewing the statistics. The
original data can be found in Table SI1. The differences (MUE, MSE, RMSE) between calculated and experimental binding free energies are
calculated by resampling the data from simulations and experiments (see the Methods section). The uncertainties of these metrics (given in
parentheses) are the standard deviations of the resampling distributions. All energies are in kcal/mol.

Then, we add the uncertainties in quadrature, while scaling
each to the size of the 1 window

O-bzouru;l/aq = Z JZ(A)AAZ
2 ()

where the subscript refers to the uncertainty in either the
bound or unbound environment. Finally, we add the
uncertainty in a water and in a protein environment

2 _ 2 2
OTIES = Obound + O-aq (6)

As described earlier, the terms in eq 2 are stochastic
quantities owing to the sensitivity of MD simulations to their
initial conditions. Therefore, simply performing a single MD
simulation in order to estimate the potential energy derivatives,
a practice which is widespread, is not reliable as it does not
account for the randomness associated with the observed
quantities. In fact, the free energy change calculated using the
single replica approach is not reproducible as the results vary
substantially on repeating the calculation with different initial
conditions.””*> We have reported previously that the
distribution of free energy differences obtained from TIES
calculations is Gaussian,”® which is a reasonable first-
approximation. Here, we have analyzed these distributions

more carefully and find that they deviate from Gaussian
behavior. This is true for both the potential energy derivatives
at any random A value as well as for the final relative binding
affinities. A set of AAG values was generated, individual values
within which were determined using the traditional single
replica approach, and kurtosis and skewness of the resultant
distribution were calculated (see Figure 7). The number of
points in the distribution is equal to the number of replicas per
A window as each MD simulation contributes only one data
point to the sample. Due to the small number of the
transformations reported here, this data was further
complemented with data from our previous TIES studies™
as well as some ongoing work. These include 7 transformations
with CDK2 (20 replicas per A1) from Bhati et al,** 10
transformations with MCL1 (40 replicas per 1), and 7
transformations in retinoic acid receptor alpha (RAR-a) (20
replicas per A), both of which come from our ongoing work.”®

In order to calculate errors in the statistical measures in
Tables 1 and S1 as displayed in parentheses, the resampling of
experimental data was performed by randomly generating
values in proportion to the probability density function of a
normal distribution. The reported experimental average and
the standard deviations (if available) are used to generate the
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Figure 1. Computed AAG with respect to the experimental results representing TIES 17, TIES 20 with RESP, and TIES 20 with BCC charges.
The deeper cyan color represents 1 kcal/mol range, whereas the lighter cyan represents 2 kcal/mol range. The distributions of the AAGs with
respect to the experimental results are further summarized in the bottom-right figure.

distribution. Many experimental data are reported as single
numbers with no standard deviations. In this case, a value of

0.55 kcal/mol is used for the standard deviation, which is an

estimation of the experimental error for relative binding free
energies between two compounds.® The resampling is carried

out by randomly selecting a subset of the data 10000 times in

order

to calculate the error

SELX™® ~ N(u, 0*) = X" ~ N(u, 0”1
Although a normal distribution is frequently assumed in the
experimental values, there is no evidence to support it. A

recent investigation of experimental binding free energies has
revealed that the distributions from a large number of
independent measurements do exhibit non-normal properties
(Ian Wall and Alan Graves, private communication, 2020).

4. RESULTS

We compare the results from TIES 20 with those from TIES
17. As mentioned earlier, the overall protocol remains the same
except that TIES 20 allows finer control over the alchemical
region by enabling the morphing of partial rings whose effect
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(a) 3.50 (0.71) kcal/mol AAG  (b) 2.14 (0.04) kcal/mol AAG

TIES 17 TIES 20

(c) 1.87 (0.07) kcal/mol AAG
TIES 20 BCC

Figure 2. An example transformation MCL1 L18 to L39 showing how allowing partial rings can impact the alchemical region. The experimental
AAG is 0.88 kcal/mol. Across a), b), and c), the same TIES protocol is utilized. In a) and b), the charges are the same, and c) uses the AM1-BCC
charges. L18 is depicted in the upper portion of each figure, where the purple-highlighted atoms disappear as 4 increases. In the lower part, L39 is

shown, where the yellow-highlighted atoms appear as 4 increases.

we investigate in this work. Specifically, the partial rings were
matched together only if they were of the same atom types, as
determined by GAFF.

Altogether, 55 TIES transformations across five different
proteins were computed to reproduce the previous study.”’
The results are summarized in Table 1. We first compare TIES
17 to TIES 20. It is noted that in the previous study the
tolerance limit of 0.1e for the difference in net charges of MCS
atoms between the two ligands was relaxed slightly in some
cases. It was explained that this approach was employed in
order to decrease the size of the alchemical region when this
criterion led to the deletion of a link atom dividing the MCS
into two or more disjoint fragments. The more notable cases
include MCL1 and PTP1B (see Bhati et al,”® SI). Although
such small issues were mostly avoided here, in several cases the
net charge limit had to be adjusted in line with the previous
study, without which the size of the alchemical region
represented most of the molecule. None of these changes
were necessary when invoking the AM1-BCC charge system.

In terms of mean unsigned error (MUE) and root-mean-
square error (RMSE), the TIES 20 results are either similar
(TYK2) and show moderate improvements (MCL1 and
thrombin) or moderate regression (PTP1B and CDK2).
Accordingly, the global MUE value across all transformations
is 0.74 (0.09) kcal/mol for TIES 17 and 0.75 (0.10) kcal/mol
for TIES 20, showing that both protocols perform, on average,
equally well.

Increasing the number of replicas to 20 per 4 window (TIES
20E) shows negligible impact in comparison to TIES 20 across
the five proteins. However, an improved performance was seen
in the case of the PTP1B outlier, where the poor initial
estimate is improved by the new simulations (see below and
Table S1). In that single case, due to the sampling outlier, the
agreement with experiment improves significantly over TIES
20.

The TIES 20 BCC variant compares favorably, on average,
to TIES 17/20 where the RESP charges were used. The MUE
and RMSE metrics were moderately worse in TYK2 but
showed an improvement in MCLI, thrombin, and CDK2. In
the case of PTPIB, the system performed moderately worse
than TIES 17 while being similar to TIES 20. The global MUE
value for TIES 20 BCC was 0.67 (0.09) kcal/mol showing a
slight overall improvement over TIES 17/20.

The Pearson’s p correlation is slightly smaller in TIES 20
than in TIES 17 except for PTP1B where the difference is
larger. This decrease is attributed to the problem in sampling
in PTP1B stemming from mutating the carboxylates, which
were described and manually corrected in the previous work.”’
TIES 20 BCC similarly shows a lower correlation in PTP1B;
however, it is largely the same as TIES 17 in other proteins.

The computed relative binding free energies (RBFEs) are
displayed in Figure 1. The TYK2 transformations show very
good agreement with the experimental data and are frequently
located in the 1 kcal/mol range, with several cases in the 2
kcal/mol area and just two cases outside of it. This trend
deteriorates in thrombin, CDK2, and PTPI1B, while the
number of transformations outside of the 2 kcal/mol area is
largest in MCL1.

The computed AAG with respect to the experiment is
further summarized in the form of distributions in the bottom-
right corner of Figure 1. The predictions are largely centered
around the experimental values. A slight asymmetry appears in
the distribution of TIES 17 and TIES 20 BCC, showing that
the AAG tends to be too favorable, on average, in these two
data sets. However, the mean signed error (MSE) depends
strongly on the protein, as was shown in Table 1. In the four
proteins excluding TYK2, TIES 17, on average, overestimates
the change in the binding affinity. Whereas TIES 20 and TIES
20 BCC show fewer asymmetries, both underestimate the
change in the binding affinity in PTP1B protein, with TIES 20
BCC being particularly noticeable. Although it is noted that
MUE is affected by the randomness of the relatively small
number of transformations in each protein, it is interesting to
consider the relatively large differences across the three data
sets, particularly TIES 17/20. However, the MUE and MSE
errors at the protein level might mean that a larger sample is
needed to understand the differences between the methods.

In most of the TYK2, CDK2, and thrombin transformations,
the corresponding RBFEs values are also close to each other,
with a few exceptions in TIES BCC 20, which produce quite
different results (Figure 1). The MCL1 transformations show
larger error values and spread in TIES 17/20. Interestingly, in
MCL1, the errors are smaller when BCC charges are used. In
the last protein, PTP1B, the errors are larger in several cases in
TIES 20. However, one TIES 20 BCC transformation with a
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Figure 3. Size of the alchemical regions for each protein is shown in the table (a). Also shown are the correlations between the size of the
alchemical region with (b) the AAG prediction with respect to the experimental value and (c) the TIES ¢ error. The Pearson’s p correlation is
displayed in the upper-right corner in b) and c). The value p for AM1-BCC charges that corresponds to c) is 0.42. The size of the alchemical region
includes hydrogen atoms and is defined as the average of the appearing and disappearing atoms.

large error is present, showing that the BCC charge system is
not immune to large errors.

PTP1B Outlier. One of the transformations in the TIES 20
set, PTP1B transformation L6-L14, is an outlier with a large
AAG error. The transformation has a large alchemical region
created via a combination of two superimposition rules. The
first rule states that the net charge difference between the
appearing and disappearing partitions should be reduced to
less than 0.1e, which leads to a mutation of a pair of atoms at a
junction, separating the compound into two components. The
second rule states that there should not be any disjoint
components, which leads to a removal of the smaller
component. The error is thought to be due to the large
region being mutated, because it contains the two appearing
and disappearing carboxylate groups, leading to unrepresenta-
tive behavior. Specifically, the appearing and disappearing
partitions sample different regions. In this case, an increase in
the number of replicas helps to improve the initial results. The
problem was encountered and described in more detail in the
previous study (Bhati et al,”” SI).

4.1. Superimposition. The superimposition algorithm
enables automated use of partial rings which can lead to a
significant decrease in the size of the alchemical region. A
smaller alchemical region helps avoid sampling issues which
has the potential to improve the precision of the TIES
ensemble calculations. A prominent example of this is shown in
Figure 2 with the MCLI transformation L18-L39 where a
chlorine atom replaces a hydrogen on the dual-ring. In this
case, the number of mutated atoms has decreased from 17
atoms including the carboxylate group in the original version of
TIES (Figure 2a) to just 4 and 3 atoms in the case of TIES 20
and TIES 20 BCC, respectively (Figures 2b and 2c).

In this transformation in Figure 2, the computed AAG
values are significantly closer to the experimental value of 0.88
keal/mol with TIES 20 predicting 2.14 (0.04) kcal/mol and
TIES 20 BCC predicting 1.87 (0.07), an improvement over
TIES 17 which predicted 3.50 (0.71) kcal/mol. However, the
arguably more important improvement is in the prediction
precision as captured with the TIES errors (o), which drop
to less than 0.1 kcal/mol in both cases from 0.71 kcal/mol in
TIES 17. This trend is present across the data set with the

average 0 = 0.20 kcal/mol for both variants of TIES 20, a
decrease from ¢ = 0.31 kcal/mol in TIES 17.

The selection of the atoms for the transformation along the
alchemical pathway depends on several properties of the
ligands with atomic partial charges being one of them. In some
cases, similarly to MCL1 L18-L39 transformation, significant
differences were found in the size of the alchemical region
being mutated. The number of mutated atoms is reduced
substantially due to enabling of mutations in the ring.

The number of mutating atoms in the alchemical region was
compiled in order to study its relationship to the AAG
prediction and its sampling error (Figure 3). A comparison of
the new version of TIES with the original version shows that,
on average, fewer atoms are mutated in the case of all proteins
but TYK2. However, the difference is small, highlighting how
the RESP charges affect the superimposition. In stark contrast,
when BCC charges are used, the size of the alchemical region
is often halved (Figure 3a). We attribute this to partial atom
charges being modified only near the mutation site in the BCC
charge system.

We tested whether the size of the alchemical region is
related to the accuracy of the computed AAG. We found no
correlation between the two with the Pearson’s p equal to 0.11
(see Figure 3b). However, we found that the size of the
alchemical region is well correlated with the calculated TIES
error (6rgs) as shown in Figure 3c. This trend is present for all
proteins, even for the TYK2 protein, which, on average, has the
smallest alchemical region. In other words, an increase in the
size of the alchemical region leads to larger variance in the
computed AAG.

However, the increased error due to the larger alchemical
size does not translate to a correlation with the AAG
prediction accuracy. This is probably because the ensemble
averaging employed for each transformation uses S replicas per
A window, compensating for the possible increase in the
sampling needs.

4.2. Number of Replicas. We investigated the impact of
increased sampling on the computed AAG. For this, the data
set with 20 replicas per 4 window was used. We measure how
much the AAG values are affected when one extra replica is
added. The results are displayed in Figure 4.
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The change in AAG was calculated using bootstrapping.
Five thousand samples were generated for each replica
number. Then, one additional replica was added to each
sample, and the change in AAG was recorded. All 20 replicas
were used to represent the sampling space and improve the
validity of the results.

A single replica is shown to be unreliable in all cases. Adding
the second replica changes AAG, on average, by around 0.4
keal/mol (Figure 4). There is only one case where a single
replica is sufficient: MCL1 L18-L39. In this particular
transformation, a hydrogen was mutated into chlorine, and
the size of the alchemical region is minimal. In this case, adding
more replicas has negligible impact on the final value. Overall,
however, the changes in the computed values are substantial if
only one or two replicas are used. In the case of the most
challenging targets, such as MCL1 L16-L34 or PTP1B L4-L22,
they are changed, on average, by 1 kcal/mol when adding the
third replica.

In Figure 4, bottom right, the data is summarized for three
cases (3, S, and 7 replicas). Having 3 replicas shows that we
can expect the addition of a single replica to sway our results
often by 0.2 kcal/mol, although in the worst cases it could be
more than 0.7 kcal/mol. However, when using 5 replicas,
adding the sixth replica significantly reduces the gains,
changing the value, on average, by 0.12 kcal/mol. Nevertheless,
in the worst case, the value can change by more than 0.4 kcal/
mol. The improvement continues with 7 replicas, where adding
one more replica changes the final value by less than 0.1 kcal/
mol, on average.

The choice of S replicas is a good trade-off between the
computational resources and our confidence in the final AAG
value. For example, the TYK2 and CDK2 transformations are
negligibly affected after 5 replicas. At this point, adding any
more replicas changes the final value by slightly over 0.1 kcal/
mol, on average. However, the analysis here shows the
importance of looking at each specific case separately to decide
whether more sampling is justified. This is particularly clear for
several cases where the range of AAG error is very large, such
as LS-L6 in thrombin or L4-L22 in PTP1B. For example, the
average change with 7 replicas was around 0.3 kcal/mol for
these cases. Conversely, in many cases even 3 replicas might be
sufficient, which can save computational resources.’

4.2.1. Ensemble of 5 vs 1 Replicas. The impact of the
ensemble size on the shape of the AAG distribution is further
compared for 1 and § replicas per 4 window. The data set with
enhanced sampling counting 20 replicas per A window is used,
with the reference value of the AAG computed using the full
data set (TIES 20E). This comparison helps estimate how
likely one is to reproduce the same results using 1 or S replicas.

The top three rows in Figure 5 show the distributions of
AAG values drawn using 1 or S replicas per A window for each
protein. The trend summarized in the bottom row was
computed using all the transformations in the enhanced data
set.

In the best cases, namely the TYK2 L15-110 and L15-L6
transformations, thermodynamic integration carried out with a
single replica has a 68% chance of its AAG being within 0.28
kcal/mol of the reference value. However, using 5 replicas per
A window reduces the range to around 0.12 kcal/mol. For
CDK2, the AAG will be within 0.71 or 0.32 kcal/mol for 1 and
S replica TIES, respectively. These two cases represent the
same trend across all the transformations. In the most
challenging case, MCL L12-L35, there is a 68% chance that

the AAG will be within 3.02 and 1.37 kcal/mol for 1 and 5
replica variant. In other words, using S replicas ensemble
reduces the dispersion of calculated AAG by a factor of 2.2
which has a significant impact on the reproducibility of the
computed free energies.

The summary of average improvement in the dispersion is
presented in the bottom row of Figure S, for which all
transformations were used. There appears to be a 2.2 factor
improvement, on average, when using S replica ensemble as
opposed to 1. In other words, the likelihood of reproducing the
AAG within one standard deviation is over twice larger.
Conversely, using only 1 replica per 4 window means that the
values will be more than twice as often outside of one standard
deviation of the “reference” mean (which was computed with
20 replicas per A window).

4.3. AG Variability. We examined the relationship
between the AG variance in a water environment and in a
protein environment. It is widely accepted that the presence of
protein is a source of variation in the AG value. We similarly
use the data set with an increased number of replicas per A
window. The value AG was bootstrapped by randomly
selecting a single replica to obtain the AG distribution. The
distribution was generated separately for the transformation in
bulk water and in a protein environment.

The relationship between the standard deviation of AG in
water and protein is shown in Figure 6. The Pearson’s p

3.01 p=075 .
[ ]
2.5 1
= [ ]
(o)
£ 20-
©
9]
=
g 15+
fpr_u
g
0 104 o ° i e TYK2
n (Y
g o * e MCL1
05 .’ o e THROMBIN
' o PTP1B
s, e CDK2
0.0 0.2 0.4 0.6 0.8

SD(AG3],)(kcal/mol)

Figure 6. Relationship between the AG variation (standard deviation)
of the transformation in water and in protein for TIES 20. The AG
values were bootstrapped. Pearson’s p correlation is shown in the
upper-left corner.

correlation is equivalent to 0.75 showing a good correlation
between the two. One possible rationale for this is that any
sampling challenge posed by the ligand in water will likely be
present in a protein environment as well. It might further be
suggested that, to some extent, the binding pocket of the
protein does not prevent the ligand from sampling the different
states, at least in the case of the five proteins employed in this
study. A deeper binding pocket likely constrains the ligand
leading to different behavior. Therefore, such behavior is
highly dependent on the structure of the binding pocket as well
as the stability of the complex. Furthermore, the same size of
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Figure 7. Non-Gaussian properties of potential energy derivatives and AAG distributions from ensemble-based TIES simulations. The top panel
displays the distributions of potential energy derivatives at A = 0.2 for an MCL1 complex with 40 replicas per A value; actual values in the left panel
are compared to means of bootstrap resamples of size S in the right panel. The bottom left panel displays the distribution of AAG values for the
same MCLI complex, whereas the other two panels show distributions of skewness and kurtosis coeflicients of similar AAG distributions for all
transformations studied. All energies and energy derivatives are in kcal/mol.

the alchemical region used in both bound and unbound states
can further contribute to the correlation here.

Finally, this correlation can be used in adaptive sampling to
adjust the size of the TIES ensemble. The TIES error from the
transformation in an aqueous environment can help estimate
the initial size of the TIES ensemble needed to sufficiently
sample the transformation in a protein environment. Sampling
in a protein environment is about an order of magnitude more
expensive computationally as compared to sampling in an
aqueous environment, and hence predicting an appropriate
number of replicas for the former may save us substantial
resources. Similarly, alchemically transformed ligands often
share a common scaffold, information that would likely help
estimate the optimal number of replicas needed to achieve
sufficient sampling.

4.4. Non-Normal Nature of the Distributions. The
properties of the underlying data are further investigated by
analyzing the distributions of 0V/04 as well as AAG across the
transformations. Figure 7 displays the various distributions.
The top panel shows how much 0V/04 varies on simply
repeating the MD simulation. In the left panel, we have shown
the distribution of 40 potential energy derivatives at 1 = 0.2 (a
random choice) for one of the MCL1 complexes (L26-L64)
for which we performed 40 replicas for each 4 value (taking the
average 0V/0A for each replica). It is very clear that this
distribution is nowhere near Gaussian. In the right panel, we
show the distribution of sample means for the same data
obtained by resampling S data points using bootstrapping with
replacement. The resultant distribution is Gaussian which is a
direct consequence of the Central Limit Theorem. The

leftmost figure in the bottom panel displays the distribution
of 40 AAG values for the same MCLI1 system obtained using
the traditional single replica approach. Again, this distribution
is a heavy tailed one. Although the three figures discussed so
far only capture the behavior of a single ligand transformation,
they represent the typical behavior we would observe for any
TI calculation. This is further confirmed by the remaining two
figures in the bottom panel that display the distributions of
Fisher-Pearson skewness and Fisher kurtosis coefficients of
similar AAG distributions for all ligand transformations
included in this analysis. This includes the additional data
sets from our previous and ongoing TIES studies (see Methods
for more details). Such behavior is not just confined to TI
calculations. It is true for any MD based method including
other free energy methods like MMPBSA (refer to Figure 1 of
Wan et al.”*°). Furthermore, several figures provided by
Knapp et al.”® display skewed (i.e.,, non-normal) distributions
of geometrical quantities emanating from large ensembles of
protein MD trajectory data.

The overall trend in the AAG distributions shows a
considerable skewness and kurtosis present across the
transformations (Figure 7). The skewness ranges in both
value and direction, although the mean value is equal to 0.10.
Similarly, kurtosis is also found to vary significantly and also
appears to be non-normally distributed. The mean kurtosis is
equal to —0.34.

The relatively large skewness indicates that the AAG
distributions are not normal: they have long tails at both
sides. This means that the probability of a single calculation
being outside of the mean value by 6 or +20 is larger than in
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the case of a normal distribution. The larger number of such
expected “outliers” implies that, when comparing theoretical
binding affinities with those from experiments, we should not
expect an ideal linear correlation plot of slope 1 and intercept
0. Statistical tools like bootstrapping and linear regression do
not have a prerequisite that the data be normally distributed
and hence are also applicable to non-normal distributions.
However, their quantitative reliability is questionable in such
cases in the absence of sufficient quantities of data and
manifestly represent an egregious problem when using only a
single MD simulation. Certain estimators like median-of-means
that accommodate heavy tails and handle outliers robustly may
be useful to handle non-normal distributions.

As an example of how erroneous predictions from a single
replica approach can be, the distribution of AAG values for a
representative ligand transformation in Figure 7 shows that the
results may vary substantially (by about 7 kcal/mol in this
case) if the widespread approach of running a single MD
simulation per 4 window is used . This illustration yet again
demonstrates that one-off simulations using molecular
dynamics are not reliable.

As is evident from the top right panel of Figure 7, when
using simulations comprised of random multiple replicas in
combination with bootstrapping, no kurtosis or skewness was
found for any of the transformations. Thanks to the central
limit theorem, the distribution from the bootstrapping
approach then approximates a normal distribution even though
the underlying data distribution is skewed. This demonstrates
yet another consequence of ensemble simulations as the
number of replicas increases: the bootstrapped sampling
distribution usually converges to a normal distribution
regardless of the distribution of predictions from the replicas.

5. DISCUSSION

The newly implemented TIES 20 closely reproduces the
previous results found in TIES 17*° (Table 1). However, the
inclusion of partial rings in the matched areas in TIES 20 leads
to fewer manual interventions. For example, no corrections
were needed in the transformation in the MCL1 protein, and
only one outlier transformation was encountered in the PTP1B
protein, which was also previously described.”” In this
transformation L6-L14 in the PTPIB protein, during the
superimposition, one atom was added to the alchemical region
to account for the charges, which separates the morphing
molecule into two parts. In a cascade, the alchemical region is
enlarged by adding the smaller disconnected component. In
effect, a large part of the molecule is found in the alchemical
region, including the two charged carboxylate groups, leading
to large errors in the TIES 20 ensemble.

Opverall, however, the inclusion of partial rings helps prevent
some of these cases by decreasing the size of the alchemical
region. On average, the alchemical region shrank by 3 atoms in
comparison to TIES 17 (Figure 3a). Furthermore, the AM1-
BCC charge variant of TIES 20 decreased the size of the
alchemical region to half of the size found in TIES 17/20 that
used the RESP charge system (Figure 3a). The importance of
the alchemical region size was confirmed by highlighting its
relationship with the TIES error, which captures the variance
in the ensemble (Figure 3c). The number of mutated atoms is
strongly correlated with the TIES error. Consequently, the
average TIES error has almost halved in comparison to TIES
17. These findings highlight further potential for improvement
in the case of RESP charges. For example, by avoiding the

cascading effect which enlarges the alchemical region, it is
possible to reduce the variation in the ensemble, which
translates to the same results with less computational
resources. One promising approach to accomplish this is the
recently released NAMD implementation of the hybrid single-
dual topology approach.”” In this method, the structurally
similar region across the compared ligands can utilize the
single-topology transformation, in which the matched atoms
are morphed directly into each other. In effect, just like in the
case of our modified dual topology approach in TIES, the two
structures do not diverge in the configurational space which
can happen when the dual topology region is used. However,
this implementation requires that the dual topology region is
connected to the single topology region via a single bond,
reducing its applicability.>”

Interestingly, despite this clear correlation between the size
of the alchemical region and the TIES error, we found no
overall impact on the accuracy of the predicted AAG values
(Figure 3b). This we attribute to the ensemble approach,
where the improved sampling compensates for the larger TIES
errors. Nevertheless, the improvement in precision means that
better estimates can be achieved with less computational
resources.

The impact of further sampling, that is increasing the size of
the TIES ensemble, varies and depends on the transformation
(Figure 4). Two sets of transformations, TYK2 and CDK2,
show minuscule changes even after 3 replicas, with S replicas
per A window guaranteeing good results. It is interesting to
note that these two sets of transformations also happen to have
the smallest alchemical regions, on average. In the other three
proteins, 5 replicas per A window suffice in the majority of the
cases. The more challenging cases require larger ensembles.
However, once again, this is likely due to the larger alchemical
regions which create a problem with sampling, considering that
the most challenging transformations in Figure 4, namely
MCLI L12-L35 and L16-L34, PTP1B L4-L22, and thrombin
L5-L6, also have large alchemical regions.

A clear picture emerges showing the consequences of having
a large alchemical size in a transformation. However, the
source of the TIES error, or the ensemble variation, is not
solely due to the alchemical region. TIES with AMI-BCC
charges displays a moderate correlation between the error and
the size of the alchemical region (Pearson’s p = 0.42). This is
because in many of these transformations the alchemical region
is small. In these cases, the variation in the ensemble is likely
due to other factors such as the stereochemistry in the protein
environment and multiple free energy minima.

It is worth mentioning that a single-topology alchemical
transformation of rings could induce bond strain with an
asymmetric impact on the free energy in a water environment
and in a protein environment.”> However, the magnitude of
the asymmetry depends on the type of the ring trans-
formation™ and whether it involves scaffold hopping. The
FEP+ package addresses this issue by implementing soft bonds
to avoid the divergence in the harmonic potential.”* In our
work, however, the dual topology approach avoids the bond
strains by representing the mutating region separately for the
initial and final molecule.

There is a strong positive correlation between the variance in
AG in a protein environment and a water environment. This
relation creates the possibility of calculating the AG in a water
environment and using the results to estimate the size of the
TIES ensemble for the transformation in the protein
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environment. While it should be noted that these values would
also be affected by the size of the alchemical region in the dual
topology alchemical transformation, in the case of TYK2 which
mutates smaller regions, this correlation is still present. This
relationship might be conditional upon the size of the
alchemical region being the same in any given transformation,
which could be a causal factor in this correlation. This could
mean that it is the size of the alchemical region itself that might
help estimate the initial number of replicas required to achieve
sufficient sampling.

These findings highlight the somewhat unique nature of
each alchemical transformation. One example of middleware
that facilitates a flexible automated workflow is RADICAL-
Cybertools,” which can be used to tailor the protocol to meet
the needs of each transformation. This can be done by
adjusting the number of replicas per 4 window and other
parameters online as needed with the ultimate goal being to
decrease uncertainty in the final binding afﬁnity.l‘ Indeed, this
approach has previously been shown to yield promising
results.’’ An adaptive quadrature was used to guide the
selection of the 4 windows in the TIES protocol while also
allowing for the early termination of each replica if
convergence was observed. It was shown that a substantial
increase in accuracy at lower computational cost is possible
with a sample of 5 transformations.”’

Furthermore, it is important to consider the errors in the
experimental data. For isothermal titration calorimetry (ITC),
the errors are claimed to be within 0.3—0.7 kcal/mol.****” In
another study, analysis was performed on a database from
AstraZeneca that spanned 9 years of accumulated assay data.
While the assay errors are often relatively small,>® there are
expected to be systematic differences across laboratories and
methods. Furthermore, the error is dependent on the number
of measurements taken in an assay.’® The experimental
binding affinities for the proteins thrombin®® and CDK2%
were based on the ICj, assays, while for PTP1B,°* MCL1,%
and TYK2°*** they were based on the inhibitory constant K.
It is noted that a different number of measurement sets were
taken across the proteins. For TYK2 and thrombin, at least
three were taken, and for MCLI, three were taken; whereas for
PTP1B only two or three assay sets were used to determine the
average. The smaller number of measurements for PTP1B and
MCL1 coincide with a decrease in computational prediction
accuracy here and in our previous studies.”””> Furthermore,
accuracy among the less promising inhibitors might be less
thoroughly pursued, creating a bias. Whereas computational
methods have plenty of potential for improvement, consistent
higher quality experimental data will allow for more meaningful
comparisons.

6. CONCLUSIONS

The newly implemented python software TIES 20 employs the
latest coding standards including modular object oriented
design, unit testing, and continuous integration. The molecule-
superimposition functionality from the RDKit package used in
TIES 17 was replaced with a flexible and exhaustive recursive
joint-traversal superimposition algorithm. This transition
permitted finer control over matching atoms across compared
ligands, such as the aforementioned enabling of partial ring
morphing.

The matching of partial rings reduced the size of the
alchemical regions, an effect that was particularly pronounced
in TIES 20 with the BCC charges because of the local-to-the-

mutation changes in charges. We documented a clear
relationship between the size of the alchemical region and
the variation in the ensemble as described by the TIES error.
Consequently, the smaller alchemical region manifests a global
decrease in the TIES 20 and TIES 20 BCC errors to 0.20 kcal/
mol, from ¢ = 0.31 kcal/mol in TIES 17. This decrease in the &
value means that TIES 20 achieves higher precision for the
same amount of computational resources. This improvement
further reduces the occurrence of outliers created when
sampling transformations involving large alchemical regions.

We have shown that TIES 20 with the RESP charges and
enabled partial rings morphing performs equally well in terms
of accuracy to TIES 17, despite the variations from protein to
protein, while TIES 20 with the AM1-BCC charges improves
the performance by slightly over 10%, on average. It should be
noted that whether RESP or BCC charges produce more
accurate prediction is protein dependent. Furthermore, the
improvement is in BCC accuracy.

An increase in sampling where the number of replicas per A
was increased to 20 had no overall effect on the TIES accuracy
(TIES values computed relative binding free energies with
respect to experiment). This likely means that the TIES
ensemble counting S replicas per 4 window compensates for
the sampling issues created by the larger alchemical regions.
However, the non-normal nature of the relative free energy
distribution has important consequences.

We also showed that different alchemical transformations
vary in the number of replicas per 4 window they require and
discussed the possibility of adjusting the ensemble size on-the-
fly for each transformation in order to maximize gains in
precision per computational costs. However, our simpler
approach with an ensemble size of S replicas per A window is
shown to be a good trade-off between computational cost and
precision. Increasing the number of replicas per A window up
to 20 has little impact in most cases, with similar results shown
in TIES 17.”° There was only one exception to this, PTP1B
L6-L14, where the initially poor estimate was significantly
improved with more replicas. However, for a large majority of
the cases, a very good performance was achieved with TIES 20
using the ensemble approach counting S replicas per A window.

Furthermore, we showed how employing TIES with an
ensemble of S replicas improves the reproducibility and
reliability of the results. The standard deviation of the
distribution of AAG values obtained with S replicas was, on
average, 2.2 (~+/S) smaller than when 1 replica per 4 is used.
For example, the transformation L3-L23 in PTP1B has a 95%
chance of reproducing the AAG within 0.62 kcal/mol using
TIES with § replicas. However, using only one replica per A
window increases that to 1.42 kcal/mol. In addition, the results
vary by as much as 7 kcal/mol for one representative case using
single replica approach. These findings further highlight the
dispersion in the underlying data and the necessity of both,
sufficient sampling and discussion of uncertainty in the results.

Finally, we have discussed further potential improvements
that TIES 20 could incorporate. With the new underlying
flexible maximum common substructure implementation it is
possible to evaluate and support new features such as the
hybrid single-dual topology alchemical transformations, as well
as other schemes that further decrease the size of the
alchemical region.
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