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ABSTRACT

Synchronous activity of single postganglionic sympathetic neurones (PGNs) 

underlies rhythmical or semi-rhythmical burst discharges recorded from 

peripheral sympathetic nerves. It is still controversial whether this rhythmicity is 

generated by an autonomous sympathetic oscillator. Previous studies have 

demonstrated that activity of single PGNs innervating the caudal ventral artery 

(CVA) of the rat’s tail has a dominant rhythm (T-rhythm). The frequency of T- 

rhythm is different from the cardiac frequency and can be different from those of 

ventilatory and respiratory rhythms, suggesting that T-rhythm is generated by 

an oscillator independent of periodic drives originating from the arterial 

baroreceptors, the ventilation afferents and the respiratory network. Using the 

rat’s tail circulation as a model, the purpose of the present study is: 1) to 

determine whether activity from different single PGNs is generated by multiple 

oscillators. 2) to establish whether synchronization of single PGNs is an 

obligatory feature and if not, how it is regulated. 3) to determine whether 

periodically driven single PGN oscillators exhibit dynamics as predicted by the 

theory of nonlinear coupled oscillators. 4) to explain the discharge behaviour of 

whole nerve activity based on the findings at single PGN level.

The experiments were conducted in anaesthetised Sprague-Dawley rats. 

Population PGN activity was recorded from the ventral collector nerve (VCN) of 

the tail. Single PGN activity was recorded focally from the surface of the CVA. 

The interaction between two single PGNs was studied by recording two units 

simultaneously. The discharge behaviours of PGNs in response to a periodic 

input were studied using the central respiratory drive (CRD) and lung-inflation 

cycle (LlC)-related activity as the driving forces.
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The findings from the present study suggest that: 1) Activity of CVA PGNs is 

generated by multiple oscillators independent of CRD, LIC-related activity and 

cardiac activity. 2) The multiple PGN oscillators are capable of dynamic 

synchronization. 3) When subjected to frequency changes of LICs, single PGNs 

exhibit dynamics, such as 1:1 entrainment, relative coordination, high order 

rational frequency-lock, asynchrony, characterising nonlinear coupled 

oscillators. 4) Population PGN activity should be considered as output activity 

from a pool of dynamically interactive multiple oscillators rather than that from a 

single oscillator.
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CHAPTER ONE 

GENERAL INTRODUCTION

Biorhythms are present in many physiological activities such as respiratory, 

heartbeat, peristalsis in the gastrointestinal tract, menstruation and wake-sleep 

circadian cycles. They are important in coordinating physiological functions. A 

disturbance of these rhythms may hamper normal physiology of the organisms 

and sometimes, for example some kinds of cardiac arrhythmia, may even result 

in a fatal outcome. On the other hand de novo rhythms may emerge in 

pathological conditions. For example, although slow brain wave oscillations in 

the delta frequency range (<4 Hz) were rarely observed in normal conscious 

people, they are frequently present in patients with diverse brain pathology. 

Recently, the concept of ‘dynamical diseases’ has been proposed to emphasise 

the importance of temporal derangement of biological activities in the 

pathogenesis of diseases and it was found that a drastic change of rhythmicity 

may arise from a minor change of the system parameters (for review see 

Mackey & Milton, 1987; Glass & Mackey, 1988). For example, it has been 

suggested that an increase of the circulation time from the lung to the brainstem 

chemo-sensitive areas can result in Cheyne-Stokes respiration, a pathological 

wax-and-wane breathing pattern (Mackey & Glass, 1977). In the sympathetic 

nervous system (SNS), rhythmical or semi-rhythmical burst activity arising from 

synchronous discharges of sympathetic neurones is frequently observed in the 

sympathetic output. However, little is known about what kind of discharge 

patterns should be considered as pathological. Part of the reason is that the 

underlying mechanisms for generating and regulating the rhythmicity of 

sympathetic activity are not clear. Some controversies regarding sympathetic



rhythmogenesis and synchrony and the purpose of this study are discussed in 

the following sections.

1.1 Characteristic features of peripheral sympathetic nerve activity

Since the first report by Adrian and Bronk (Adrian & Bronk, 1932), subsequent 

studies have established that peripheral sympathetic nerves of mammals are 

tonically active and individual action potentials are grouped into burst 

discharges (for review, see McAllen & Malpas, 1997). Burst activity arises from 

discharges of numerous postganglionic sympathetic neurones (PGNs) occurring 

at approximately the same time, i.e. synchrony in firing. This burst activity 

frequently displays some degree of rhythmicity and the rhythm may be ‘locked’ 

to other periodic activities such as baroreceptor afferent activity (Kezdi & Geller, 

1968), central respiratory drive (CRD) (Gilbey & Spyer, 1997) or lung inflation 

cycle related activity (LICs) (Gerber & Polosa, 1978). The origin of these 

rhythms is controversial (Malpas, 1998). One possible explanation is that PGNs 

receive periodic inputs from, for example, the respiratory rhythm generating 

network (Connelly & Wurster, 1985; Bachoo & Polosa, 1987b; Richter & Spyer,

1990) or arterial baroreceptors (Green & Heffron, 1967; Cohen & Gootman, 

1970; Ninomiya etal., 1990; Hedman etal., 1994). According to this hypothesis, 

tonic sympathetic nerve activity acquires its rhythms through ‘phase editing’ by 

these inputs, i.e., the sympathetic nervous activity simply follows or is gated by 

the periodic drives. If the interaction between SNS and the periodic inputs is 

stationary, this implies that the input-output relationship should be frequency 

invariant, i.e. it should behave like a linear system (Bendat & Piersol, 1986). 

However, when SNS was perturbed by periodic activities such as ventilation 

cycles (Porta et al., 1996) or baroreceptor stimuli (Gebber et a/., 1997), it was



found that frequency-lock other than 1:1 entrainment could arise when the 

stimulation frequency was changed. These observations are difficult to reconcile 

by a model based on linear interaction.

Another theory for the genesis of sympathetic rhythms is based on a 

model of coupled oscillators. Previous studies have shown that rhythmicity of 

sympathetic activity could still exist in apneic and baroreflex deafferent animals,

i.e. ‘free-run’ conditions (Taylor & Gebber, 1975; Barman & Gebber, 1976). In 

addition, when the periodic influences from CRD or baroreceptors were 

removed surgically or mathematically, significant correlation between 

sympathetic activities in different nerves were still observed (Gebber et a!., 

1994a; Kocsis, 1995; Zhong et al., 1997). These observations led Gebber and 

his colleagues to suggest that rhythmic sympathetic activities in different nerves 

are generated by coupled oscillators, which, though independent of, can be 

entrained to CRD or baroreceptor afferent activity (Gebber, 1980; Zhong et al.,

1997). Although the theory of periodically driven oscillators can explain some of 

the nonlinear phenomena observed in SNS, this hypothesis has nevertheless 

been criticised because of the ‘aperiodic’ behavior of the sympathetic activity 

(Bachoo & Polosa, 1987a): under ‘free-run’ conditions, the amplitude and 

frequency of integrated activity recorded from peripheral sympathetic nerves 

display great variability (Malpas, 1998). This is reflected in the autospectrum of 

sympathetic nerve activity where typically the power is not concentrated in a 

sharp frequency peak. Instead, the power is frequently spread across a broad 

range (For example, see Fig. 1.1, from Kocsis et al., 1990) and it was argued 

that the dispersion of the power is not consistent with the existence of a well- 

defined sympathetic oscillator (Bachoo & Polosa, 1987a; McAllen & Malpas, 

1997; Malpas, 1998). Furthermore, empirical and theoretical evidence indicates
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Fig. 1.1 Variation of amplitude and frequency of sympathetic nerve 

activity. A, Real time waveforms of arterial blood pressure (AP) and 

activity of the inferior cardiac nerve (ICN) and the renal nerve (RN). Unlike 

AP, amplitude and frequency of the sympathetic nerve activity recorded 

from the ICN and the RN displayed high variability. B, Autospectra of AP 

ICN activity and RN activity. In contrast to the sharp fundamental peak 

with its harmonics in the AP autospectrum, most power of ICN and RN 

activity concentrated in a broad spectral peak across a wide frequency 

range (2-6 Hz) in their autospectra. Activities were recorded from a cat. 

(Adapted from Fig. 1 in Kocsis etal., 1990)
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that for two coupled oscillators while maintaining stable 1:1 entrapment, if the 

frequency of the driving oscillator changes, the phase difference between the 

driving and driven oscillators will change accordingly (Pavlidis, 1973; Pinsker, 

1977b; Ayers & Selverston, 1979). However, some studies have shown that in 

response to frequency changes of CRD (Bachoo & Polosa, 1987b) or 

baroreceptor afferent activity (Hedman et al., 1994), there was no significant 

change of phase difference between sympathetic nerve activity and the periodic 

inputs. These findings question the hypothesis of entrained oscillators 

generating respiratory and cardiac related activity in the SNS.

It should be noted that in most of the previous studies multi-unit 

sympathetic activity was recorded. Even when nerve activity is recorded from 

one anatomical region, for example cervical sympathetic nerves, all the 

individual fibres in the nerve do not have similar discharge patterns. Indeed this 

would explain at least in part the variation of the amplitude and frequency of 

burst discharges. Thus, it is incorrect to interpret the discharge behavior of 

whole nerve activity as a coherent entity.

In studies where activity of single PGNs or oligo-PGNs was recorded 

using a teased fibre technique (Habler et al., 1994) or using a 

microneurography technique (Macefield & Wallin, 1999), respiratory-modulated 

or cardiac-modulated discharges were observed in single PGNs with presumed 

but not well-identified target organs and functions (Janig, 1988; Janig & 

McLachlan, 1992). These findings, however, did not differentiate whether such 

discharges are phenomena of ‘phase editing’ effects of CRD and baroreceptor 

afferent activity, or arise from entrainment of periodically driven sympathetic 

oscillators. It is important to study the behavior of single PGN activity in 

response to the changes of strength and frequency of these periodic drives
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because if single PGN activity is generated by an oscillator, then complex 

nonlinear dynamics are likely to occur (see below, section 1.2).

1.2 Non-linear dynamics of periodically driven biologic oscillators

Complex nonlinear coupling between biological rhythms have been observed in 

many experiments, e.g. axonal membrane oscillation to current injections 

(Guttman et al., 1980), bursting neurones to synaptic inputs (Pinsker, 1977b), 

cardiac pacemaker to depolarising stimulation (Glass & Guevara, 1981), 

respiratory oscillator to mechanical ventilation (Petrillo et al., 1983), respiration 

to locomotion (Bramble & Carrier, 1983), coupled inter-limb locomotion (Peper 

& Beek, 1998). Theoretical models based on nonlinear dynamics have been 

used to describe these phenomena (Glass et al., 1984; Matsugu et al., 1998). 

Although nonlinear dynamics of coupled oscillators are present in diverse 

biological systems, some basic patterns are observed repeatedly. These 

include asynchrony with constant phase shifting (or phase walk-through, 

Ermentrout & Rinzel, 1984), relative coordination where intermittency of phase 

locking occurs, high rational frequency-lock (e.g. 1:2, 1:3, 2:3, etc) and tight 1:1 

entrainment (Glass & Mackey, 1988; Kelso, 1995). For a periodically driven 

oscillator, the transitions between these different state patterns depends on the 

input parameters such as frequency and amplitude (Glass & Mackey, 1988; 

Kelso, 1995) and background noise (Glass etal., 1980). The transition between 

different states enables organisms to coordinate biological activities with 

different coupling strength. It has been proposed that unlike the rigid stimulus- 

response relationship in a linear system, nonlinear dynamics confer organisms 

with greater ability to adapt to physiological stresses (Lipsitz & Goldberger, 

1992).
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Previous studies from this laboratory have shown that discharges of single 

PGNs innervating the caudal ventral artery (CVA) of the rat’s tail have a 

dominant rhythm (T-rhythm) with a frequency within a narrow range (0.4-1.2 Hz) 

(Johnson & Gilbey, 1994; Johnson & Gilbey, 1996). This T-rhythm is different 

from the cardiac or ventilatory rhythm. The dominant rhythm can be the same 

as the central respiratory rhythm but it is still present in the absence of CRD. 

These findings indicate that single CVA PGN activity is generated by 

autonomous oscillators, i.e. its existence is not dependent on CRD, LIC-related 

activity or baroreceptor afferent activity. These studies also demonstrated that it 

is possible for PGN activity and CRD to lock in high order rational frequency 

ratios such as 1:2, 1:3, etc (Johnson & Gilbey, 1996). This suggests that the 

interaction between CRD and CVA PGNs is not a linear relationship and a 

nonlinear model of coupled oscillators is more appropriate to describe their 

behaviour. As mentioned above, complex dynamics may arise from the 

interaction of coupled oscillators. Most importantly, for a constant input strength, 

stable 1:1 entrainment only exists in a limited frequency range of the driving 

oscillator and this frequency range is close to the intrinsic frequency of the 

driven oscillator (Pinsker, 1977b; Glass & Mackey, 1988; Hilborn, 1994). This 

implies that for a population of independent oscillators with different intrinsic 

frequencies, a common driving input activity may entrain some but not others. 

Therefore, as a ‘phase coordinator’, the driving oscillator may regulate the 

degree of synchronization of the population of driven oscillators through 

differential entrainment.

It is unknown whether the intrinsic rhythmic activity of separate CVA 

PGNs are generated by different oscillators or by a common/coupled oscillator 

because in previous studies only one unit was recorded at any one time
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(Johnson & Gilbey, 1994; Johnson & Gilbey, 1996). If sympathetic activity 

controlling the rat’s tail circulation arises from multiple oscillators, the nonlinear 

interaction of coupled oscillators poses a fundamental problem on the 

sympathetic regulation for the cardiovascular system: when a stress is imposed 

on the SNS, how does the nervous system regulate synchrony of individual 

PGNs to achieve optimal cardiovascular responses? Traditionally this problem 

was approached according to Sherrington’s doctrine, simple reflex arcs acting 

as building blocks in the nervous system. The input-output relationships were 

considered simply as the result of combinatory effects from many elementary 

excitatory or inhibitory reflex arcs. However, it must be emphasised that in a 

system of coupled oscillators, afferent activity can induce complex efferent 

responses even through an elementary reflex loop consisting of two neurones, 

(Pinsker, 1977a; Pinsker, 1977b; Ayers & Selverston, 1979). When input 

parameters change, there are not only quantitative changes in output activity 

but it may also undergo qualitative transforms. For example, dependent on the 

frequency of the driving oscillator, inhibitory inputs may slow down or speed up 

the intrinsic rhythm of the driven oscillator (Reid, 1969; Pinsker, 1977a). 

Therefore, in view of growing evidence indicating the functional significance of 

coordinated neural activity (see section 1.3), the anatomical knowledge of 

networks in the SNS should be supplemented with the dynamic principles 

governing the neural interaction in order to understand how the complex 

autonomic responses are generated.

1.3 Synchronization: an important mechanism for information 

transmission and processing

Synchronization of neural activity is emerging as an important mechanism for
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information processing and transmission and it may have an important function 

in the production of patterns of autonomic responses to environmental 

challenges (Gebber et al., 1995b; McAllen & Malpas, 1997). Synchronous 

neuronal discharges can increase the synaptic strength (Zucker, 1989; Abeles,

1991) and enhance the reliability of information transmission across synapses 

(Lisman, 1997). This synchronization can arise either from temporal summation 

or spatial summation of the incoming action potentials and this will result in 

accumulation of intracellular Ca2+ to potentiate the effect of succeeding spikes 

on the terminal target cells (Wu & Saggau, 1994; Zucker, 1994). Temporal 

summation of sequential spikes with short inter-spike intervals, which appear as 

burst activity, is now considered an important information encoding mechanism 

for the central nervous system (Lisman, 1997). In fact, paired-pulse facilitation 

has long been used to study synaptic plasticity in the central nervous system 

(Andersen, 1960; Creager et al., 1980; Usrey et al., 1998) because in a pair of 

stimuli with short inter-pulse interval, even one stimulus is enough to enhance 

the effect of a second. Previous studies have shown most single CVA PGNs 

discharged in bursts of doublets or triplets (Johnson & Gilbey, 1996) and this 

suggests temporal summation may provide single PGNs with an efficient way to 

enhance prejunctional transmitter release and hence facilitate junctional 

transmission. However, it is unclear whether temporal summation of single PGN 

activity is the only major factor in the generation of bursts in the whole nerve 

because the amplitude of the burst activity is also greatly influenced by the 

degree of synchronization between different PGNs.

Studies based on stimulation of the peripheral sympathetic nerve have 

shown that in contrast to evenly spaced single stimuli, clustering the same 

number of stimuli into bursts produced a greater arterial smooth muscle
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constriction (Andersson, 1983; Nilsson et al., 1985). Furthermore, different 

stimulation paradigms could induce differential neurotransmitter release. High 

frequency burst stimulation is more likely to induce ATP release (Sneddon & 

Burnstock, 1985; Sjoblom-Widfeldt et al., 1990) and increase amplitude of 

excitatory junctional potentials (Brock & Cunnane, 1988). However, 

simultaneous activation of sympathetic fibres in these studies is unlikely to 

represent the actual discharge behaviour in the in vivo situation. For the reason 

stated in section 1:1, it is questionable that individual PGNs fire in perfect 

synchrony, i.e. an exact spatial summation. Even ‘bursting’ is a characteristic of 

single PGNs, poor synchrony between different PGNs will result in phase 

dispersion and reduce the amplitude of population bursts. It remains to be 

established in in vivo situations if PGNs display any spatial summation, i.e. 

synchrony discharges from different PGNs, and if so, how the degree of 

synchronization is regulated.

As well as representing an important mechanism to guarantee synaptic 

transmission, synchronization of neuronal discharges is also emerging as a 

fingerprint of information processing in the central nervous system. The doctrine 

that objects are perceived as a whole not just as a combination of its parts lays 

the foundation of Gestalt psychology but its underlying neural process is poorly 

understood. For example, when a face is looked at through a window with grids, 

how is it recognised as a face instead of many unfamiliar broken pieces (see 

Crick, 1994 for a general discussion)? The modern approach to this ‘binding 

problem’ was addressed by von der Malsburg who suggested perception is 

realised through correlated neural activity (see von der Malsburg, 1990). The 

basic idea is that perception arises from transient synchronization of different 

neural pools involving in the process of perception (von der Malsburg, 1995).
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Studies in sensory perception (Galperin & Tank, 1990; Singer & Gray, 1995; 

DeCharms & Merzenich, 1996; Engel et al., 1997), also extended to motor 

programming (Farmer, 1998; Fetz, 1997), support this hypothesis. For example, 

Gray and Singer showed that when cats were exposed to light bars, different 

neurones in the visual cortex could transiently synchronize their discharges in 

response to preferential stimuli (Gray & Singer, 1989). This dynamic 

synchronization is shown in Fig. 1.2A (adapted from Fig. 1 in Gray & Singer, 

1989). In this case, when an optimally oriented light bar was moved across the 

receptive field of the tested area in the visual cortex (area 17), fast oscillations 

of local field potential (LFP) emerged and multiunit activity (MUA) became 

synchronous and phase-locked to LFP (Fig. 1.2Aii, expanded time scale from 

Fig. 1.2Ai). Likewise, Murthy and Fetz showed similar phenomenon in neurones 

of the motor cortex of monkeys during exploratory and manipulative movements 

requiring attention to sensorimotor integration. (Murthy & Fetz, 1992). This is 

shown in Fig. 1.2B (adapted from Fig. 1 in Murthy & Fetz, 1992). Local field 

potentials (LFP1, LFP2) with unit activity (UNIT1, UNIT2) were recorded from 

two adjacent areas in the motor cortex of a monkey. When the monkey received 

a raisin, there was a high incidence of fast oscillations in the LFP (arrow) and 

unit activity was phase locked to LFP during these periods and activity from the 

two adjacent areas became synchronized (Fig. 1.2 Bi). This was more clearly 

demonstrated in the LFP2 cycle triggered wave average for LFPs and the cross 

correlogram for unit activity (Fig. 1.2 Bii). These findings support the concept 

that different neural assemblies are capable of dynamic synchronization in 

response to a functional demand. Dynamic synchronization of neural activity 

has been observed also in the SNS. Coupling strength of sympathetic activity 

recorded peripherally from different nerves can vary across experiments
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Fig. 1.2 Stimulus dependent synchronization of cortical neurones. A, 

Emergence of synchronous fast oscillations of neuronal activity in the visual 

cortex, area 17, of a cat in response to an optimally oriented light bar. Ai, 

Neurograms of local field potential (LFP) and multiunit activity (MUA) of cortical 

neurones recorded from the same area. The onset of the neuronal response 

was associated with emergence of high frequency oscillations (35-45 Hz) in 

LFP and MUA. Aii, Neurograms with an expanded time scale. During the 

periods of fast oscillations, MUA was phase-locked to LFP. (Adapted from Fig. 1 

in Gray & Singer, 1989) B, Emergence of synchronous fast oscillations of 

neuronal activity in the motor cortex of a monkey receiving a raisin. Bi, 

Neurograms of two LFPs, LFP1 and LFP2, recorded from two nearby sites and 

two cortical unit activity, UNIT1 and UNIT2, recorded from the same areas, 

respectively. The behaviour was associated with occurrence of episodes of fast 

oscillations (25-35 Hz, arrow) in LFP1 and LFP2. UNIT1 and UNIT2 became 

synchronous to LFP1 and LFP2, respectively. Bii, Event (LFP2 cycles) triggered 

averages of LFPs and time histograms of unit activity. Peak activity was in 

phase for both LFPs and unit activity during the periods of fast oscillations. 

(Adapted from Fig. 1 in Murthy & Fetz, 1992)
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(Gebber et al., 1994b) and it was suggested that this dynamic coupling may be 

a mechanism by which complex cardiovascular patterns are generated (Gebber 

et al., 1995b). This implies that the theory of synchronized neural activity as a 

solution to the binding problems in the cognitive process has its equivalent in 

autonomic processing. However, the dynamic features at single PGN level 

remain to be elucidated because whole nerve activity does not necessarily 

represent the discharge behaviour of a single PGN (as noted in section 1.1).

1.4 Purpose of this study

The main object of my study is to examine the dynamic aspect of interaction 

between single PGNs, and between PGNs and other periodic activities such as 

CRD and LIC-related activity. The subject of these experiments is the PGNs 

innervating the CVA. The CVA of the rat’s tail is a good model to study 

sympathetic cardiovascular control based on functionally homogeneous PGNs 

because 1) its physiological function is well-defined as the major organ for 

thermoregulation of the rat (Grant, 1963). 2) it performs thermoregulatory 

function by regulating the vascular conductance which in turn is determined by 

the sympathetic tone (O'Leary et al., 1985). 3) the anatomy of sympathetic 

nerve innervation along this artery is well understood (Sittiracha et al., 1987) 4) 

the neurotransmitters released from its innervating sympathetic nerve endings 

are known and their postjunctional effect has been studied (Sneddon & 

Burnstock, 1985; Stjarne & Stjarne, 1995). 5) the location of CVA preganglionic 

neurones and the sympathetic ganglia where CVA PGNs come from are known 

(Sittiracha et al., 1987; Smith & Gilbey, 1998b) and their central connection has 

been examined using a trans-synaptic viral tracing technique (Smith et al.,

1998). 6) single PGN activity can be recorded directly from the surface of the
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CVA using a focal recording technique (Johnson & Gilbey, 1994). Using the 

rat’s tail circulation as a model, I have investigated the following questions:

1. Is sympathetic nerve activity generated by a single/common oscillator or by 

multiple autonomous oscillators? (see Chapter Four)

In previous studies, activity of single CVA PGN was recorded one at a time. The 

dominant frequency of their discharges was in the range, 0.4-1.2 Hz (Johnson & 

Gilbey, 1994; Johnson & Gilbey, 1996). It is not clear whether the range of 

dominant frequencies arises from variation of conditions across experiments or 

whether it reflects the multiple oscillator origin of PGN activity. In this study 

these two possibilities were discriminated by comparing the discharge 

behaviours of activity of two single PGNs recorded simultaneously. The 

comparison is most important for the discharge patterns when the PGNs are 

free from a potential periodical driving force because identical frequencies may 

arise from coupling of both PGNs to a common drive. This was achieved by 

performing experiments under conditions of central apnea and minimising the 

effect arising from lung inflation (see Chapter Two). A difference in discharge 

behaviours of two PGNs in response to a common drive will further signify the 

inherent diversity of their intrinsic properties.

2. Is behaviour of population activity of CVA PGNs the same as that of single 

PGN activity? (see Chapters Four, Five)

As discussed in section 1.1, controversies regarding the behaviour of whole 

nerve activity may come from the difference of discharge patterns of single 

units. By examining both single unit and population PGN activity, I sought to 

explain the behaviour of population activity based on the findings from single 

units. This was achieved by studying the interaction between two PGNs using
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both time domain and frequency domain analyses. This information was used to 

construct a stochastic model of population PGN activity (see Chapter Four) so 

that the population behavior observed in real experimental data could be 

described from a theoretical view point.

3. Are CVA PGNs capable of dynamic synchronization? (see Chapters Four, 

Five)

The functional implication of synchronization in autonomic control is discussed 

in section 1.3. The discharge behaviours of PGNs were studied when they were 

subjected to a common driving force, CRD or LIC-related activity. The dynamic 

aspect of synchronization was studied when either the strength of the drive 

(CRD) was changed or the driving frequency (LIC-related activity) was 

manipulated. Although it is important to understand how the single PGNs 

interact, a full understanding of sympathetic cardiovascular control cannot be 

obtained without understanding population activity which is likely to be more 

important than activity of an individual PGN for a target organ such as an artery. 

This is because the arterial smooth muscle cells are connected through gap 

junctions and can be considered as an integrator (Christ et al., 1996). Local 

fluctuations of the discharge pattern of a single neurone may be smoothed out. 

Therefore, the findings in the single PGN experiments were correlated with 

those from whole nerve experiments in this study. In this way, it was possible to 

delineate how synchronization of single neurone discharges can influence the 

population outflow behaviour.

4. When subjected to frequency changes of a periodic input, does the 

interaction between single PGN activity and the input activity exhibit
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phenomena indicative of noniinear coupled oscillators? (see Chapter Five)

In the experiments where frequency of LICs ( /L ie ) was manipulated, the 

possibility of non-linear coupling between LICs and single PGN activity was 

studied. In particular, the frequency response of single PGN activity was 

examined when /L ie was changed. If there is effective linear coupling between 

LIC-related activity and CVA PGNs, /Lie should be transmitted faithfully to single 

PGN activity across a very wide range of /Lie- By contrast, in a system of 

nonlinear coupled oscillators, the input-output frequency invariance is not 

obligatory (Pavlidis, 1973; Bendat & Piersol, 1986). A new analysis method was 

developed to identify the non-linear coupling dynamics because of the limited 

resolution of spectral analysis, a tool most frequently used for frequency domain 

analysis (see Chapter Three). Again, population PGN activity in response to 

/Lie changes was also examined to see if population behaves like a periodically 

driven oscillator as proposed by Gebber, et al. (Gebber et al., 1997; Zhong et 

al., 1997).

Part of this work has been published as abstracts (Appendix VII-IX) and a full 

article (Appendix X).
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CHAPTER TWO 

MATERIALS AND METHODS

All experiments were carried out in accordance with the Animal (Scientific 

Procedures) Act, UK, 1986.

2.1 Experimental preparation

2.1.1 General preparation and maintenance

Male Sprague-Dawley rats (255-355 g) were anaesthetised initially with

A
intraperitoneal injection of sodium pentobarbitone (60 mg kg ). Sometimes, if 

the anaesthesia induction was not adequate after pentobarbitone injection, 

judged by the absence or the presence of paw-pinch withdraw reflex, inhalation 

of a volatile anaesthetic, isoflurane, was given until the paw-pinch withdrawal 

reflex was absent. After exposure through a surgical opening in the inguinal 

area, the femoral artery and vein were cannulated (polyethylene tube, inner 

diameter, 0.4 mm, outer diameter, 0.8 mm; Portex, UK) for monitoring BP and 

infusing drugs, respectively. The arterial line was flushed occasionally with a 

heparinized normal saline to prevent obstruction by blood clots. The venous line 

was always flushed with normal saline every time after infusion of a drug. After 

cannulation of the femoral vein was established, supplemented a-choloralose 

(5-10 mg, intravenous) was given to maintain adequate anaesthetic level. 

Anaesthetic level was monitored and an appropriate depth was indicated by 1) 

stability of blood pressure (BP) with transient elevation in response to paw- 

pinch; 2) stability of respiratory activity monitored by phrenic nerve (PN) activity 

or diaphragm EMG (see below); 3) absence of both corneal and paw-pinch 

withdrawal reflexes. The trachea was exposed at lower cervical level and was
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cannulated with a plastic tube with an appropriate length to ensure that the tip 

did not pass through the tracheal bifurcation to prevent unilateral lung 

ventilation. This cannula was tied around the trachea to prevent air leakage. In 

experiments where the rats were ventilated artificially, the tracheal cannula was 

connected to a ventilator (Model 55-3438, Harvard Apparatus, USA), otherwise 

it was left open to room air or O2 enriched room air. Tracheal pressure (TP) 

waves were recorded and used as an indication of LICs. The urinary bladder 

was punctured and connected to a reservoir through a suprapubic cannula to 

ensure an unobstructed urine outflow to prevent reflex activation of sympathetic 

activity arising from bladder distension (Weaver, 1985). Oesophageal 

temperature was monitored using a homeothermic unit (Harvard Apparatus, 

USA) and normothermia, 36.5-37 °C, was maintained using a servo-heat 

blanket connected to the homeothermic unit and/or a lamp. When necessary, 

the animal was covered with a wool blanket to minimise heat loss during 

experiments. When the animals were ventilated artificially, peak expiratory CO2 

was monitored in every breath using a CO2 meter (FM1, The Analytical 

Development Co., UK, or M455, Morgan Medical Ltd, UK). Arterial blood gas

(pH, Pa02, PaC02, HCO3"1, Base excess) sampled through the femoral arterial 

line was checked regularly (0.5-1 hr) during operation and data collection 

(M238, Ciba-Corning Ltd., UK). Metabolic acidosis was corrected by giving the 

animal sodium bicarbonate solution (1M, 0.1-0.4 ml, dependent on the severity 

of acidosis). When the animals were ventilated artificially, the presence of 

respiratory acidosis or respiratory alkalosis under control conditions was 

prevented by adjustment of the tidal volume or ventilation rate.
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2.1.2 Experiments where CRD was manipulated (Chapter Four)

In experiments where the discharge patterns of PGN activity in response to 

changes of CRD were studied, PN activity was taken as an indication of CRD. 

The preparation for this type of experiments is shown in Fig. 2.1A. The PN was 

approached through a surgical opening at the level of the clavicle bone. The 

overlying muscles were stripped, cauterised and removed. The jugular and the 

subclavian veins were tied and cut. The remaining stump of brachiocephalic 

vein was tied. The clavicle was then removed. The PN was exposed from the 

region near the upper trunk of the brachial plexus. The distal end of the PN was 

cut or crushed to remove afferent nerve activity from the diaphragm (Balkowiec 

et al., 1995) which may influence sympathetic nerve activity (Offner et al., 

1992). PN activity was recorded using bipolar silver wire electrodes covered 

with dental impression material (Coltene, Switzerland) to fix the nerve and 

insulate nerve activity from surrounding electrical activity. In cases where the 

rats were ventilated artificially, both cervical vagi were isolated at the mid- 

cervical level and cut to interrupt the Hering-Breuer reflex (Clark & von-Euler, 

1972; Gaultier & Mortola, 1981). The rationale behind this was to dissociate the 

ventilation cycles and respiratory cycles so that changes of CRD were not 

complicated by the ventilation-related activity. The vagi were identified as the 

largest nerves containing myelinated fibres, which show characteristic striation, 

running parallel and adjacent to the carotid artery. Bilateral pneumothorax was 

given at the level of mid-sternum along the mid-axillary line and the chest cage 

was lifted to minimise the BP fluctuation arising from ventilation-induced 

changes of venous return. This procedure also diminished intercostal muscle 

spindle afferent activity (Critchlow & von Euler, 1963; Nakayama et al., 1998), 

which may influence CRD (Shannon etal., 1982). The disappearance of
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Fig 2.1 The experimental preparations and signal processing procedures used 

for recording neural activities. A, The preparation for experiments where the 

central respiratory drive was manipulated (Chapter Four). The femoral 

artery/vein, trachea and urinary bladder of the rats were cannulated. A 

pneumothoracotomy was performed and the vagi were cut (not shown) in the 

experiments where animals were ventilated artificially. Whole nerve activity of 

phrenic nerve (PN) was recorded from the neck. Activity was recorded from the 

ventral collector nerve (VCN) in the tail by cutting the nerve and placing the cut 

ends on bipolar electrodes (see top inset). The cauda equina was transected in 

the VCN whole nerve experiments (not shown). It should be noted there is one 

VCN on either side of the tail but only the right one is shown here for simplicity. 

Single postganglionic sympathetic neuron (PGN) activity was recorded from the 

surface of the CVA through a focal suction glass microelectrode (see bottom 

inset). When two PGNs were recorded, two focal electrodes were used 

simultaneously but only one is shown here for simplicity. For PN and VCN 

activity, the raw activity was filtered, rectified and smoothed and spectral 

analysis was performed on this smoothed data. Transistor to transistor logic 

(TTL) pulses representing the rising (inspiratory) phase of PN activity were 

generated from the smoothed data using a low frequency threshold trigger 

interface. For PGN activity, the raw signal was filtered and passed through a 

window preset in a spike processor to generate TTL pulses. 8, The preparation 

for experiments where the ventilation frequency was manipulated (Chapter 

Five). The preparation and signal processing were similar to those for 

experiments where the central respiratory drive was manipulated (see above) 

except that the vagi were kept intact without pneumothoracotomy and the 

respiratory activity was monitored by recording diaphragm EMG instead of PN 

activity. Raw activity of diaphragm EMG was filtered rectified and smoothed. For 

further details see Chapter Two.
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negative intra-pleural pressure due to pneumothoracotomy predisposed the 

lung to atelectasis. Under such situations, an end-expiratory positive pressure 

(2-3 cm H20) was applied through the expiratory tube to prevent lung collapse. 

During periods of data collection, animals were paralysed by injecting gallamine

-1 -1triethiodide (15 mg kg h ), a depolarising neuromuscular blocker, to prevent 

irregular cardiac output change due to TP fluctuations arising from uncoupled 

respiratory and ventilatory activity, and motion artifacts which might occur 

because of choloralose induced reflex myoclonus (Chadwick et al., 1980). 

When the animals were paralysed, the depth of anaesthesia was assessed by 

monitoring the stability of the BP and phrenic discharges. In experiments where 

the rats breathed spontaneously, oxygen enriched room air was given. The vagi 

were left intact and no pneumothorax was given.

2.1.3 Experiments where LIC-related activity was manipulated (Chapter 

Five)

In experiments where the discharge behaviour of PGN activity in response to 

change of ventilation frequency was studied (for preparation see Fig. 2.1 B), 

respiratory activity was monitored by recording diaphragm EMG activity using 

conventional bipolar hook electrodes. The electrodes were inserted 

transcutaneously along the lower border of the rib cage. Care was taken to 

avoid accidental puncture of the lung, which might resulted in tension 

pneumothorax. All the experiments of this kind were carried out under 

conditions of central apnea as indicated by the absence of diaphragm EMG 

activity. The animals were ventilated artificially and were not paralysed during 

experiments. The state of apnea was maintained by ventilating the animal with 

inspired gas of high oxygen concentration (~95%). The vagi were preserved
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and the rats were not given a pneumothorax. No additional end expiratory 

positive pressure was added.

2.2 PGN activity recording

2.2.1 Population PGN activity

Population PGN activity for the CVA was recorded from the VCN. The VCNs 

are mixed nerves which contain both sympathetic and somatic sensory-motor 

axons. Around 80% of sympathetic nerve fibres innervating the CVA pass 

through these nerves to the tail (Sittiracha et al., 1987). The preganglionic 

sympathetic neurones regulating the CVA are located in the lower thoracic and 

upper lumbar segments while the somatic motor neurones are located in the 

sacro-cocceygeal segments (see Sittiracha et al., 1987; Rathner & McAllen, 

1998; Smith & Gilbey, 1998b; Smith et al., 1998). It is thus possible by cutting 

the cauda equina at lumbar level to interrupt the somatic efferent and afferent 

nerve fibres innervating the tail while keep the sympathetic fibres intact (Fig. 

2.2). This will avoid the contamination of sympathetic activity by somatic nerve 

activity.

In experiments where VCN activity was recorded, the cauda equina was 

routinely cut at L5 level. The cauda equina was approached dorsally at L5 level 

around the upper border of the gluteus maximus muscle. After an incision was 

made along the midline, the overlying muscles, paraspinous tendons and the 

vertebral arch were removed. The cauda equina was identified by its location in 

the spinal canal and its characteristic ‘horse-tail’ appearance. The cauda equina 

was subsequently cauterised.

To isolate the VCN, the skin of the ventral surface of the tail was cut along 

the midline and the tendon sheath of the tail was opened. Two or three layers of
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Fig. 2.2 Diagrammatic illustration of the origins of spinal segments for the 

somatic sensory-motor and sympathetic nerves to the rat's tail. While the 

somatic sensory and motor nerves originate from sacro-coccygeal 

segments, the sympathetic nerves come from lower thoracic and upper 

lumbar segments. By cutting the cauda equina at L5 vertebral level, 

sympathetic nerve activity could be recorded from the ventral collector 

nerve without contamination of somatic nerve activity.
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tendons were removed and the VCN was exposed deep in the tendon groove. 

The VCN was identified by its relatively large calibre and the characteristic 

striation of its myelinated contents. The branches were cut and the VCN was 

freed. A 4-5 cm segment starting from the base of the tail was routinely isolated. 

The exposed VCN was bathed in paraffin oil, cut and desheathed. The distal 

end was crushed to remove afferent activity from periphery. The de-afferent 

state was confirmed by the absence of the afferent ‘noise’, monitored by spike 

processor speaker (D130, Digitimer, UK), when the surface of the tail was 

touched. The proximal and distal segments of the VCN were wrapped around 

conventional bipolar platinum electrodes to form a ‘killed end’ recording (Fig

2.1 upper inset). A platinum electrode inserted in the tail skin was used as the 

ground reference. The sympathetic activity of the VCN was characterised by its 

low pitch rumbling semi-regular noise monitored in the spike processor speaker. 

The sympathetic nature of VCN activity was confirmed by the abolition of 

ongoing nerve activity following intravenous injection of the ganglionic blocker

chlorisondamine (3 mg kg , see Chapter Three).

2.2.2 Single PGN activity

The CVA was exposed through cutting along the midline of ventral surface of 

the tail. The tough vascular sheath with overlying connective tissue was 

removed to expose the adventitia of this artery. Care was taken not to damage 

the adventitia because the sympathetic nerve endings form a 2-D web on the 

adventitial surface without deep penetration into the muscular layers (Stjarne & 

Stjarne, 1995) and damage to the adventitia may destroy the sympathetic nerve 

endings as well. The tail was positioned in a bath filled with glucose free Kreb’s 

solution.
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Glass microelectrodes made from non-filamented glass capillary tubes 

(GC150T-10, Clark Electromedical Instruments, UK) were used to record single 

PGN activity. The glass electrodes were made using an electrode puller and the 

tip was polished in a flame. To pick up single unit activity, glass electrodes with 

internal tip diameters, 20-50 pm, were used. Electrodes with larger diameter, 

60-100 pm, were used to record multi-unit activity. The glass electrodes were 

fitted into an electrode holder which contained silver wire (port size 1.5mm, 

World Precision Instrument, USA). If the AgCI coating was dislodged, the silver 

wire was immersed in sodium hypochlorite solution (conc. < 5%) and 

‘recharged’ by chloridization. The glass electrode, filled with Kreb’s solution, 

was placed on the surface of the CVA (see Fig 2.1 lower inset) and to seal the 

tip gentle suction was applied using a syringe through the side hole of the 

electrode holder.

PGN activity was amplified differentially by comparing to an active 

platinum electrode which was placed in the Kreb’s solution bath and its potential 

was also used as the ground reference. When two PGNs were recorded 

simultaneously through two separate glass electrodes (see below), this active 

platinum electrode was used as a common reference to both glass electrodes. 

Recorded activity was fed into a spike processor and monitored on a digital 

oscilloscope (VC-6023, Hitachi Denshi Ltd., Japan).

The glass electrode was moved around the surface of the CVA to search 

for PGN activity. Once active PGNs were within the opening of the glass 

electrode, a sound generated by action potentials could be heard through the 

spike processor speaker. Previous studies have confirmed that all units 

recorded from the surface of the CVA are sympathetic in nature with 

characteristic discharge patterns (Johnson & Gilbey, 1994; Johnson & Gilbey,

41



1996). The digital oscilloscope was triggered by transistor to transistor logic 

(TTL) pulses generated from the PGN spikes by the spike processor to display 

the action potentials. Activity from single PGNs was subsequently confirmed by 

its consistent spike waveform and amplitude as monitored on digital 

oscilloscopes. When activity of two single PGNs were simultaneously recorded, 

their discharges were either recorded at the same time through two 

independent electrodes (physical separation, 2.5-5.5 cm) or discriminated from 

multiunit activity recorded through one electrode. In each experiment where 

paired recordings were made, care was taken to establish that the latency 

between the firing of the two PGNs was not constant, since this would be 

evidence that both recordings arose from the same PGN (either its axon or 

branches). While constant latency firing was occasionally seen in single patch 

recordings between pairs of ‘PGNs’ (and these were therefore discarded), the 

latency between PGNs recorded from separate electrodes was always variable. 

During recording, the operation table was stabilised by an air cushion to secure 

the stability of recording electrodes.

2.3 Drugs

Pentobarbitone sodium (SAGATAL): Rhone Merieux, UK

Isoflurane: Rhone-Poulenc Chemicals, Ltd. UK

a-choloralose (50mg/ml): SIGMA, UK or Vickers Laboratories Ltd. UK

Preparation: 1 gm of a-choloralose was dissolved in 

warm (-50 °C) Borax solution (1 gram 

sodium tetraborate [SIGMA, UK] in 20 ml 

distilled water).

Gallamine triethiodide BP (Flaxedil) (40mg/ml): May & Baker Ltd. UK
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Chlorisondamine chloride(10 mg/ml): a gift from CIBA-Geigy Corporation, USA.

Prepared by dissolving in normal saline. 

Sodium bicarbonate aqueous solution (1M): Fisons Scientific Equipment, UK 

Normal saline: 0.9% sodium chloride aqueous solution

Heparinized saline (10 lU/ml): CP Pharmaceuticals Ltd. UK. Mixed with normal

saline.

Glucose free Kreb’s solution: NaCI 118.4mM, NaHC0 3  25.0 mM, NaH2 PC>4 1.13

mM, KCI 4.7 mM, MgCh.OhhO 1.3mM, CaCfe 2.5 

mM. Prepared by dissolving in distilled water.

2.4 Signal processing

BP and TP wave signals were recorded through pressure transducers 

(NL108T2, Digitimer, UK) and amplified (NL108, Digitimer, UK). The set-up for 

BP and TP recording were calibrated using a mercury manometer. All neuronal 

activity was recorded using high impedance headstages (NL100, Neurolog, 

Digitimer Ltd, UK), amplified (NL104, Neurolog) and filtered (bandpass 300- 

1kHz; NL125, Neurolog). PN activity, VCN activity and diaphragm EMG activity 

were rectified and smoothed with a 'leaky integrator1 (time constant, PN or 

diaphragm EMG: 0.1 or 0.2 sec, VCN: 0.1 sec; NL703, Neurolog). Such narrow­

band filtering followed by rectification and smoothing (or integration) is a well- 

established procedure for generating an envelope of the activity (for examples 

see Haselton & Guyenet, 1989; Czyzyk-Krzeska & Trzebski, 1990). One of the 

main advantages is that it removes movement-related artifacts which frequently 

appear as slow wave activity (Kenney & Fedde, 1994). However, the filtering 

causes little attenuation of individual action potentials since the instantaneous 

frequency of single fibre activity is higher than the high-pass cut-off value. All
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data, digitized at 11.8 kHz (VR-100B, Digitimer, UK), were stored on a 

frequency modulation (FM) tape using a standard video recorder (V-404B, 

Toshiba, UK) for off-line analysis. In addition, BP, TP, smoothed PN, VCN 

activity, diaphragm EMG and single PGN activity were converted into digital 

signals via an analogue to digital conversion (ADC) interface (1401, Cambridge 

Electronic Design, UK) and sent to a computer for analysis. The ADC 

conversion rate or sampling frequency was: 13.3 kHz for single PGN activity; 

100 Hz for VCN activity, PN activity, diaphragm EMG activity, BP and TP 

waves. Spike processors (D130, Digitimer, UK) were used to generate TTL 

pulses for single PGN action potentials when the amplitude exceeded a pre-set 

window. TTL pulses indicating the rising phase of inspiratory PN activity or the 

inflation phase of TP waves were generated using an interface (NL515, 

Neurolog). These TTL pulses were also sent to the computer to generate event 

series and used to create autocorrelograms, cross correlograms, correlation 

raster plots or joint peri-stimulus scatter plots of single PGN activity, PN activity 

and LIC-related activity (see Chapter Three). The flow chart of signal 

processing for different activities is summarised in Fig 2.1. During experiments, 

real-time data of BP, TP, diaphragm EMG activity and integrated VCN and PN 

activity were displayed on the computer monitor (SPIKE2, Cambridge Electronic 

Design, UK). The single PGN activity was monitored on the digital 

oscilloscopes. On-line analysis including autospectra, autocorrelograms and 

cross correlograms was also displayed on the computer screen (SPIKE2).

2.5 Experiment conditions

2.5.1 Experiments where CRD was manipulated (see Chapter Four)

Activity of the PGNs innervating the CVA was recorded under three respiratory
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conditions, absence of CRD, control and enhanced CRD. The control condition 

was achieved by maintaining the blood gas parameters within a normal 

physiological range (see Chapter Four). The absence of CRD (apnea) was 

induced either by raising the oxygen concentration (60-90%) of the inflow and/or 

by hyperventilation hypocapnia. CRD was enhanced by raising inspired CO2 to 

5% (a gas mixture with O2 and N2) and inducing a hypercapnic state (St-John & 

Bianchi, 1985). After switching to a new condition, a minimum of 5 minutes was 

allowed for the condition of the rat to become stable before starting recording. 

Arterial blood gas samples were checken immediately before data was 

collected.

2.5.2 Experiments in which the frequency of LlC-reiated activity was 

manipulated (see Chapter Five)

All these experiments were carried out during central apnoea. In the first part of 

the experiment, the intrinsic frequency of PGN activity (f\n t) in single and 

population PGN activity was determined under 'free-run' conditions using high 

f\n t  (1.9-2.5 Hz) and low tidal volume (Vj,1-1.2 ml) in order to 'unlock' LIC and 

PGN activity. Although it is hardly possible in in vivo experiments to isolate the 

SNS from all the external inputs, i.e. a real ‘free-run’ condition, the conditions 

under the above ventilation parameters (i.e. low VT and high /L ie) could be 

realistically described as ‘free-run’ relative to the LIC-related activity. This is 

because when Vy is low afferent activities, which may influence sympathetic 

activity, such as pulmonary stretch receptor activity, proprioceptive activity from 

intercostal muscle spindles, cardiopulmonary receptor activity or large vessel 

baroreceptor activity diminished (see Chapter Four). At low driving strength, 

experimental and theoretical studies involving biological oscillators have
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demonstrated that the driven oscillators could not maintain stable coupling to 

the driving oscillator and would revert to its ‘free-run’ state. This is especially 

true when the driving frequency is much higher than the /jm- of the driven 

oscillator (Winfree, 1980; Glass & Mackey, 1988). Under ‘free-run’ conditions, 

like single CVA PGN activity, VCN activity exhibited a dominant rhythm (see 

Chapter Five). However, the dominant rhythmicity always appeared as a broad 

spectral peak centred in the frequency range of the T-rhythm in the VCN 

autospectrum. The fm  of population PGN activity was defined as this peak 

frequency. Although f\m defined in this way for the population activity could not 

be a ubiquitous feature of all its constituent single PGNs, it nevertheless 

represents an ‘average’ of their individual outputs. This can be easily 

understood by considering the autospectrum of a group of weakly coupled 

oscillators. The autospectrum of such a population will have a broad spectral 

peak centred at the frequency range of its constituents with the peak frequency 

representing the frequency where most power density concentrates (see 

Chapter Four and Appendix II). Therefore, /5nt defined as the peak frequency 

of the modal spectral peak could represent the most likely central frequency at 

which the individual oscillators contributed to the dominant population 

rhythmical activity. Consequently, in the way a mean to a normal distribution, it 

could be considered as a measure of the average of the PGN fm  distribution.

In the second part of these experiments, the frequency dependent nature of 

synchronization was examined by varying LIC frequency (fuc) while maintaining 

a constant high V j (2-2.5 ml). Initially, /Lie was adjusted to near f|NT of PGN 

activity and stable 1:1 entrainment was established. To demonstrate that 1:1 

entrainment was not a chance phenomenon, this was repeated for two or three 

separate fuc steps (0.1 Hz in a step) away from /jnt to see if stable 1:1
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entrainment still could be maintained. Following this, fuc was increased in 0.2 or

0.3 Hz steps up to ~1.5-1.8 Hz.

2.6 Experimental Protocols

The protocols for experiments where the strength of CRD or the frequency of 

LIC-related activity was manipulated are described in detail in Chapter Four 

and Chapter Five, respectively.
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CHAPTER THREE 

DATA ANALYSIS

3.1 Introduction

3.1.1 Determination of the dominant frequency of PGN activity

3.1.1 A Population PGN activity

Different methods have been applied to detect the rhythmical activity of the 

sympathetic nerve. For example, techniques based on time domain information 

obtained from burst detection and inter-burst interval histograms have been 

used to study the sympathetic frequency (Ninomiya et al., 1990; Malpas & 

Ninomiya, 1992; Kubota et al., 1995). Aside from the subjectivity inherent in 

setting the criteria for burst detection (Malpas & Ninomiya, 1992), methods 

based on inter-burst histogram are subjected to erroneous attribution of different 

frequencies to different peaks because a favoured inter-burst interval does not 

necessarily indicate the existence of a stable rhythm. It simply reflects a high 

probability that sequential bursts are coupled with a fixed interval but this 

coupling may not cycle with a period equivalent to that inter-burst interval. In 

fact, it has been suggested that only when the inter-burst interval distributes 

normally does the frequency estimation based on the inter-burst histogram 

equal that determined by the autospectrum (Zhong et al., 1996). This can be 

easily understood by considering time structures of inter-burst intervals. Fig. 3.1 

illustrates this point. Series A and B represent two idealised burst event series 

generated by a burst detection procedure. The inter-burst interval histograms of 

both series consist of two peaks corresponding to the short (h) and long inter­

burst intervals (b). However, it is inaccurate to ascribe two rhythmical

components in these idealised burst trains. Series A is not stationary and
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Fig. 3.1 Diagrammatic illustration of inadequacy of frequency 

determination based on inter-burst interval histograms. Two 

idealised burst event series, A and B, have different discharge 
patterns. Series A is not stationary with fast burst discharges 

followed by slower bursts. Series B is stationary with rhythmical 

activity composed of doublet bursts. However, their inter-burst 

interval histograms are similar and exhibit two peaks: one 

corresponds to the short inter-burst interval (11) and the other, to 

the long inter-burst interval (12).
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although different frequencies are observed across time, they do not exist at the 

same time. Series B has only one rhythmical component with a period equal to 

I2 .

Alternatively a more direct and powerful technique to extract frequency 

domain information from a neural signal is spectral analysis, which factorizes 

the activity into distinct rhythmical components (sinusoid waveforms) and 

estimates their associated power density (Bendat & Piersol, 1986). In this way, 

the contribution of each rhythmical component to the neural activity can be read 

out directly from its autospectrum. Spectral analysis has been extensively used 

by different research groups to study the rhythm of sympathetic nerve activity 

(e.g. Gebber et al., 1990; Trzebski & Baradziej, 1992; Allen etal., 1993; Suzuki 

et al., 1993; Kenney, 1994; Kocsis, 1994). It was the method used in this study 

to determine the dominant frequency, defined by the frequency with maximal 

power density, of waveform signals such as VCN, PN, cardiac activity and TP 

waves.

3.1.1B Single PGN activity

Problems similar to those encountered in whole nerve activity analysis occur in 

the analysis of single PGN rhythm as well. Confusion frequently arises when the 

dominant frequency and the mean discharge rate (total number of spikes/time) 

are both used to describe the discharge behavior of single PGNs. The dominant 

frequency describes the periodic change of firing probability of PGN activity and 

on the other hand, the mean discharge rate directly reflects the mean of inter­

spike intervals, a parameter more related to neuronal excitability. The two 

concepts are not necessarily the same. For example, a single PGN firing 

randomly with a mean discharge rate 2 Hz does not have a dominant
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rhythmicity with a frequency equal to 2 Hz in its firing probability. The following 

consideration further elaborates this point. Although activity of single PGNs 

innervating the CVA exhibits a robust rhythm (T-rhythm), a previous study has 

shown that this rhythm was not perfectly regular and frequently the periodicity 

might be disrupted transiently (Johnson & Gilbey, 1996). It must be emphasised 

that the PGN rhythmicity is an emergent property across time because the 

periodicity may not be apparent during a short interval of observation. Fig. 3.2 

shows a typical example of event series of TTL pulses generated from activity 

of a single PGN, PN activity, BP and TP under control conditions. Activity of the 

single PGN did not attain the same regularity inherent in the central respiratory, 

cardiac and artificial ventilatory cycles. More importantly, single PGNs 

frequently discharge in doublet (arrows) or even triplet bursts (see also Johnson 

& Gilbey, 1996). This results in a wide dispersion of inter-spike intervals and its 

distribution was frequently not normal (Johnson & Gilbey, 1996). For the same 

reason as that for the inadequacy of inter-burst interval histogram to detect the 

dominant frequency of whole nerve activity, mean discharge rate, as frequently 

used to measure respiratory or cardiac frequency, is not a good estimator for 

the frequency of dominant PGN rhythm. This is because for a spike train with a 

large number of events, the mean discharge rate is around the inverse of the 

mean of inter-spike intervals. Therefore, as mentioned above, the mean 

discharge rate is similar to the dominant frequency of single PGNs only when 

the inter-spike interval approaches a normal distribution.

Calculation of the time course of firing probability following a PGN action 

potential provides a more suitable way to evaluate the PGN rhythmicity. If 

activity of single PGNs has a dominant rhythm, it follows that the firing 

probability after a single PGN spike will undergo cyclic change. An estimator for
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Fig. 3.2 Quasi-periodic feature of single CVA PGN activity. The event 

series of TTL pulses were generated from activity of a single CVA 

PGN, PN activity, BP and TP from an experiment under control CRD 
condition. Unlike PN activity, BP and lung-inflation cycles, activity of 

the single PGN was not very rhythmical and frequently doublet 

(arrows) or triplet discharges could be observed.
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this conditional probability density function (i.e. renewal density or 

autocorrelation function, Perkel e ta l, 1967a) is the autocorrelation histogram or 

autocorrelogram (Gerstein & Kiang, 1960; Perkel et al., 1967a). In previous 

studies, the dominant frequency of single PGN activity was estimated by 

calculating the inverse of the period of the rhythmicity shown on its 

autocorrelogram. The peaks of the rhythm were determined subjectively by 

visual inspection (Johnson & Gilbey, 1996; Johnson & Gilbey, 1994). Although 

this gave a robust measure of the dominant frequency, a more accurate and 

objective method is needed to determine whether the dominant frequencies of 

two single PGNs were the same or different.

Same as the method for population PGN activity, spectral analysis on the 

event count series (see below 3.2.1 Spectral analysis) was used in this study to 

determine single PGN frequency. In a previous publication (Chang et al., 1999; 

Appendix X), the dominant PGN frequency was determined from the 

autospectrum of the autocorrelogram envelope. The autocorrelogram of a 

neurone is an estimator of the firing probability density function given the 

condition that this neurone has fired. If the neurone discharges periodically a 

rhythm with the discharge frequency will appear on its autocorrelogram (Perkel 

et al., 1967a) and this justifies the use of autospectrum of the autocorrelogram 

envelope to determine the dominant PGN frequency. It has an intuitive basis 

regarding evaluation of T-rhythm frequency by estimating the period of the 

rhythm shown on the autocorrelogram (Johnson & Gilbey, 1993; Johnson & 

Gilbey, 1996). These two approaches to determine the dominant rhythm of 

single PGNs, i.e. autospectrum of PGN event series and autospectrum of 

autocorrelogram envelope, are equivalent because the autocorrelogram is the 

estimator of autocorrelation function whose Fourier transformation is the
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autospectrum (Rosenberg et al., 1989; Rosenberg et al., 1998). In fact, the 

difference of the PGN frequency determined by the two methods is not greater 

than 0.05 Hz which may be related to the resolution of the autospectrum (see 

below 3.2.1 Spectral analysis). The autocorrelogram also provides additional 

information about the dispersion of PGN events around the dominant rhythm 

which may not be easily observed in the autospectrum. To determine the 

dominant frequency, the autocorrelogram was first generated to confirm the 

existence of a dominant rhythm and the frequency was read out from the 

autospectrum.

3.1.2 Synchrony of PGN activity

3.1.2A Population PGN activity

If a high degree of synchronization exists between single CVA PGNs, a 

prominent rhythmical activity at their common frequency will appear in VCN 

activity and high power density will concentrate at that frequency in the VCN 

autospectrum. Therefore, the power density at the dominant frequency was 

used as an indication of the degree of PGN synchrony. Synchronization 

between biological oscillators can be achieved through synchronization to a 

common periodic drive (Pavlidis, 1973; Winfree, 1980). One important purpose 

of this study is to examine how PGN synchronization changes in response to 

the changes of the driving forces such as CRD and LIC-related activity. The 

strength of coupling between VCN activity and these drives were evaluated in 

this study by squared coherence (abbreviated as coherence) spectrum. 

Generation of empirical autospectrum from real data is an estimation process to 

assign ‘best fitted’ power density to each harmonic frequency, i.e. the 

‘amplitude’ of the rhythmical component is a random variable to be estimated. If
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the ‘amplitude’ relationship between two activities at each harmonic frequency 

is evaluated by linear regression, the result is coherence spectrum. Therefore, 

coherence at a particular frequency provides a measure of the degree of linear 

correlation between two activities at that frequency (Priestley, 1981; Bendat & 

Piersol, 1986). It is a bounded parameter between zero, indicating completely 

unrelated processes, and one, indicating perfect correlation, in the sense of 

linear regression. It has been used in previous studies to evaluate the coupling 

of sympathetic nerve activity to various neural activities (Gebber et al., 1994a,b; 

Kenney, 1994; Kocsis, 1994; Barman et al., 1995; Cohen et al., 1995; Gootman 

eta!., 1996).

3.1.2B Single PGN activity

Similar to that for the population activity, coupling strength of single PGN activity 

in response to frequency change of a modulatory input such as LIC-related 

activity was assessed using point process version of coherence spectrum 

(Rosenberg et al., 1989; Rosenberg et al., 1998). As a measure of linear 

correlation of rhythmical activity of two point process, it has been used to 

identify common periodic inputs between two neural spike trains (Rosenberg et 

al., 1989; Farmer et al., 1997; Rosenberg etal., 1998).

A disadvantage of using coherence to evaluate the correlation between 

two activities is that shared non-periodic influences are not easily observed in 

the coherence spectrum and it does not provide phase information which is 

important for CVA PGNs regarding the functional significance of temporal 

convergence of their activity. Moreover, problems arise in using coherence to 

assess the correlation between two weakly coupled activities. This is because 

when coherence is low, the variance of the coherence estimation increases and
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may augment the uncertainty in estimation (Bendat & Piersol, 1986). In Fig. 3.3, 

simulated PGN point processes that are weakly coupled through a common 

periodic input are used to illustrate this point. The event series of simulated 

PGN1 and PGN2 were generated by a stochastic model described in Appendix

I. The shared input (trigger) had a regular rhythm with the ratio of event 

dispersion around its dominant frequency less than 15% (see Appendix I). The 

dominant frequencies for PGN1, PGN2 and trigger are 0.60 Hz, 0.70 Hz, and 

0.85 Hz, respectively. Their autocorrelograms are shown in Fig. 3.3 Ai-iii. The 

input influence on the PGNs was simulated by insertion of trigger-related 

events, with peri-trigger intervals (lags) subject to stochastic variation, into 

PGN1 and PGN2 series (see Aertsen & Gerstein, 1985 and Christakos, 1994 

for a similar procedure). The successful rate for input penetration was about 

21% for PGN1 and 25% for PGN2. The coherence between the two PGNs at 

input trigger frequency (Fig. 3.3 B, asterisk) was low and not clearly 

distinguishable from the background sample fluctuation, casting uncertainty 

about this weak correlation.

An alternative to using frequency domain information based on coherence 

spectrum to assess synchrony between two spike trains is time domain analysis 

based on cross correlation functions which provide complementary information 

that may not be easily identified by spectral analysis (Farmer et al., 1997). 

Cross correlation histogram or cross correlogram (or post-stimulus time 

histogram, Gerstein & Kiang, 1960), the estimator of cross correlation function, 

is a measure of the expected past and future firing probability of the output 

neurone relative to firing times of the input neurone (or trigger neurone). The 

peri-trigger interval with the maximal firing probability of the output neurone 

indicates the dominant phase difference of the input-output neurones.
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Fig. 3.3 Measurement of the coupling strength between two simulated single 

PGNs receiving a common input (trigger). Event series of PGN1, PGN2 and the 

trigger were generated using the stochastic model described in Appendix I. 
Some activity phase-locked to the trigger was inserted to the PGN1 and PGN2 

event series (see text). Ai, Aii, Aiii, The autocorrelograms of PGN1, PGN2 and 

the trigger, respectively. They had different dominant frequencies (0.6 Hz, 0.7 

Hz, and 0.85 Hz for PGN1, PGN2 and the trigger, respectively). B, The 

coherence spectrum between the two PGNs. The small peak (asterisk) at the 

trigger frequency, which was not much different from the background stochastic 

fluctuations, suggests weak synchrony through coupling to a common drive, the 

trigger. C/, C/7, Ciii, The trigger->PGN1, trigger-»PGN2 and PGN1-»PGN2 

cross correlograms. Some activity of the two PGNs was phase-locked to the 

trigger as revealed by the trigger->PGN cross correlograms. The PGN1^PGN2 

cross correlogram had no prominent periodic pattern, which suggested periodic 

coupling between the two PGNs through the trigger was weak. D, The envelope 

autospectrum, scaled with relative power density (RPD), of PGN1-»PGN2 cross 

correlogram. The weak coupling at the trigger frequency was easier to identify 

in the envelope autospectrum than in the PGN1-»PGN2 coherence spectrum 

(see B) as the dominant peak at the trigger frequency (asterisk) stood out of the 

background. E, Colour-coded joint peri-stimulus scatter plot (JPSP). The 

detection of weak synchrony through coupling to the trigger was enhanced by 

JPSP (see text). The clusters of high-density cumulative events along the 

diagonal line (white) suggests that some activity of both PGNs was phase- 

locked to the trigger with nearly identical phase lag.
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Cross correlation analysis has long been used as a tool to study the 

interaction between two neuronal activities (Perkel et al., 1967b; Moore et al., 

1970; Bryant et al., 1973). The direct effect of input activity on the output 

neurone was classified as the primary effect (Moore et al., 1970). It was 

suggested that for a mono-synaptic or oligo-synaptic connection, the primary 

peak (or trough) around lag zero reflects the time course of the postsynaptic 

potential (Moore et al., 1970; Knox, 1974; Kirkwood & Sears, 1978).These 

primary peaks can be observed in situations where input activity has periodic or 

non-periodic effect on the output neurones. In addition to the primary peaks, 

secondary peaks may appear in the cross correlogram and in general arise 

from statistical temporal features of the input and output neurones (Moore et al., 

1970). If the input and output neurones exhibit periodic activity, these 

periodicities may appear, sometimes with complex patterns, in the cross 

correlogram (Moore et al., 1970; Bryant ef al., 1973). In particular, the 

rhythmicity of input activity will be mapped to both sides of lag zero of the cross 

correlogram if input activity has cyclic influences on the output neurones and 

this mapping reflects the strength of connection (Moore et al., 1970). 

Furthermore, if two output neurones receive a shared periodic input, the cross 

correlogram of the output neurones will acquire the input periodicity (Moore et 

al., 1970). It should be noted that periodicity at the input frequency can still 

emerge in the cross correlogram even though the probability of input 

penetration is low. This suggests that the rhythmicity on the PGN-PGN cross 

correlogram can be used as an indication of rhythmical synchronization 

between the PGNs.

To quantify the rhythmicity of the cross correlogram, the autospectrum of 

the correlogram envelope was generated and the maximal power density was
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used as a measure of the degree of rhythmical synchronization between PGNs. 

Cross correlograms with envelope autospectra were used in this study to 

investigate synchrony between weak coupled neurones such as CVA PGNs 

(see Chapters Four, Five). The advantage of this approach is exemplified in 

the simulated event series in Fig. 3.3. The trigger->PGN1 and trigger->PGN2 

(same activity used in Fig. 3.3 A, B) cross correlograms demonstrate that some 

discharges in the PGNs were phase locked to the triggers (Fig 3.3Ci, Cii). 

Although rhythmical synchronization was weak as evidenced by the lack of an 

obvious rhythmicity in PGN1->PGN2 cross correlogram (Fig. 3.3 Ciii), in 

contrast to its counterpart in the coherence spectrum (Fig. 3.3 B), its envelope 

spectrum reveals a clear peak activity, at the trigger frequency (asterisk, Fig. 

3.3D), which suggests the existence of rhythmical synchronization driven by the 

trigger.

When the PGN coupling through phase locking to a common driving force 

was weak, the detection of this synchrony was further enhanced by examining 

the joint peri-stimulus scatter plot (JPSP). JPSP is used to assess the joint firing 

probability of two neurones in relationship to a trigger or stimulus (Gerstein & 

Perkel, 1969). Fig. 3.4 (adapted from Fig. 1 in Aertsen et al., 1989) illustrates 

the underlying principle of JPSP generation. The abscissa and ordinate 

represent the peri-stimulus intervals (or lags) of discharges of the triggered 

neurones. Each dot in the scatter plot indicates the concurrence of discharges 

of the two neurones at the corresponding peri-stimulus intervals in relation to 

one stimulus. For example, Fig. 3.4A is the result after one stimulus was applied 

to two neurones (neuronel, neurone2) and the arrows indicate lag zero, i.e. 

where a stimulus is applied. For example, the existence of dot D suggests that 

discharges of the two neurones occur at peri-stimulus interval a and b,
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Fig. 3.4 Diagrammatic illustration of the principle to generate a joint 
peri-stimulus scatter plot (JPSP). Each dot in the JPSP represents 
the concurrence of discharges of the two neurons, neuronl and 

neuron2, at the corresponding peri-stimulus intervals (or lags) in 
relation to the third activity (or the stimulus). A, The JPSP after one 

stimulus. In this example, the existence of dot D in the JPSP 
indicates that neuronl and neuron2 discharges at lag a and b, 

respectively. The arrows indicate lag zero (i.e. coincidence of 

stimulation). B, The JPSP after repetitions of many stimuli. High 

probability of concurrent discharges in response to stimulation 

would appear as clusters with high event density at locations 

specified by the corresponding lags in the JPSP. In this example, 

there is high probability for the two neurons to discharge at the 

same time after stimulation. This was revealed by the high event 

density along the diagonal line of the JPSP. (adapted from Fig.1 in 

Aertsen et al., 1989)
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respectively. As this process is carried out for many repetitions of the stimuli, a 

scatter plot with varied event densities indicating concurrent joint firing 

probability is built up (Fig. 3.4B). If there is high event density along the 

diagonal band (Fig. 3.4B is an example), this would suggest that nearly zero lag 

synchrony arises from phase-lock to the stimulus. An example of the application 

of JPSP is its use in the behavioural neurosciences to study the detailed time 

structure between firings of cortical neurones and a behavioural marker (Vaadia 

et al., 1995). The capability of JPSP to detect weak coupling through a common 

input is illustrated In Fig. 3.3E. The JPSP with colour-coded cumulative event 

density was generated for the simulated event series used in Fig. 3.3 A, B, C, 

D. The high density of cumulative events along the diagonal line suggests that 

some coincident PGN firings arose from phase-lock, with a similar time lag for 

both neurones, to the triggers. A checkerboard pattern like Fig. 3.3E reflects the 

fact that the firing probabilities of both neurones are periodically modulated by 

the periodic drive.

3.1.3 Stability of PGN activity

It should be emphasised that frequency domain spectral analysis and time 

domain correlation analysis are averaging procedures and any transient 

fluctuation will be significantly smoothed out. However, evidence is being 

accumulated that transient changes of the patterns of correlated firing between 

different neuronal assemblies is important in neural information processing (for 

review see Singer, 1996; Fetz, 1997) and this may be also true in the 

sympathetic nervous system (Gebber et al., 1995b). This highlights the 

importance of studying the dynamic stability of coupling between PGNs using 

approaches other than the conventional techniques described above.
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3.1.3A Population PGN activity

Time evolving autospectra were used to study temporal stability of synchronous 

firing of constituent PGNs in VCN activity. They were constructed by subdividing 

the whole data length into several sub-sections and then performing spectral 

analysis on these sections. The time evolving autospectrum was displayed by 

joining these sub-autospectra with their preserved temporal orders. The 

rationale behind this is that if there is a high degree of synchrony between 

single PGNs it will emerge as a prominent peak in the VCN autospectrum with 

high power density at the frequency common to these synchronous PGNs. 

Variation of the strength of synchrony or shift of the common frequency across 

time will be reflected in the time evolving autospectrum as a change of the 

power density or drift of the frequency associated with the dominant peak. From 

the time evolving autospectrum, the total variance of the power density, which 

includes variance both across the time axis and across the frequency axis, was 

taken as a measure to quantify temporal stability of synchrony of the constituent 

PGNs.

3.1.3B Single PGN activity

Along with the distribution of their frequencies, the stability and the distribution 

of phase differences in a pool of oscillators are major determinants of 

population rhythm, an output characteristic reflecting underlying synchronous 

process (Gath, 1974; Christakos, 1986). Temporal stability of phase difference 

between PGN-PGN or PGN-periodic drive such as CRD was evaluated using 

ordinary correlation raster plots (OCRPs). Like the cross correlogram, the 

OCRP shows the phase relationship between the triggers and the dependent
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events, but differs because the peri-trigger event series are plotted against each 

trigger instead of being accumulated to produce a histogram. Each dot in the 

OCRP (represented by Cartesian coordinate: [time lag, Nth trigger]) indicates a 

PGN event occurring at the corresponding time lag relative to the associated 

trigger. If a group of PGN events are clustered in the OCRP, this indicates that 

these PGN events have a rather stable phase difference relative to the triggers. 

In particular, if a vertical dense band was present in OCRP, this suggests some 

PGN activity remains phase locked to the triggers across time, i.e. high 

temporal stability of synchrony. Furthermore, periodic appearance of the vertical 

bands is an indication of stability of rhythmical synchronization which occurs 

between stationary oscillators if a stable phase difference exists in some of their 

activity.

To quantify the degree of temporal stability of rhythmical synchronization, 

two factors were taken into consideration. Firstly, if the phase difference 

remains constant across time PGN events will concentrate on the vertical bands 

and produce high-density striations on the OCRP against a low-density 

background. Accumulation of these PGN events in the cross correlogram would 

result in prominent rhythmicity in its envelope. The maximal power density of 

the cross correlogram envelope autospectrum (see above) provides a measure 

of the density of the rhythmical vertical striations in the OCRP. The inverse of 

this power density is termed envelope spectral factor in this study. The higher 

this factor is, the less the tendency is that the PGN events would aggregate in 

periodic vertical bands in the OCRP. The second factor concerns 

inhomogeneous clustering of PGN events across time. The OCRP was divided 

into small quadrats and the number of events in each (the event density) was 

counted. The event density was normalised by the maximal event density in all
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the quadrats. The sum of the normalised event density variance at each peri- 

trigger time across the trigger occurrence represents the nonuniform phase 

change across time (termed density variance factor). It should be noted that the 

two factors might vary independently of each other. For example, periodic 

vertical bands with varied event density across time would produce a low 

envelope spectral factor but a high density variance factor. On the other hand, 

an OCRP with a uniformly distributed background will have a high spectral 

envelope factor but a low-density variance factor. The parameter, envelope 

spectral factor x density variance factor, termed the phase variation factor, is a 

measure of the level of unstable rhythmicity plus the degree of variation of 

phase difference across time and was used to assess the stability of rhythmical 

synchronization between two PGNs.

3.1.4 High order rational frequency-lock between single PGNs and LIC- 

related activity

The potential for biological oscillators to lock in a high order rational frequency 

ratio (or commensurate frequencies) other than 1:1 (e.g. 2:1, 3:1, 3:2, etc.) is a 

feature characterising non-linear interaction of two biologic oscillators (see 

Chapter One). These phenomena have been well described in modelling 

studies (Pavlidis, 1973; Petrillo & Glass, 1984; Hilborn, 1994). However, to 

decide whether two frequencies are commensurate in real data, problems arise 

from the difficulty in determining the exact frequency because any actual 

measurement of the frequencies has some finite precision dependent on the 

frequency resolution of the methodology (Hilborn, 1994). The problem of limited 

frequency resolution is illustrated in Fig. 3.5. Simulated event series (trigger, 

PGN1, PGN2) were generated according to the stochastic model described in
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Fig. 3.5 Detection of higher order rational frequency lock by using the reordered 

correlation raster plot (RCRP). The simulated event series, the trigger, PGN1 

and PGN2, were generated according to the stochastic model described in 

Appendix I. The dominant frequencies of the trigger, PGN1 and PGN2 were

0.91 Hz, 0.91x(2/3) Hz and 0.91x(2/3)+0.005 Hz, respectively. Ai, Aii, Aiii, The 

autocorrelograms of the trigger, PGN1 and PGN2, respectively. The time 

course of firing probability was virtually identical for PGN1 and PGN2 and it was 

difficult to determine whether their dominant frequencies were the same from 

the autocorrelograms. Bi, Bii, Biii, The autospectra (scaled by normalized power 

density, NPD) of the trigger, PGN1 and PGN2, respectively. The frequency 

difference of PGN1 and PGN2 was 0.005 Hz, which was beyond the spectral 

resolution (0.05 Hz) and consequently their frequencies difference could not be 

discriminated from the autospectra. C, Colour-coded trigger->PGN1 OCRP. 

The PGN1 events were grouped into three distinct clusters (white circles), which 

was consistent with the fact that the dominant frequencies of the trigger and 

PGN1 were locked in a simple ratio, 3:2 (see Appendix IV). D, Colour-coded 

trigger-»PGN2 OCRP. The PGN2 events were clustered into slant bands each 

of which spanned the whole cycle of PGN2 activity without interruption. These 

findings suggest that no fixed phase difference was preferred and the 

frequencies of the trigger and PGN2 were not locked in a simple rational ratio.
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Appendix I. The dominant frequencies of the Trigger, PGN1 and PGN2 were

0.91Hz, 0.91x(2/3) Hz, and 0.91x(2/3)+0.005 Hz. The frequencies of the trigger 

and PGN1 were locked in a 3:2 ratio but not the case for the trigger and PGN2. 

However, from the autocorrelograms (Fig. 3.5 Ai-Aiii) and autospectra (Fig. 3.5 

Bi-Biii) it is hard to distinguish which PGN frequency is commensurate with that 

of the trigger at a 3:2 ratio because the real difference, 0.005 Hz, is beyond the 

spectral resolution used in this study (-0.05 Hz, see below 3.2.1 Spectral 

analysis). It must be emphasised that a difference as small as 0.005 Hz would 

have a major effect on the phase difference between the trigger and PGN. If 

their frequencies are not commensurate, even a small difference in the 

frequencies, i.e. small disparity of their periods, will cause continuous phase 

drift from cycle to cycle. When their frequencies are commensurate, the phase 

difference will alternate between some fixed values (see Appendix IV).

The different behaviours of phase drift were used to characterise 

commensurate and incommensurate frequencies in this study. This was 

achieved by reordered correlation raster plots (RCRPs). The RCRP was 

generated by reordering the OCRP, sorted by the first post-trigger interval. It 

should be noted that although the OCRP reveals the temporal order of the 

phase difference, RCRP does not. By doing this, PGN events with a similar 

phase difference to the trigger will be grouped into a cluster. The number of 

clusters depends on how many stable phase differences were observed across 

time. Continuous drift of phase difference between the trigger and PGN will 

appear in the RCRP as periodic dense slanting bands with the distance 

between them the same as the period of the PGN dominant rhythm (see 

Appendix IV). One important application for the RCRPs was to detect 

commensurate frequencies. It was found that if frequencies of the trigger and
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PGN are locked in a m:n ratio where m and n are relative prime positive 

integers (i.e. the greatest common divisor is 1), m clusters of PGN events 

(corresponding to m values of phase differences) in a peri-trigger interval 

identical to the period of the PGN will appear on the RCRP (Appendix IV). An 

exact frequency-lock can be decided by counting the number of discrete event 

clusters.

The average distance between any two adjoining clusters is the period of 

trigger/n or the period of PGN/m (i.e. the greatest commensurate division of the 

period). In a population of oscillators with frequencies in a narrow range such as 

PGNs (Johnson & Gilbey, 1996; see also Chapters Four, Five), their periods 

are also bounded in a restricted range. It follows that when the order of rational 

frequency-lock is too high, i.e. high m and n, the greatest commensurate 

division of the period will become small and along with unavoidable ‘jitters’ or 

stochastic fluctuation of phase differences, the separation of distinct clusters will 

become difficult to identify. Therefore, this method is not sensitive for detection 

of frequency-lock with very high orders. However, under such conditions, the 

phase differences drift between many different values and from the functional 

point of view, the interaction behaves like that under conditions of 

incommensurate frequencies. Only low orders such as 2:1 or 3:1 were sought in 

this study to exemplify the non-linear interaction between PGNs and a periodic 

drive.

Fig. 3.5 C, D shows the capability of RCRP to differentiate 3:2 frequency- 

lock for the simulated trigger, PGN1 and PGN2 series (the same event series 

as in Fig. 3.5 A, B). The PGN events in trigger->PGN1 RCRP (Fig. 3.5 C) were 

grouped into three clusters (white circles) and this was consistent with a 3:2 

frequency-lock ratio. By contrast, no distinct event clusters were identified in the
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trigger->PGN2 RCRP, which would suggest incommensurability or very high 

order commensurate frequency-lock.

3.2 Details of Analysis Methods

3.2.1 Spectral analysis: Autospectrum and coherence spectrum

Autospectra and cross spectra were generated in this study according to Welch 

method, i.e. averaged modified periodogram, and the algorithm was adapted 

from a standard textbook (Bendat & Piersol, 1986).

Steps:

1. Divide the data into several half-overlapped blocks. Each block contained 

2048 data points. The block number for 8-min data was 45 and for 5-min 

data, 28. The linear trend was removed from each block unless absolute 

power density was calculated.

2. Finite Fourier transformation produces side-lobe leakage which may 

significantly distort the estimated spectrum. This distortion was suppressed 

by tapering both ends of each block with a Hanning taper defined by 0.5(1- 

cos(27i(t/T)) where T is the block length and t is time history [0,..., T] in the 

block.

3. Fourier transform (discrete, DFT) each tapered block. For an N-point discrete 

time series, {xi,X2 ,..., Xn}, DFT is defined by:

X(/)=Xxk*e",27t/k/N where /  is the discrete frequency (k/N, k=1,2.....N), e, is the

Euler number, i is the unit imaginary number and the summation goes 

through k=1, 2,..., N. The actual DFT was carried out using a built-in Fast 

Fourier Transformation (FFT) algorithm in the mathematical software, Matlab 

(Mathwork, U.S.A.).

4. The tapering procedure to reduce side-lobe power leakage will cause loss of
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power and reduce estimated power density. This was compensated by 

multiplying the result of DFT for each block with an adjust factor, (8/3)172.

5. The squared norm of the output from step 4 at each discrete frequency was 

divided by the block length to produce the autospectrum of each block. The 

estimated autospectrum for the whole data length was obtained by averaging 

the autospectra from all the blocks.

6. For cross spectrum between two time series, X and Y, the Fourier 

components of each block, Sx and Sy, were calculated separately for the two 

series proceeding through step 1 to step 4. The estimated cross spectrum for 

each block was given by SxSyVblock length, where Sy* is the conjugate of SY. 

The estimated cross spectrum, C x y , for the whole data length was obtained 

by averaging the cross spectra from all blocks.

7. The squared coherence (or coherence) at frequency /  was given by: 

7 2( / ) = |C x y ( / ) |2/A x( / ) A y ( / ) ,  where Ax and Ay are the autospectra of series X 

and Y.

The Matlab script file to calculate the autospectrum and cross spectrum is 

given in Appendix V. The autospectrum was routinely displayed as relative 

power density or normalised power density (normalised by maximal power 

density) against frequency. This allowed frequencies with significant power 

density to stand out of the background. However, when it was necessary to 

compare PGN activity across experiments, the autospectrum was displayed as 

absolute power density against frequency (see Chapter Five).

To produce autospectra or cross spectra for single PGN activity, the event 

series are first converted to counting processes (Rosenberg et al., 1989) with a 

bin size 10 ms, which is equivalent to a 100 Hz sampling rate. Spectral analysis 

is then carried out on the resultant event count series. The bin size (i.e. the
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spectral resolution) for the autospectra in this study is equal to Nyquist 

frequency (i.e. the maximal frequency without the aliasing effect, see Bendat & 

Piersol, 1986) divided by the number of bins for the non-negative frequencies,

i.e. (sampling rate/2)/(FFT size/2) ~= 0.05 Hz.

The coherence was typically compared across different experimental 

conditions without specifying the confidence interval for the estimates. However, 

in order to demonstrate uncorrelation of simulated PGN activity in the modelling 

study of population activity (see Chapter Four), an asymptotic 95% confidence 

limit, 1-(0.05)1/(N'1), where N is the number of blocks used in spectral analysis, 

was applied to gauge the degree of correlation (Halliday et al., 1995). However, 

to use this confidence limit, the blocks must be disjointed and therefore no block 

overlapping was used in this particular case but block overlapping was 

otherwise routinely used in real data analysis in order to achieve a more 

consistent estimate (Bendat & Piersol, 1986).

Time evolving autospectra of VCN and PN activity were produced by 

dividing 8-min data into 12 segments followed by spectral analysis on each 

segment. The result was then colour-coded. The variance of power density 

across the time evolving autospectrum of VCN was calculated and taken as a 

measure of temporal stability of the VCN activity.

3.2.2 Cross correlogram and Autocorrelogram

The value of the tally at lag time X (or peri-trigger interval) of the A->B cross 

correlogram for two event series, A and B, is given by:

H(k)A->B=X#{b|aj+A,-p/2 < b < a\+X+f>/2, beB} summation over i=1, 2 N, where

ajS are the trigger events in A, N is the number of the triggers, #{•} is the number 

of the members in the set, {■}, and p is the binwidth of the histogram. The
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histogram was generated by a built-in function in Matlab and the script file to 

calculate the autocorrelogram and the cross correlogram is given in Appendix 

VI. The binwidth used in this study was 50 ms. It should be noted that H(A,)a_*b= 

H(-A,)B->a (Perkel et al., 1967a). It follows that the autocorrelogram (A=B) is 

symmetrical at lag zero and both sides of lag zero provide the same 

information. Therefore, although the cross correlogram for positive and negative 

lags was displayed, the autocorrelogram was only displayed for positive lags.

An empirical 95% confidence interval was calculated to gauge if the tallies in the 

cross correlogram deviated significantly from the expected value if the trigger 

has no influence on the dependent activity (see Appendix III).

3.2.3 Envelope autospectrum of cross correlogram

When the autospectrum of the cross correlogram envelope was generated, the 

cross correlogram was calculated for 300 sec before and after the triggers, i.e. 

600-sec peri-trigger interval. The sampling rate in this case was equivalent to 20 

Hz because the binwidth was 0.05 sec and 1024 points were used as the block 

size in calculating the envelope autospectra.

3.2.4 Joint peri-stimulus scatter plot (JPSP)

JPSP was generated using the same approach mentioned in a previous paper

(Aertsen et al., 1989). For three event series, A, B, C, the number of coincident

events at [t1 ,t2] on the C-»A vs. C-»B JPSP, where t1 and t2 are the C-»A and

C->B peri-trigger intervals respectively, is determined by:

P(t1,t2)c^Alc->B=E#{(a,b)|a-Cj=t1 & b-Cj=t2, aeA, beB} summation over i=1, 2,...,

N, where c,s are the trigger events in C, N is the number of triggers.

The resultant JPSP is divided into small quadrats (size: 0.05 sec by 0.05 sec)
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and the events in each quadrat are counted followed by colour encoding.

3.2.5 Ordinary correlation raster plot (OCRP) and reordered correlation 

raster plot (RCRP)

A-»B OCRP was displayed as a raster plot, the order of trigger occurrences in 

A vs. peri-trigger interval. Whether a dot appears at the coordinate, [t, i], is 

determined by:

C(t, i)A->B={b|b-aj=t, beB}, where a\ is the ith event in A and t is peri-trigger 

interval.

If C(t, i)A->B is not empty a dot is then assigned to the location [t, i], otherwise 

nothing is drawn. The procedure then runs from the first trigger with preserving 

order through all the trigger events in A to build up the raster plot. When OCRP 

was colour-coded, dots in small quadrats (0.05 sec by 10 triggers) were 

counted and the dot number was graded by colour. To calculate the density 

variance factor, quadrats of size, 0.1 sec by 10 triggers, were used to count the 

event density. The generation of RCRP is similar to that of OCRP except when 

displayed, the ordinate is not sorted by the order of trigger event occurrences 

but instead by the order of first post-trigger interval.

3.3 Statistics

Results are expressed as mean±S.D. when a parametric test was used or 

median and interquartile intervals (1st and 3rd quartiles) when a non-parametric 

test was used. Either one way analysis of variance (ANOVA) followed by 

Bonferroni multiple comparison test, Student t-test or Wilcoxon rank-sum test 

was used to assess statistical significance. In Chapter Five, the trend of 

change of parameters of nerve activity across a range of ventilation frequencies



was evaluated by linear regression. The comparison was considered to be 

significant if p<0.05.
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CHAPTER FOUR 

DYNAMIC SYNCHRONIZATION OF MULTIPLE SYMPATHETIC

OSCILLATORS

4.1 Introduction

It has been established in previous studies that activity of single CVA PGNs has 

a dominant rhythm, i.e. they are driven by neuronal oscillators (Johnson & 

Gilbey, 1994; Johnson & Gilbey, 1996). The purpose of this study is to 

determine whether different single CVA PGNs are driven by different oscillators 

and whether synchronization is an obligatory feature of them. This was 

achieved by studying the discharge behaviour of PGN activity under different 

conditions of CRD strength. Both population PGN activity and single PGN 

activity in response to CRD were examined. A stochastic model based on the 

findings from the single PGN experiments was used to explain the population 

PGN activity.

4.1.1 A single/common coupled PGN oscillator(s) vs. multiple autonomous 

PGN oscillators.

To examine the number of autonomous oscillators, the frequency of population

PGN activity, i.e. VCN activity (see Chapter Two) was examined and

frequencies of two single PGN activities recorded simultaneously were

compared. If PGN activity is driven by a single/common coupled oscillator(s),

periodic activity with a frequency similar to that of single PGN activity should be

observed in the population activity and frequencies of simultaneously recorded

PGNs should be identical. It is requisite to examine PGN frequencies in the

absence of periodic driving forces which may synchronize PGN activity and
76



result in frequency-lock. For CVA PGN it is important to diminish the effects 

from CRD and LIC-related activity because previous studies have shown that 

both activities could modulate PGN activity (Johnson & Gilbey, 1994; Johnson & 

Gilbey, 1996). To prevent synchronization of PGNs by CRD the experiments 

were conducted under conditions of central apnea. The effect of lung inflation 

on PGN activity was minimised by cutting the vagi cut to interrupt afferent 

activity arising from pulmonary stretch receptors (Kaufman etal., 1982).

Although it was found that stimulation of the aortic nerve could reset single 

PGN rhythm (Johnson & Gilbey, 1998a), the baroreceptors were not 

deafferented in these experiments because CVA PGN activity was not 

modulated by baroreflex activity at cardiac frequency (5-7 Hz in the 

anaesthetised rats) arising from arterial pulsation (Johnson & Gilbey, 1994; 

Johnson & Gilbey, 1996). However, this cannot rule out the possibility that CVA 

PGN activity may be modulated by slower baroreflex mediated periodic activity 

arising from ventilation-induced blood pressure undulation. This effect was 

minimised by thoracotomy to prevent cardiac output fluctuations due to 

ventilation. Furthermore, the rib cage was lifted to reduce phasic chest wall 

movement during ventilation and thus reduced the somato-sympathetic 

interaction which may originate from activation of intercostal sensory nerve 

endings (Dembowsky et ai, 1985; Zanzinger et al., 1994).

4.1.2 Dynamics of synchronization between PGNs under conditions of 

different CRD.

Whether periodic CVA PGN activity originates from a common oscillatory 

source raises a question regarding synchronization of their activity. When the 

system is free from external influences, while synchrony is not an obligatory
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feature in a population composed of multiple oscillators, the hypothesis of a 

common rhythm generator would imply that discharges of single PGNs are 

always synchronous. When the system is subjected to an ‘external’ driving 

force, if activity of single PGNs is generated from a common oscillator, they may 

still remain synchronous or the synchrony may be disrupted if there are 

differential influences on single PGNs. By contrast, if single PGNs are driven by 

multiple oscillators, the probability of synchronization may increase because it is 

known that synchronization can be achieved by coupling individual oscillators to 

a common drive (Winfree, 1980). In either case, the presence of a common 

drive may affect the synchrony of CVA PGNs.

In this study, CRD was used as a periodic driving force to examine 

synchrony of CVA PGNs. If most of the single PGNs are synchronized through 

coupling to CRD, rhythmicity at CRD frequency should be a prominent constant 

feature of population PGN activity. The dynamics of synchronization were 

studied by manipulating the strength of CRD. This was achieved by examining 

synchrony between PGNs under conditions of 1) absence of CRD (high Pa02 

and/or low PaC02) 2) normal control (normal Pa02 and PaC02) 3) enhanced 

CRD (normal Pa02 and high PaC02, St-John & Bianchi, 1985).

Some experiments were also carried out in spontaneously breathing 

animals to examine whether similar discharge behavior of PGNs can be 

observed under more natural conditions.

4.1.3 Modelling the discharge behavior of population PGN activity.

The findings of population PGN activity under different conditions of CRD were 

explained by using a stochastic model of single PGN activity. Data from single 

PGN experiments were used as a basis for modelling population activity.
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4.2 Materials and Methods

4.2.1 Whole nerve experiments

VCN activity was recorded as population PGN activity from sixteen animals. 

Thirteen of these were ventilated artificially and the other three breathed 

spontaneously. In each experiment, nerve activity was recorded initially in 

control conditions. Of the thirteen artificially ventilated rats, eight animals were 

tested under enhanced CRD conditions and eight in the absence of CRD. Six of 

the thirteen animals were tested in all three conditions. The sympathetic nature 

of VCN activity was tested by applying a sympathetic ganglionic blocker, 

chlorisondamine, to the animals (N=10). Data was recorded for 8 minutes under 

each condition.

4.2.2 Single PGN experiments

Pairs of action potentials of single PGNs were recorded from seventeen 

animals. Twelve of these were ventilated artificially and the remainder breathed 

spontaneously. At least one pair of PGNs was recorded in each animal during 

control conditions. Six artificially ventilated and four spontaneously breathing 

subjects were tested under enhanced CRD conditions. Neuronal activity was 

also recorded in six artificially ventilated rats in the absence of CRD. Five of the 

eleven artificially ventilated animals were tested in all three conditions. Data 

was recorded for 5 minutes under each condition.

See Chapter Two for details of experimental preparations.

4.3 Data analysis

Autospectra were used to determine the frequency of PN and the dominant 

rhythm of single and population PGN activity. Autocorrelograms of single PGNs
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were generated first to confirm the existence of rhythmicity. Autospectra were 

scaled with relative power density. Linear correlation between VCN and PN was 

assessed by coherence spectra. PN-single PGN and single PGN-single PGN 

cross correlograms were generated to examine the existence of rhythmical 

synchronization.

Time evolving VCN autospectra were used to evaluate temporal stability 

of the population rhythmical activity. The temporal stability was quantified by 

total variance of power density of this time evolving autospectrum. Stability of 

rhythmical phase lock between PN-single PGN or single PGN-single PGN was 

assessed by the ordinary cross correlograms (OCRP). To provide a quantitative 

measure of temporal stability of PGN-PGN phase difference, the phase 

variation factor under conditions of different CRD was calculated and compared. 

See Chapter Three for details of analysis.
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4.4 Results

4.4.1 Condition of animals

The animals were maintained in a consistent physiological state in each of the 

experimental conditions as indicated by measurements of four parameters. Fig. 

4.1A summarises the mean arterial blood pressure (MAP) (Fig. 4.1 Ai), pH (Fig. 

4.1Aii), PaC02 (Fig. 4.1 Aiii) and Pa02 (Fig. 4.1Aiv) for the whole nerve 

recording experiments for four conditions; artificially ventilated, absence of CRD 

(AVA), artificially ventilated, control (AVC), artificially ventilated, enhanced CRD 

(AVE) and spontaneously breathing, control (SBC) animals. Fig. 4.1 Bi-iv 

summarises the same parameters for the single PGN recording experiments for 

the four conditions stated above plus an additional condition; spontaneously 

breathing, enhanced CRD (SBE).

4.4.2 Whole nerve activity recorded from the VCN in artificially ventilated 

animals

4.4.2A Rhythmical and sympathetic nature of VCN activity 

The nerve activity recorded from the VCN appeared as burst discharges with 

variable frequency and amplitude. A typical example (artificially ventilated, 

control) is shown in the neurogram in Fig. 4.2A. The major rhythmical 

component of the activity was revealed by the presence of a prominent peak at 

0.63 Hz in the autospectrum (Fig. 4.2Bi). After application of chlorisondamine, 

this led to abolition of most of the activity and power in the autospectra in all 

cases (N=10) (see Fig. 4.2Bii and 4.2C). This indicated that activity recorded 

from the VCN was sympathetic in nature.
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A Whole nerve experiments

PaCO

AVA AVC AVE SBC AVA AVC AVE SBC AVA AVC AVE SBC AVA AVC AVE SBC

B Single PGN experiments

i MAP ii pH iii PaC02 iv P a02

AVA AVC AVE SBC SBE AVA AVC AVE SBC SBE AVA AVC AVE SBC SBE AVA AVC AVE SBC SBE

Fig. 4.1 Physiological parameters of experiments under different respiratory 

conditions. Conditions: AVA: artificially ventilated, absence of CRD; AVC: 

artificially ventilated, control; AVE: artificially ventilated, enhanced CRD; 

SBC: spontaneously breathing, control; SBE: spontaneously breathing, 

enhanced CRD. A, Whole nerve experiments. AVA: N=8; AVC: N=13; AVE: 

N=8; SBC: N=3. B, Single PGN experiments. AVA: N=6; AVC: N=13; AVE: 

N=6; SBC: N=6; SBE: N=4. Ai, Bi, Mean arterial pressure (MAP). Aii, Bii, 

pH. Aiii, Biii, PaC02. Aiv, Biv, PaC>2 . Data are presented as mean±S.D. 

Statistical differences between the three subgroups of artificially ventilated 

animals were assessed using ANOVA followed by Bonferroni multiple 

comparison tests. A Student t-test was used to test the difference between 

the two subgroups in spontaneously breathing animals. Parameters that 

are significantly different from control conditions are indicated by an 

asterisk (*, p<0.05).
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Fig. 4.2 The bursty and sympathetic nature of VCN activity in an 

artificially ventilated animal under a control CRD condition. A, 

Rectified and smoothed neurogram of VCN activity shows burst 

discharges with variable frequency and amplitude. Bi, 

Autospectrum of VCN activity shows a peak at 0.63 Hz with its 1st 

harmonic peak at 1.26 Hz. Bii, Autospectrum of activity of the 

same VCN in Bi, following chlorisondamine (3 mg kg-1 I.V.), a 

sympathetic ganglionic blocker. The abolition of the peaks 

following this treatment shows that the nerve activity was 

sympathetic in nature. C, Real time neurogram of the same VCN 

activity before and after application of chlorisondamine.
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4.4.2B Synchronous components in VCN activity become more prominent with 

increased CRD

VCN activity was recorded in animals under three different respiratory 

conditions, absence of CRD, control, and enhanced CRD. In each condition, 

autospectra for VCN and PN activity were generated and coherence spectra 

were produced to identify correlated components in their activity. Here, the 

results are presented first in the absence of CRD, then control and finally 

enhanced CRD, to emphasise the trend towards synchronization with 

increasing CRD.

In animals in which the CRD was abolished, a single prominent peak 

(median: 0.83 Hz, interquartile interval: 0.79-0.88 Hz) was observed in the VCN 

autospectra in all cases (N=8). This peak was in the frequency range of the T- 

rhythm (Johnson & Gilbey, 1994; Johnson & Gilbey, 1996) and it is referred as 

the T-peak. A typical example, in which the T-peak frequency is 0.82 Hz, is 

shown in Fig. 4.3Ai. The absence of CRD is indicated by the flatness of the 

autospectrum of the PN (Fig. 4.3Aii) and the lack of correlation between VCN 

and PN activity is shown by the coherence spectrum (Fig. 4.3Aiii).

Thirteen animals were examined under control conditions. In six (46%) of these, 

the VCN autospectra revealed a T-peak (median frequency: 0.79 Hz, 

interquartile interval: 0.74-0.82 Hz). Statistical comparisons between animals in 

the absence of CRD and in control conditions (where a discrete T-peak was 

present) demonstrated that the T-peak frequencies were not significantly 

different (p=0.44, Wilcoxon rank-sum test). In twelve (92%) of the animals, a 

peak at the CRD frequency was present (median frequency: 0.63 Hz, 

interquartile interval: 0.59-0.68 Hz). The coherence at the frequency of CRD 

between VCN and PN activity, revealed by the coherence spectrum, was high

84



Ai

zo>

Absence of CRD Bi Control Ci Enhanced CRD
1010

8

6

4

2 r j
0OH 2 3 4 52 3 40 5 0 11

Aii
40

30

20

10

0

Aiii

o
0.8

8c
£ 0.6
a>.co 0.4
O

0.2

0

40

30

20

10

0

0 1 2 3 4 5
Frequency (Hz)

1 2 3 4 5
Frequency (Hz)

1 2 3 4 5
Frequency (Hz)

Fig. 4.3 The autospectra and coherence spectra of the VCN and PN in an 

artificially ventilated animal under three conditions of CRD. A, Absence of 
CRD. Ai, Autospectrum of VCN activity reveals a peak at 0.82 Hz. Aii, 

Autospectrum of PN activity shows no rhythmical components. Aiii, The 
coherence spectrum of VCN and PN shows lack of correlation between the 

two nerves. B, Control condition. Bi, Autospectrum of VCN activity shows 

two peaks, one (•) at 0.59 Hz was the same as the frequency of CRD, 

revealed in the autospectrum of the PN (see Bii) and a second, (*) at 0.79 

Hz. Bii, Autospectrum of PN activity. Biii, The coherence spectrum between 

VCN and PN reveal high coherence at the frequency of CRD. C, Enhanced 

CRD. Ci, Autospectrum of VCN is dominated by a peak at 0.63 Hz (and its 

first harmonic component), which is the same as the frequency of CRD. 

Note the scale of relative power density is different from that in Ai and Aii. 

C/7, Autospectrum of PN activity. Comparison of the relative power density 

of the peak with control conditions shows that the level of CRD was 

increased. C/77, VCN and PN activity show a high coherence.
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(median: 0.73, interquartile interval: 0.63-0.88). The VCN autospectrum from 

one of the animals displaying both the T-peak and the respiratory-related peak 

is shown in Fig. 4.3Bi (this is the same animal as in Fig. 4.3A). The first peak at 

0.59 Hz (•) corresponds to the main peak in the PN activity (Fig. 4.3Bii) and this 

was confirmed by the coherence spectrum shown in Fig. 4.3Biii. The additional 

peaks in the PN autospectrum were harmonics of the first peak and these also 

displayed high coherence with VCN activity. Lack of coherence between VCN 

and PN at the frequency of the second peak (*, 0.79 Hz) is also demonstrated in 

Fig. 4.3Biii.

A condition of enhanced CRD was induced in a subset of the animals 

(N=8) examined in control conditions. In all cases, there was a prominent 

respiratory-related peak in the VCN autospectra (median frequency: 0.59 Hz, 

interquartile interval: 0.53-0.63 Hz) which showed a very high coherence with 

the phrenic autospectra (median coherence: 0.90, interquartile interval: 0.76- 

0.92). In two (25%) of the animals there was also a separate T-peak (frequency: 

0.73 and 0.68 Hz respectively). The RPD of the respiratory-related peak when 

the CRD was enhanced (median of the RPD: 14.2, interquartile interval: 9.75- 

19.8) was higher than that of the T-peak when CRD was abolished (median of 

the RPD: 4.14, interquartile interval: 3.7-6.4) (p<0.02, Wilcoxon rank-sum test). 

This suggests that the dominant rhythmical activity became more prominent 

when the condition was switched from absence of CRD to enhanced CRD. A 

typical example of the VCN autospectrum in an animal with enhanced CRD is 

shown in Fig. 4.3Ci (this is the same animal as in Fig. 4.3A, 4.3B). There is a 

prominent peak at 0.63 Hz which has a high coherence with the PN discharge 

(Fig. 4.3Cii, 4.3Ciii); other peaks at harmonic frequencies of PN activity are also 

visible.
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4.4.2C Stability of VCN rhythmical activity increases when the CRD is enhanced 

VCN activity was also examined using colour-coded time-evolving autospectra, 

which provide information about the dynamics of the rhythmicity across time. 

When the CRD was abolished, VCN rhythmical activity was relatively unstable. 

The example shown in Fig. 4.4Ai (same animal as in Fig. 4.3), shows a band 

containing relatively high and low density components in the T-rhythm 

frequency range, indicating periods of strong and weak synchrony of rhythmical 

firing in the PGN population. No prominent bands were visible in the phrenic 

time-evolving autospectra confirming that CRD was abolished (see Fig. 4.4Aii). 

In control conditions, as shown in the example in Fig. 4.4Bi (same animal as in 

Fig. 4.3), part of the wide band with varied power density in VCN activity fell 

within the frequency range of the band observed in the phrenic time-evolving 

autospectra (see Fig. 4.4Bii). However, while the phrenic activity produced a 

dense, stable band, the VCN showed transient periods where band density was 

reduced, indicating periods of reduced rhythmical activity. It should be noted 

that the two peaks in the VCN autospectrum (indicated by • and * in Fig. 4.3Bi) 

did not correspond to separate stable bands in the time-evolving autospectrum 

(Fig. 4.4Bi). This indicates that the respiratory-locked activity in the PGN 

population underwent dynamic change. In conditions of enhanced CRD, the 

VCN time-evolving autospectra (example in Fig. 4.4Ci from the animal shown in 

Fig. 4.4A, 4.4B) was similar to the phrenic autospectra (Fig. 4.4Cii), exhibiting 

stable narrow bands at the phrenic frequency and its harmonics. This suggests 

that a substantial proportion of the PGNs were synchronized to phrenic activity 

throughout the time period examined. The level of stability in each condition 

was quantified using a measure of the power density variance across time (see
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Fig. 4.4 Time evolving autospectra of VCN and PN under three conditions of 

CRD. Nerve activity was recorded from the same animal and across the same 

time periods as in Fig. 4.3. The data was divided into twelve 40 second 

subsections. Spectral analysis was performed on each subsection. The relative 

power density (RPD) across time is colour-coded (note the scale bar on right of 

each figure is different). A, Absence of CRD. Ai, VCN autospectrum shows that 

the power of the VCN was concentrated at a band around 0.82 Hz but the power 

density varied across time. Aii, PN autospectrum shows little or no power across 

time. B, Control condition. Bi, VCN autospectrum shows that the power of the 

VCN was concentrated in a relatively well-defined band between 0.54 and 1.05 

Hz, including the frequency of CRD (0.59 Hz, see Bii). It should be noted that the 

two dominant peaks of the VCN autospectrum revealed in Fig. 4.3Bi were not 

constant across time; it was a feature arising from dynamic change of the power 

density within the narrow frequency band. Bii, PN autospectrum. C, Enhanced 

CRD. Ci, VCN autospectrum reveals that the relative power density of the VCN 

was very constant across time and centred at the frequency of CRD (0.63 Hz, 

see Cii). Cii, PN autospectrum.
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Chapter Three). The data is summarised for the absence of CRD (N=8), control 

(ISM 3) and enhanced CRD (N=8) groups in Fig. 4.5. Comparisons between 

conditions of absent CRD and enhanced CRD revealed a significant difference 

(p<0.05, Wilcoxon rank-sum test).

4.4.2D Heart rate- and LIC-related discharge in the VCN activity 

Under all conditions, no spectral peak at cardiac frequency was observed in the 

VCN autospectra. On the other hand, a small peak at LIC frequency with high 

coherence (median of coherence: 0.68, interquartile interval: 0.50-0.81) was 

observed in the VCN autospectra in sixty two percent of whole nerve 

experiments (absence of CRD: 6/8; control: 7/13; enhanced CRD: 5/8). A typical 

example under control condition is shown in Fig. 4.6. In addition to the dominant 

peak at 0.63 Hz (arrow, Fig. 4.6 Ai), this VCN autospectrum had another small 

peak (*) at LIC frequency (1.61 Hz, Fig. 4.6 Aii). The high coherence (0.79) at 

LIC frequency demonstrated that this peak was highly correlated to LIC-related 

activity (Fig. 4.6 Aiii). It was not a spurious phenomenon arising from ventilatory 

movement artifacts because this LIC-related peak and the high coherence were 

abolished after sympathetic ganglionic blockade by giving chlorisondamine (Fig.

4.6 Bi-iii). The relationship between LICs and PGN activity will be addressed in 

Chapter Five.

4.4.3 Whole nerve activity recorded from the VCN in spontaneously 

breathing animals

Three animals were recorded under spontaneously breathing conditions to 

determine whether VCN activity behaved in a similar way to that seen in 

artificially ventilated animals. In all three, the VCN autospectra revealed a T-
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Absence of CRD Control Enhanced CRD

Fig. 4.5 Dynamic stability of rhythmical components 

evaluated by the variance of the relative power density of 

VCN activity across time in artificially ventilated animals 

under three conditions of CRD. Data are presented as 

medians and 1st and 3rd quartiles. The level of power 

density variance is inversely proportional to the level of 

stability. The asterisk, *, indicates that the power density 

variance in the absence of CRD was significantly higher 

than the variance in conditions of enhanced CRD 

(Wilcoxon rank-sum test, p<0.05).
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Fig. 4.6 Lung inflation cycle (LIC) related activity in VCN activity recorded 

from an artificially ventilated animal under a control CRD condition. A, 

Experiment before application of a sympathetic ganglionic blocker, 

chlorisondamine (3 mg kg-1 I.V.). Ai, Autospectrum of VCN activity. In 

addition to the dominant peak at 0.63 Hz (}), there was another minor peak 

at tracheal pressure (TP) frequency (*, 1.61 Hz). Aii, Autospectrum of TP. 

Aiii, Coherence spectrum between VCN activity and TP shows that the LIC- 

related activity in the VCN was correlated to TP with high coherence (0.79). 

B, Experiment after application of chlorisondamine. Bi-Biii, The abolishment 

of the VCN spectral peaks and the high coherence between VCN activity 

and TP demonstrates that the LIC-related activity in the VCN before 

application of chlorisondamine was not a movement-induced artifact.
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peak with a median frequency of 0.60 Hz (interquartile interval: 0.56-0.66 Hz) 

and a second peak with a median frequency of 0.93 Hz (interquartile interval: 

0.90-1.10 Hz), which showed high coherence with the PN activity (median: 0.52, 

interquartile interval: 0.51-0.62). This demonstrated that VCN activity of 

spontaneously breathing animals contained rhythmical components similar to 

those identified in artificially ventilated preparations.

4.4.4 Paired recordings of PGNs innervating the CVA in artificiaiiy 

ventilated animals

4.4.4A In the absence of CRD the T-rhythms seen in PGNs recorded 

simultaneously show a low probability of synchronization 

Activity of six pairs of PGNs (6 animals), each from separate electrodes, was 

recorded in the absence of CRD. The discharges of individual PGNs, examined 

by autocorrelograms and autospectra, were rhythmical in nature. The median 

frequency of the T-rhythm was 0.61 Hz (interquartile interval: 0.54-0.64 Hz). 

Although activity of all PGNs showed a dominant peak in the range of T-rhythm 

frequency in the autospectrum, neither of the PGNs in a pair had the same T- 

rhythm frequency and cross correlogram analysis revealed that no significant 

rhythmical synchronization was displayed in PGN-»PGN activity.

Fig. 4.7Ai, Aii show ten superimposed action potentials for each of a pair of 

PGNs, illustrating the consistency of the spike shape and amplitude. A section 

of the real time neurograms of these two PGNs and PN is shown in Fig. 4.7Aiii. 

The autocorrelograms from these two PGNs, in the absence of CRD, are shown 

in Fig. 4.7Bi, 4.7Bii. These PGNs both exhibited characteristic rhythmicity, but 

the frequencies are different (0.54 Hz for PGN1, 0.69 Hz for PGN2). The 

PGN1-»PGN2 cross correlogram shown in Fig. 4.8A, does not show a
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Fig. 4.7 Neurograms and frequency relationships of two PGNs and PN activity 

recorded simultaneously in an artificially ventilated animal under three 

conditions of CRD. Ai, Aii, Ten superimposed spikes recorded from the PGNs 

demonstrate the consistency of the shape and amplitude of the action 

potentials. Aiii, Typical example of a real time neurogram showing the temporal 

relationship between PGN and PN activity under control conditions. B-D : 

Autocorrelograms and autospectra (insets) of PGN and PN activity. The dashed 

lines across the autospectra allow comparisons between the frequencies of the 

T-rhythms and PN activity. B, Absence of CRD. Bi, PGN1 autocorrelogram (167 

triggers) and autospectrum. Bii, PGN2 autocorrelogram (252 triggers) and 

autospectrum. C, Control condition. Ci, PGN1 autocorrelogram (199 triggers) 

and autospectrum. Cii, PGN2 autocorrelogram (298 triggers) and spectrum. Ciii, 

PN autocorrelogram (227 triggers) and autospectrum. D, Enhanced CRD. Di, 

PGN1 autocorrelogram (235 triggers) and autospectrum. Dii, PGN2 

autocorrelogram (324 triggers) and autospectrum. Diii, PN autocorrelogram 

(215 triggers) and autospectrum.
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Fig. 4.8 Rhythmical PGN-»PGN and PN-»PGN synchronization revealed by 

cross correlograms under three conditions of CRD. The PGNs and the period of 

analysis are the same as in Fig. 4.7. If rhythmical synchronization exists 

between two neural activities, a periodic pattern should be observed in the 

cross correlogram. The dashed lines in the cross correlograms define the upper 

and lower limits of the 95% confidence interval. Significant rhythmical 

synchronization is indicated by the presence of periodic peaks (or troughs) over 

the 95% confidence interval. The degree of rhythmical synchronization was 

quantified by the autospectrum (scaled by relative power density, RPD) of the 

cross correlogram envelope (see Chapter Three). A, Absence of CRD. 

PGN1-»PGN2 cross correlogram. No significant rhythmical synchronization was 

present. This was consistent with the absence of prominent peaks in the 

envelope autospectrum (inset). 8, Control condition. Bi, PGN1-»PGN2 cross 

correlogram. No significant rhythmical synchronization was present although 

some activity of both PGNs discharged at the same time as revealed by the 

small peak at lag zero (black circle). A small peak at CRD frequency in the 

envelope autospectrum (asterisk, inset) suggests a weak periodic modulation of 

correlated firings of both PGNs by CRD. 8/7, PN-»PGN1 cross correlogram and 

Biii, PN->PGN2 cross correlogram show that significant rhythmical 

synchronization was present. C, Enhanced CRD. Ci, PGN1->PGN2 cross 

correlogram, a significant periodic pattern appeared in the cross correlogram 

indicating rhythmical synchronization. The prominent peak at CRD frequency in 

the envelope spectrum (asterisk, inset) suggests that the rhythmical 

synchronization arose from coupling of both PGNs to CRD. C/7, PN-»PGN1 

cross correlogram and Ciii, PN-»PGN2 cross correlogram show that the 

rhythmical synchronization between PGNs and PN are prominent.
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significant rhythmicity (i.e. peaks passing through the 95% confidence level at 

regular intervals), indicating that the rhythmical component of the discharges of 

this pair of PGNs is not synchronized. The small peaks with low power density 

in the envelope spectrum of the cross spectrum (inset), a measure of degree of 

rhythmical synchronization (see Chapter Three), also suggest the periodic 

phase lock in the absence of CRD was weak.

4.4.4B In control conditions some pairs show PGN-+PGN synchronization 

through coupling to CRD 

Activity of pairs of PGNs (thirteen from twelve animals) was recorded in control 

conditions, either using separate electrodes (N=9) or discriminated from 

multiunit activity recorded through a single electrode (N=4). All the PGNs 

displayed a dominant rhythm with a median frequency of 0.73 Hz (interquartile 

interval: 0.64-0.76 Hz). In seven (54%) pairs of PGNs, each PGN had the same 

T-rhythm and there was significant PGN->PGN synchronization. The T-rhythm 

frequencies of these PGNs were the same as the frequency of CRD (median 

frequency: 0.73 Hz, interquartile interval: 0.73-0.74 Hz). The cross correlogram 

between PN and these PGNs (represented as PN-»PGN) showed that they 

were significantly correlated. Six (46%) pairs of PGNs had different T-rhythm 

frequencies and no significant PGN-»PGN synchronization. In four of these 

pairs, one PGN of each pair showed a T-rhythm frequency the same as CRD 

but the other did not. In the remaining two pairs, the frequencies of the T- 

rhythms of the PGNs in each pair were different from each other and from CRD. 

An example of the autocorrelograms of a pair of PGNs in control conditions is 

shown in Fig. 4.7Ci, 4.7Cii (these are the same units as in Fig. 4.7Bi, 4.7Bii). 

Fig. 4.7Ciii shows the PN autocorrelogram in this animal (CRD frequency: 0.74
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Hz). The two PGNs have different T-rhythm frequencies (0.54 Hz for PGN1,

0.73 Hz for PGN2) and there is no significant PGN1-^PGN2 rhythmical 

synchronization as revealed by the cross correlogram in Fig. 4.8Bi. PGN1 has a 

T-rhythm frequency which is different to the CRD frequency, but the PN-»PGN1 

cross correlogram shows a significant correlation (Fig. 4.8Bii). This arises from 

the dynamic nature of PN->PGN interaction (see section The stability of 

rhythmical synchronization of PGNs increases when CRD is enhanced). While 

some discharges of PGN1 are phase-locked to CRD, which produced the 

periodic pattern in the cross correlogram, the overall activity which produced the 

T-rhythm did not had a fixed phase difference to CRD. PGN2 has a T-rhythm 

which is at the same frequency as CRD and the cross correlogram reveals a 

significant rhythmical synchronization (Fig. 4.8Biii). The small peak around lag 

zero in the PGN->PGN cross correlogram (•, Fig. 4.8Bi) and the spectral peak 

with low power density in the envelope spectrum (*, inset) might result from the 

fact that some activity of the two PGN became periodically synchronized 

through phase lock to CRD. This is more clearly demonstrated in the PN-»PGN 

joint peri-stimulus scatter plot in Fig. 4.9. Although not a prominent feature, the 

clustering of PGN events along the diagonal line (arrows) indicates that some 

coincident activity of the two PGNs arises from phase-lock to CRD at the same 

time.

4.4.4C Enhanced CRD leads to PGN-+PGN synchronization of T-rhythms

Six animals were recorded in conditions of enhanced CRD and six pairs of

PGNs were recorded through separate electrodes. All the PGNs exhibited

robust rhythmicity, as revealed by their autocorrelograms, with a median T-

rhythm frequency of 0.68 Hz (interquartile interval: 0.63-0.69 Hz). Notably, in
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CRD at the same time.
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five (83%) of the pairs of PGNs, the activities of both PGNs had the same T- 

rhythm frequency and were significantly synchronized. These pairs were also 

locked in a 1:1 manner with CRD (median frequency: 0.68 Hz, interquartile 

interval: 0.64-0.71 Hz) and had significant PN->PGN synchronization. The 

dynamic nature of this synchronization is demonstrated by the fact that three 

(60%) pairs of PGNs synchronized during periods of enhanced CRD were not 

significantly synchronized in control conditions.

The same PGNs examined during the absence of CRD (Fig. 4.7B) and control 

conditions (Fig. 4.7C) are shown under enhanced CRD conditions in Fig. 4.7D. 

Both PGN1 and PGN2, and the PN show the same dominant frequency (0.72 

Hz), as revealed by their autocorrelograms (Fig. 4.7Di, 4.7Dii, 4.7Diii) and 

autospectra (insets). These PGNs show significant PGN-»PGN rhythmical 

synchronization (Fig. 4.8Ci). This synchronization as a result of coupling of both 

PGNs to CRD was suggested by the fact that the prominent peak (RPD: 24.9) 

in the envelope spectrum of the cross correlogram (inset) was associated with 

the CRD frequency (*). This was also supported by the findings that there was 

significant PN-»PGN synchronization for both PGNs under conditions of 

enhanced CRD (Fig. 4.8Cii, 4.8Ciii).

4.4.4D Summary of the data from paired recordings under various respiratory 

conditions

The data presented here revealed a significant increase in the probability of 

synchronization of the rhythmical activity of PGN pairs as animals were moved 

from conditions where CRD was absent to conditions where CRD was 

enhanced. In the absence of CRD, PGN-»PGN activity never showed

rhythmical synchronization. Although all these PGNs showed a T-rhythm, the T-
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rhythm frequency of each PGN of a pair was different as revealed in the scatter 

plot (Fig. 4.10A). During control conditions, where CRD was present, a 

proportion of PGN pairs (~55%) had the same T-rhythm frequency (Fig. 4.1 OB) 

which was also the same as that of CRD. The T-rhythms of PGNs of these pairs 

were phase-locked. Where the PGNs of a pair had different rhythms, there was 

no synchronization. In conditions of enhanced CRD, the majority of pairs 

(>80%) of PGNs had T-rhythms that were synchronized to each other at the 

frequency of the CRD. The T-rhythm frequencies of each PGN in each pair in 

this condition are shown in Fig. 4.10C. For all the synchronous pairs of PGNs 

either under control conditions or when the CRD was enhanced, the peak 

nearest to lag zero in the PGN-»PGN cross correlograms always straddled the 

lag zero (as shown in Fig. 4.8Ci), indicating that statistically, the phase 

difference between synchronous PGNs was nearly zero (i.e. in-phase 

synchronization). Furthermore, PN-»PGN cross correlograms reveal that 

activity of the two PGNs of a synchronous pair have similar phase differences 

relative to PN activity (see Fig. 4.8Cii, 4.8Ciii) and this, given the fact that the 

frequencies of the PGNs are the same as that of PN, strongly suggests that the 

in-phase synchrony of PGN discharges may arise from the synchronization 

through CRD.

The degree of rhythmical synchronization between PGNs, evaluated by 

the spectrum of the cross-correlogram envelope (see Chapter Three), was also 

significantly higher when CRD was enhanced than when CRD was absent 

(p<0.02, Wilcoxon rank-sum test, Fig. 4.11).
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Fig. 4.10 Summary scatter plots showing T-rhythm frequencies of pairs of 

postganglionic neurons (PGN1 and PGN2) in three conditions of CRD. The 

shaded diagonal bands indicate where the T-rhythm of both PGNs have 

frequency differences less than 0.05 Hz, and by definition are considered to 

have the same frequency (see Chapter Three). A, Absence of CRD. 0/6 pairs 

of PGNs had the same frequency. B, Control condition. 7/13 pairs of PGNs 

(54%) had the same frequency. C, Enhanced CRD. 5/6 pairs of PGNs (83%, 

two pairs were superimposed as indicated by the circle) had the same 

frequency.
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Fig. 4.11 Degree of rhythmical PGN — PGN synchronization 

in artificially ventilated animals under three conditions of 

CRD evaluated by the relative power density of the 

autospectrum of the cross correlogram envelope (see 

Chapter three). Data are presented as median and 1st and 

3rd quartiles. The level of relative power density is 

proportional to the level of rhythmicity. The asterisk, *, 

indicates that the relative power density in conditions of 

enhanced CRD is significantly higher compared to that when 

CRD is absent (Wilcoxon rank-sum test, p<0.02).
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4.4.4E The stability of rhythmical synchronization of PGNs increases when CRD 

is enhanced

Time-evolving raster plots were used to investigate the temporal stability of the 

rhythmical synchronization in PGNs. The density of the striations on the raster 

plot, which are a measure of the stability of the phase relationship between two 

oscillators, were quantified by calculating the phase variation factor (Chapter 

Three for details).

When CRD was absent, raster plots of PGN-»PGN activity displayed no 

obvious striations, indicating that no constant phase relationship existed 

between PGN firing activity, although occasionally transient phase-locked 

periods could be observed. A typical example is shown in Fig. 4.12A (this is the 

same animal shown in Fig. 4.7,4. 8). Three transient phase-locked periods are 

indicated by arrowheads. In control conditions, raster plots of PGN->PGN 

activity revealed a higher probability of striation, although this was not apparent 

for many of the pairs recorded. The example in Fig. 4.12Bi (from the animal in 

Fig. 4.7, 4.8) illustrates a raster plot with no evidence of a striated appearance. 

By contrast, time-evolving raster plots of PN->PGN activity revealed some 

striations, indicative of a relatively constant phase difference during these 

periods. In the typical examples shown in Fig. 4.12Bii, 4.11 Biii, there are also 

periods of asynchrony (e.g. arrowhead in Fig. 4.12Bii) and changes in the 

phase difference (e.g. arrow in Fig. 4.12Biii), suggesting that the coupling to 

CRD is relatively dynamic. In conditions of enhanced CRD, the PGN-»PGN 

raster plots of the PGN pairs showed some clear periods of striation, but also 

periods where a constant phase difference between the PGN activities was not 

so apparent. The example shown in Fig. 4.12Ci (from the animal in Fig. 4.7, 4.8) 

shows obvious striations (see period between arrows in Fig. 4.12Ci), suggesting
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Fig. 4.12 Dynamic change of rhythmical PGN->PGN and PN->PGN 

synchronization evaluated by the ordinary correlation raster plot (OCRP) under 

three conditions of CRD. The two PGNs and the period of analysis are the 

same as those in Figs. 4.7, 4.8. If the phase difference between two activities is 

relatively constant across time, a vertical striation will be observed in the raster 

plot. A , Absence of CRD: no definite pattern was present in the PGN1->PGN2 

OCRP although transient phase-locked periods can be observed (arrowheads). 

B, Control condition. B/, PGN1-»PGN2: the phase difference of the two units 

varied across time. B//, PN-»PGN1 and Biii, PN->PGN2, in some parts during 

data collection, the PGNs were synchronized with PN but periods of asynchrony 

(e.g. arrowhead, Bii) or changes of the phase difference (e.g. arrow, Biii) were 

also observed. C, Enhanced CRD. C/, PGN1->PGN2: although phase drifting 

was still apparent (as in the absence of CRD and in control), there were also 

periods of rhythmical synchronization indicated by vertical striations (e.g. 

between arrows). Cii, PN->PGN1 and Ciii, PN-»PGN2: Rhythmical

synchronization between the PN and PGNs was more apparent across time 

than previously.
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periods of strong phase locking, preceded and followed by periods where the 

synchronization is not so strong. The majority of PN->PGN raster plots in 

enhanced CRD conditions showed dense striations indicative of a constant 

phase relationship (see Fig. 4.12Cii, 4.11 Ciii for typical examples). There was 

little evidence of phase hopping, suggesting that the synchronization to CRD 

was strong.

Comparison of the phase variation factor for PGN-»PGN raster plots is 

shown in Fig. 4.13. The data illustrates that the phase variance was significantly 

lower in the condition of enhanced CRD versus absence of CRD (p<0.02, 

Wilcoxon rank-sum test). This indicates that rhythmical synchronization was 

more stable during periods of enhanced CRD than in the absence of CRD.

4.4.5 Paired recordings of PGNs innervating the CVA in spontaneously

breathing animals

Six pairs of PGNs were recorded from five spontaneously breathing animals 

under control conditions. Of the 12 PGNs recorded, only one unit did not show 

rhythmical discharges. The median frequency of the T-rhythm in the remainder 

was 0.65 Hz (interquartile interval: 0.50-0.84 Hz). One pair (8%) were 

synchronized and also showed 1:1 phase locking with the CRD (median 

frequency: 0.93 Hz, interquartile interval: 0.84-0.97 Hz).

Four pairs of PGNs were recorded from four animals in conditions of 

enhanced CRD. Rhythmical discharges were found in all the PGNs (T-rhythm 

median frequency: 0.68 Hz, interquartile interval: 0.63-0.74 Hz) and significant 

PGN->PGN synchronization was found in three (75%) of the pairs. All these 

PGNs were synchronized with CRD (median frequency: 0.92 Hz, interquartile 

interval: 0.71-1.18 Hz).
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Fig. 4.13 Dynamic stability of rhythmical synchronization 

between PGNs evaluated by the phase variation factor in 

artificially ventilated animals under three conditions of CRD 

(see Chapter Three). Data are presented as medians and 
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inversely proportional to the level of stability. The asterisk, 

*, indicates that the phase variation factor in the absence 

of CRD was significantly higher than in conditions of 

enhanced CRD (Wilcoxon rank-sum test, p<0.02).
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The data presented here indicate that the rhythmical firing behavior in PGNs of 

spontaneously breathing animals was consistent with the findings from the 

artificially ventilated preparations.

4.4.6 The mean discharge rate of PGNs does not significantly change with 

increases in CRD

Unlike the dominant rhythm, which reflects the periodic change of firing 

probability given that a PGN spike has occurred, the mean discharge rate, 

which is more related to neuronal excitability, describes averaged firing rate 

(see Chapter Three). The discharge rate of the PGNs in each of the groups 

was calculated to test the hypothesis that synchronization of PGNs might be 

accompanied by change in their excitability. Since the mean discharge rate of 

single PGNs was highly variable, the median values with the range for each 

group are presented. Paired Wilcoxon signed-rank tests were used for statistical 

comparisons. In artificially ventilated rats, the median discharge rate of PGNs 

was 0.88 Hz in the absence of CRD (N=12, range: 0.42-1.33 Hz), 1.37 Hz in 

control (N=26, range: 0.51-4.19 Hz) and 0.91 Hz in conditions of enhanced 

CRD (N=12, range: 0.51-2.0 Hz). Paired statistical comparisons showed that 

the discharge rates were not significantly different between pairs in the absence 

of CRD versus conditions of enhanced CRD (p=0.41, paired Wilcoxon signed- 

rank test, N=10).

In spontaneously breathing rats, the median discharge rate of PGNs was 

1.15 Hz in control conditions (N=12, range: 0.48-2.5 Hz) and 1.04 Hz in 

conditions of enhanced CRD (N=8, range: 0.49-3.18 Hz). A statistical analysis 

between pairs recorded in control and conditions of enhanced CRD revealed 

that the discharge rates were not significantly different (p=0.14, paired Wilcoxon
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signed-rank test, N=4).

4.5 Simulation: Explanation of the discharge behavior of CVA PGN 

population activity

One apparently paradoxical observation in the experiments was that in the 

absence of CRD, while the autospectra of VCN activity revealed a rhythmical 

component, suggesting that some of the rhythmical discharges of PGNs were 

synchronized (Fig. 4.3Ai), no significant PGN-*PGN rhythmical synchronization 

was observed (Fig. 4.8A). This paradox can be explained, however, as the 

autospectrum of a population composed of many weakly coupled or uncoupled 

oscillators with similar frequencies can still have a peak within the frequency range 

of its constituents. Theoretic consideration regarding the existence of population 

rhythmicity in spite of uncoupled constituent oscillators has been addressed by 

Christakos (see Christakos, 1986, Christakos, 1994). It can be proved 

mathematically that the autospectrum of stationary population activity is the sum 

of the autospectra of its components and the co-spectra (or coincidence 

spectra, the real part of cross spectra) between pairwise constituents. The proof 

is given in Appendix II. While the power density in an autospectrum at a 

particular frequency quantifies the ‘strength’ of rhythmicity at that frequency, the 

co-spectrum is a measure of in-phase or out-phase relationships of rhythmical 

components between two activities. Co-spectral intensity at a particular 

frequency can be positive (in-phase) or negative (out-phase) at that frequency 

(Bloomfield, 1976; Bendat & Piersol, 1986). For a population of uncoupled or 

weakly coupled oscillators with dominant frequencies within a similar range, the 

phase difference is expected to vary across pairwise oscillators at any particular 

frequencies. The annihilation of effect of phase lead and phase lag will lead to
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diminishment in the sum of co-spectrum. However, a prominent peak within the 

dominant frequency range of its components will emerge out of the population 

autospectrum because any individual oscillator will contribute significant power 

within this frequency range.

A model of population PGN activity in the absence of CRD was used to illustrate 

this point. Using a stochastic model, five hundred uncorrelated event series 

representing activity of PGNs were generated by a computer using parameters 

estimated in the absence of CRD (see Appendix I for the stochastic model). 

Simulated population activity was provided by the superimposition of these 

simulated PGN activities followed by simple 11-point moving averaging. The 

moving averaging is used to simulate the integration and smoothing procedure 

for VCN activity signal processing (see Chapter Two). Fig. 4.14A, B, C show 

three examples of the simulated population PGN activity. Autocorrelograms of 

three simulated event series selected, each from the respective simulated 

population, are given in Fig. 4.14Ai, Bi, Ci. They are similar to the 

autocorrelograms of real data (compared with Fig. 4.7). The histograms of the 

frequencies with maximal power density (Fig. 4.14Aii, Bii, Cii) demonstrated that 

the dominant frequencies of the five hundred simulated PGN event series are 

concentrated in the range of T-rhythm. The uncorrelation between any pair of 

the simulated PGN event series is guaranteed by the randomness in selection 

of the parameters such as dominant frequency used for their generation (see 

Appendix I). Fig. 4.14Aiii, Biii, Ciii show the histograms of coherence at any 

frequency between any pair of PGN event series. Only thirty series selected 

randomly from each pool of PGN event series were used to generate these 

histograms because there was a limitation of computer memory to handle large 

amounts of data produced if the number of the event series is bigger. The
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Fig. 4.14 Simulation of population activity composed of multiple PGN 

oscillators. The simulated population consisted of five hundred PGNs the event 

series of which were generated by the stochastic model described in Appendix

I. Three examples of the simulation are illustrated in A, B, C. Ai, Bi, Ci, The 

autocorrelogram of a sampled single PGN from each population was similar to 

the autocorrelogram of real data (cf. Fig. 4.7Bi, 4.7Ci, 4.7Di). Aii, Bii, Cii, The 

frequency histogram from each population demonstrates that the dominant 

frequencies of the constituent simulated PGNs distributed in a frequency range 

similar to that of T-rhythm. Aiii, Biii, Ciii, The coherence histogram of thirty 

PGNs randomly selected from each population shows that the simulated PGNs 

were pairwise uncorrelated because the proportion of pairwise coherence at 

any frequency above the 95% confidence interval (dash line) was around 5% 

which was just a chance phenomenon. Aiv, Biv, Civ, The autospectrum of each 

simulated population activity clearly demonstrates a prominent peak centered in 

the frequency range of T-rhythm.
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dashed lines represent the 95% confidence interval (Rosenberg etal., 1989) for 

the coherence. These coherence histograms demonstrate that the simulated 

PGN event series are not correlated to each other because the proportion of 

coherence outside the 95% confidence interval was only about 5% (4.99% for 

Fig. 4.14Aiii, 5.02% for Fig. 4.14Biii, 5.01% for Fig. 4.14Ciii), which was just a 

chance phenomenon. Although these simulated PGN event series were not 

correlated to each other, it is clear from Fig. 4.14Aiv, 4.14Biv, 4.14Civ that a 

prominent peak within the frequency range of the dominant rhythms of its 

constituents appeared in the population activity.

This demonstrated the potential for the existence of a population rhythm 

centred within the dominant frequency range of its constituent oscillators. The 

conclusion that the population autospectrum is the sum of the component 

autospectra and the pairwise co-spectra also predicts that if a proportion of 

these oscillators are synchronized to a common frequency through a shared 

drive, a prominent peak at the driving frequency will emerge in the autospectrum 

of the population. This is because the power of the synchronous individuals 

would concentrate at that frequency and stands out from those components with 

dispersed frequencies. Furthermore, if these oscillators exhibit near zero lag (i.e. 

in-phase) synchronization, this will increase intensity of the co-spectrum at the 

driving frequency. The near zero lag synchronization in response to CRD (see 

Results) suggests that in-phase synchronization can happen when the single 

PGNs are subjected to a common drive. The same phenomenon was also 

observed when single PGNs were driven by LIC-related activity (see Chapter 

Five).
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4.6 Discussion

4.6.1 Multiple CVA PGN oscillators

This study demonstrated that activity of PGNs innervating the CVA, originates 

from multiple sympathetic oscillators and these oscillators are capable of dynamic 

synchronization. The direct evidence of multiple oscillators came from 

experiments where two CVA PGNs were recorded simultaneously. It was found 

that dominant frequencies of single PGNs could be different and their activity was 

not necessarily synchronous. This suggests that the discharges of PGNs are 

driven by multiple oscillators. However, the existence of multiple oscillators does 

not necessarily imply that these oscillators are pacemakers, i.e. their rhythmical 

activity is self-generated without need of external input influences. In fact, 

considering the hierarchy of the SNS, it is more probable that sympathetic 

oscillatory activity originates from neural networks which receive inputs from 

different sources (Gebber & Barman, 1981; McAllen & Malpas, 1997; Malpas, 

1998). One possible network may involve a common oscillator antecedent to CVA 

PGNs and the different dominant frequencies of single PGNs is a consequence of 

differential filtering processes by downstream neurones (Coote, 1988). In spite of 

this, it still suggests that at some level in the SNS, pathways destined to the single 

CVA PGNs differentiate to harbour oscillatory activity with different frequencies,

i.e. multiple oscillators in a broad term. In the absence of CRD, the lack of 

significant rhythmical synchronization between single PGNs implies these 

oscillators are autonomous, i.e. they are not mutually synchronized to each other. 

The existence of dominant rhythmical activity at population level does not 

necessarily indicate that stable synchronization was present in some PGN 

oscillators. Synchronization could be switched from a pair of PGNs to another 

across time without a stable synchrony state in any of them. However, owing to
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the relatively small sampling number in this study (Sittiracha et al., 1987), it is 

inconclusive whether all the single PGNs are asynchronous in the absence of a 

common drive (i.e. ‘free-run’ conditions). In fact, indirect evidence from a recent 

study which compared coherence between bilateral VCNs in the absence of CRD 

suggested that both VCN received a common drive from the central nervous 

system (Smith & Gilbey, 1998a). This would indicate that activity of some PGNs 

innervating the CVA is correlated. However, the simulation study demonstrated 

that prominent population rhythmical activity can still emerge even though all the 

constituent oscillators are not pairwise correlated (see below section 4.6.3). This 

suggests that the statistical relationship between discharges of single PGN 

oscillators alone is capable of generating rhythmical burst activity in population 

activity. If some PGNs are correlated under ‘free-run’ conditions, it is expected that 

the dominant periodicity in the population activity will become more conspicuous.

4.6.2 Synchronization of CVA PGNs

Although activity of single PGNs may not be synchronous under ‘free-run’ 

conditions, this study clearly demonstrated that they could become synchronized 

when they are subjected to a common driving force, in this case, the CRD. 

Previous studies have shown that respiratory modulation in PGN activity became 

more prominent during hypercapnia (Bachoo & Polosa, 1986). At the 

preganglionic sympathetic neurone (SPN) level, hypercapnia could induce 

recruitment of silent SPNs or increase discharge ja te  of active SPNs in acute 

spinal cats (Zhang et al., 1982). It is possible that similar mechanisms may 

operate at the PGN level and so account for the increase of the respiratory 

modulation observed in the postganglionic sympathetic nerves during 

hypercapnia. Synchrony by summation of PGN activity phase locked to CRD
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provides another possibility for the increase of respiratory modulation. Although it 

has been shown that respiratory modulation of single PGNs becomes more 

prominent during hypercapnia (Boczek et a/., 1992; Habler et al., 1993), by 

recording two single PGNs simultaneously, this study provided direct evidence 

indicating that enhancement of synchronization between single PGNs without 

significant change of discharge rate could result in prominent respiratory related 

activity in sympathetic nerves. The degree of synchronization depends on the 

strength of CRD. This conclusion was reached through some key findings in 

experiments where the strength of CRD was manipulated. In the absence of CRD, 

the phase difference between single PGNs drifted across time and consequently, 

synchronization was not a feature although transient phase lock periods may 

occur as revealed by OCRP (Fig. 4.12). Increase of synchronization was observed 

under control conditions where CRD was present. The fact that the synchronized 

pairs had a dominant frequency the same as the respiratory frequency and they 

were phase locked to CRD suggested that this synchronization was a 

consequence of coupling of PGNs to CRD. However, synchronization was not 

obligatory under such conditions. Some units were synchronized to CRD but 

some pairs were not. This further indicated that the PGN oscillators may have 

different intrinsic properties and, therefore, substantiated the existence of multiple 

autonomous sympathetic oscillators.

The interaction between PGNs was dynamical in nature. This was 

demonstrated by the findings that even in pairs of asynchronous PGNs, transient 

phase lock through coupling to CRD was possible (Fig. 4.9). When CRD was 

enhanced, the temporal stability of the phase difference between PGNs increased 

and this resulted in a high probability of PGN synchronization. Thus, the 

adjustment of coupling strength to a common drive may provide an important
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mechanism for the SNS to regulate the degree of synchronization in a pool of 

autonomous sympathetic oscillators. Changes in the level of synchronization 

without simultaneous significant changes in the mean discharge rate of PGNs also 

supports the idea that in addition to the mean discharge rate, the temporal pattern 

of neuronal discharges may provide another mechanism for information coding in 

the nervous system (Fetz, 1997; Farmer, 1998).

4.6.3 Explanation of the population discharge behaviour

The dual approach of examining correlation both in whole nerve (VCN) activity 

and in PGN-»PGN activity allowed us to explore the relationship between the 

activity profile of a neuronal population and its individual components. 

Importantly, the comparisons indicate that the emergent properties of multiunit 

activity can be different from those that would be predicted from PGN-»PGN 

relationships. In the absence of CRD, VCN activity has a dominant rhythmical 

activity although individual single PGNs did not reveal significant rhythmical 

synchronization. The simulation and theoretical study (Appendix II) suggests 

that this population rhythm arises from the fact that the dominant frequencies of 

single PGNs are restricted in a narrow range and in the VCN autospectrum, 

each single PGN contributes significant power density to the spectral peak 

centred within this range. The power density of the peak depends on the number 

of units in the population, the strength of correlation between units and the 

distribution of phase difference (Christakos, 1986; Christakos, 1994). The 

dominant population rhythm, however, does not exhibit high temporal stability 

under ‘free-run’ conditions. This is because the rhythms of single PGNs are not 

constant across time themselves (see Chapter Three, Introduction) and 

although the global feature of single PGNs is not synchronous, fluctuation of
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correlation is possible on account of the potential for transient synchronization. 

These factors can explain the temporal variation of power density of the wide 

band around the T-rhythm frequency range in the time evolving autospectrum. 

Under control conditions, some PGNs were synchronized through coupling to 

CRD and this contributed to the respiratory related activity observed in VCN 

activity. However, the CRD related activity in VCN activity was not a stable 

feature across time as shown in the time evolving autospectrum (Fig. 4.4Bi). 

The instability of the CRD related activity at the population level arose from the 

fact that the phase difference between single PGN and CRD underwent 

considerable temporal variation. One important feature for the interaction of 

single PGNs and CRD is that single PGNs cannot be absolutely dichotomised 

to two distinct groups based on whether they are synchronous to CRD. 

Synchronization or asynchronization might not always be a constant 

phenomenon (cf. Fig. 4.12Bii, Biii). A consequence of this was that 

synchronization between PGNs at CRD frequency did not exhibit absolute 

temporal stability either. The dynamic characteristic of the interaction at single 

neuronal level resulted in the varied power density along the dominant band in 

the time evolving VCN autospectrum (Fig. 4.4Bi). It also demonstrated that the 

two peaks, one related to CRD and the other did not, in the VCN autospectrum 

did not necessarily imply existence of two distinct groups of single PGNs (Fig. 

4.3Bi). When CRD was enhanced, a higher proportion of single PGNs were 

synchronized to CRD and the phase difference between single PGNs and CRD 

became more stable across time. This explains the narrow band with less 

varied power density in the time evolving VCN autospectrum (Fig. 4.4Ci), and, 

therefore the sharp peak in the autospectrum (Fig. 4.3Ci), at CRD frequency.
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4.6.4 Conclusion

This study demonstrated:

1. Activity of PGNs innervating the CVA of the rat’s tail is driven by multiple 

oscillators.

2. Synchronization between single PGNs is not obligatory but it can be modified 

by adjustment of the strength of a common driving force, CRD. Enhanced 

CRD increased the probability of PGN synchronization.

3. Population PGN activity (VCN activity) should not be considered as one distinct 

oscillator but instead, should be considered as superimposed activity of multiple 

oscillators. The discharge behavior of the population activity is a direct reflection 

of the dynamic interaction at single oscillator level.
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Chapter Five

Dynamics of periodically driven multiple sym pathetic

oscillators

5.1 Introduction

The previous study (Chapter Four) established that PGNs innervating the CVA 

of the rat’s tail are driven by multiple oscillators. When the strength of a 

common driving force such as CRD was changed, these PGN oscillators might 

undergo dynamic synchronization. In the present study, the discharge 

behaviour of PGN activity in response to frequency changes of another periodic 

drive, LIC-related activity was examined from both the population (VCN activity) 

and the single neurone levels.

5.1.1 Dynamics of PGN activity in response to frequency changes of the 

LIC-related activity (fuc)

Periodically driven biological oscillators frequently exhibited complex dynamics 

and oscillators with different intrinsic frequencies (/5n t ) may differ in their 

responses when subjected to frequency change of the driving forces (Glass & 

Mackey, 1988). In particular, the ability of the periodic driving force to 1:1 

entrain the driven oscillator when their frequencies are similar is a common 

observation in biological oscillators (Winfree, 1980; Glass & Mackey, 1988; 

Kelso, 1995). This provides an important mechanism to coordinate individual 

oscillators to produce stable population rhythms in response to the external 

drives. The findings in the previous study (Chapter Four) are consistent with 

this concept. However, the observations under conditions when driving
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frequency and //nt of driven oscillators are similar cannot be extended directly to 

the conditions when the frequency of the driving oscillator is moved away from 

fiNT. This is because at such driving frequencies, the interaction between driving 

and driven oscillators may display complex dynamics such as high order 

rational frequency-lock (i.e. commensurate frequencies) other than 1:1 (e.g. 2:1, 

3:1, 3:2, etc.), chaotic or asynchronous coupling, or intermittency of phase 

locking (Glass & Mackey, 1988; Kelso, 1995).

In the previous study (Chapter Four), the frequency of the driving force, 

CRD, of the vagotomized and anaesthetised rats only operated in a range close 

to the f\m of the PGN activity. The median of CRD frequency (pooled data from 

conditions of control and enhanced CRD) was 0.70 Hz (interquartile interval: 

0.63-0.77 Hz) which was within the frequency range of T-rhythm (see Chapter 

Four and Johnson & Gilbey, 1994, Johnson & Gilbey, 1996). It is not clear 

whether CVA PGN oscillators exhibit dynamics consistent with that of 

periodically driven oscillators across a wide range of driving frequencies. To 

examine this, LIC-related activity, whose periodic modulatory effect on the 

sympathetic nerve activity is well documented (Lipski et al., 1977; Gerber & 

Polosa, 1978), was used as the driving force instead of CRD because it is 

easier to change /L ie  while keeping other physiological parameters constant. 

During these experiments the tidal volume (Vj) of ventilation was kept 

approximately constant except during periods of fm  determination (see 

Materials and Methods). The purpose of this was to maintain a steady strength 

of LIC-related activity while changing its frequency so that the frequency 

dependent nature of PGN activity could be examined.
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5.1.2 Comparison of the discharge behaviours of single PGN and

population PGN activity

The observations from single PGN experiments were compared with those from 

population PGN experiments. From the functional point of view, it is important to 

consider the difference because the discharge pattern of VCN activity is more 

important than that of single PGNs in determining the neurogenic regulation of 

tail circulation. This is because the arterial wall can be considered as syncytium 

of smooth muscle cells connected by gap junctions through which depolarising 

currents can spread rapidly over relatively large distances in vascular tissues 

(Christ et al., 1996). The muscular syncytium would thus behave like an 

integrator in the sense that any ‘local’ fluctuation of single PGN discharges 

would be summated and smoothed out at the population level allowing 

population activity to stand out as the paramount factor for neurogenic 

contraction.

The changes of the degree of PGN synchronization in response to the 

changes of driving frequencies may have a direct impact on the neurogenic 

contraction of the CVA. If the discharge behaviours of PGN oscillators are 

consistent with that predicted by nonlinear dynamics of periodically driven 

oscillators, it would be expected that different PGNs may exhibit distinct 

responses to LICs because the diversity of their intrinsic frequencies. Mutual 

entrainment through a common driving force would be jeopardised by different 

coupling dynamics of individual oscillators to the driving force and consequently 

the probability of synchronization should be greatly reduced. Without mutual 

entrainment of constituent oscillators, the question remains as to whether the 

population can still maintain stable rhythmical activity coupled to the periodic 

drive.
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5.2 Materials and Methods

The experiments were carried out on 18 male Sprague Dawley rats. All the 

animals were ventilated artificially. Population PGN activity was recorded from 

VCN and single PGN activity was recorded from the surface of CVA. 

Experiments started with determination of the fm  of PGNs during periods of low 

VT and high ventilation rate, i.e. ‘free-run’ conditions. The idea of ‘free-run’ is to 

unlock PGN activity from LICs. A low V j would reduce the strength of LIC- 

related activity and therefore minimise its effect on the PGNs. Furthermore, 

unlocking was likely to achieve when fLic was much higher than PGN f\m 

because for nonlinear coupled oscillators, stable 1:1 entrainment is only 

observed when the frequency of the driving oscillator is close to the intrinsic 

frequency of the driven oscillator. (Glass & Mackey, 1988). Vy was then 

increased and the ventilation rate was brought close to the f\m to see if LIC- 

related activity and PGN activity could establish stable 1:1 coupling. The 

ventilation rate was then subsequently changed stepwise away from the /int 

while keeping VT constant. All the experiments were carried out in the absence 

of CRD. Central apnea was maintained by giving the rats inspiratory gas with 

high concentration of oxygen. However, it was difficult to maintain apneic state 

when ventilation rate was too low even under conditions of hyperoxemia. 

Therefore, in all the experiments /Lie was kept above 0.49 Hz.

5.2.1 Whole nerve experiments

VCN activity was recorded from six animals. When the /Lie was high PaC02 

dropped as a result of hyperventilation (see Results). Although all the 

experiments were conducted during central apnea, the possibility remains that 

C02 may influence sympathetic nerve activity even in the absence of CRD
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(Trzebski & Kubin, 1981). To test whether in the absence of CRD low PaC02 

will change the discharge pattern of PGN activity, half of the animals were given 

C02 (<5%) and 02 gas mixture during periods of high minute ventilation 

volume to maintain a state with relatively constant PaC02. These results were 

compared with those obtained in experiments where PaC02 was not clamped. 

During each episode o f /Lie changes, 8-minute data was collected.

5.2.2 Single PGN experiments

Twenty one single PGNs were recorded focally from the surface of the CVA of 

twelve animals. Simultaneous paired recordings were performed in ten of these 

(5 pairs). Some single PGNs (N=8) were not carried through the whole 

frequency range of /Lie (see Chapter Two) because of difficulties in maintaining 

stable recording conditions. Five-min data was collected for each episode of /Lie  

changes.

See Chapter Two for further details of experimental preparations and 

procedures.

5.3 Data analysis

Autospectra were used to determine /Lie and the dominant rhythm of single and 

population PGN activity. For single PGNs, autocorrelograms were generated 

first to confirm the existence of rhythmicity. Autospectra were routinely 

normalised by the maximal power density for direct comparison of the dominant 

frequency across different experiments. However, when autospectra were used 

to evaluate actual activity of VCN, they were scaled by absolute power density 

normalised by total power under ‘free-run’ conditions. Linear correlation 

between LIC-population PGN, LIC-single PGN or single PGN-single PGN was
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assessed by coherence spectra.

Time evolving VCN autospectra were used to evaluate temporal stability 

of rhythmical activity in the PGN population. The temporal stability was 

quantified by total variance of power density of this time evolving autospectrum. 

Stability of rhythmical phase lock between two single PGNs was assessed by 

the envelope spectrum of their cross correlograms and the ordinary cross 

correlation raster plot (OCRP). To provide a quantitative measure of temporal 

stability of phase difference, the phase variation factor under conditions of 

different /Lie was calculated and compared. When two single PGNs exhibited 

strong coupling through phase locking to LICs, this phenomenon could be easily 

detected in the presence of strong rhythmicity at /Lie in the PGN-»PGN cross 

correlogram. However, when the phase lock of two single PGNs to LICs was 

weak, detection of coincidence of events of two single PGNs in relation to LICs 

was enhanced by examining LIC triggered joint peri-stimulus scatter plots 

(JPSP).

The dynamic patterns of interaction between single PGNs and LICs were 

classified by studying the LIC triggered OCRP, which provides information 

about the stability of phase difference, and the reordered correlation raster plot 

(RCRP), which groups single PGN events into different clusters based on LIC- 

PGN phase difference. See Chapter Three for details.
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5.4 Results

5.4.1 Conditions of animals

The general circulatory and respiratory conditions of the animals were assessed 

by four physiological parameters. Fig. 5.1 summarises the mean arterial blood 

pressure (MAP), Pa02, PaC02 and pH for whole nerve experiments (Fig.5.1A) 

and single PGN experiments (Fig. 5.1). The trends of change of these 

parameters as /L ie  varied were evaluated by linear regression test. The solid 

and dotted lines represent linear regression lines. Significant deviation of the 

slope from zero was indicated by an asterisk. There was no significant change 

of MAP (Fig. 5.1Ai, Bi). No significant change of Pa02 was present in whole 

nerve experiments (Fig. 5.1 Aii) although a borderline negative trend was 

observed in single PGN experiments (p=0.048, Fig. 5.1Bii). When /Lie was high, 

respiratory alkalosis developed due to pulmonary alveolar hyperventilation. 

Under such conditions, PaC02 dropped and pH increased (Fig. 5.1 Aiii, Aiv and 

Fig. 5.1 Biii, Biv). In the whole nerve experiments, half of the animals were given 

PCO2 to counteract respiratory alkalosis (o, dash regression line, Fig. 5.1 Aiii, 

Aiv). These experiments were compared with those from which animals were 

not given CO2 (•, solid regression line, Fig. 5.1 Aiii, Aiv).

Although there was no significant trend of MAP change when /L ie  varied, the 

effect of ventilation on the phasic fluctuation of blood pressure (BP) diminished 

as /L ie  increased. Fig. 5.2 shows the dependence of the LIC-related undulation 

of the BP waves on /L ie - When /L ie  was low there was prominent BP oscillation 

correlated to tracheal pressure (TP) (/Lie: 0.49 Hz, Fig. 5.2A). By contrast, when 

/L ie  was high the LIC-related BP oscillation was markedly reduced (fuc- 1.51 Hz, 

Fig. 5.2B). The degree of LIC-related BP fluctuations was quantitated by the 

relative power density (RPD) at /L ie  in BP autospectra. Fig. 5.2B shows the
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Fig. 5.1 Scatter plots of physiological parameters of experiments under 
conditions of different /Lie. Significant deviation of the slope of the 
regression line from zero when /Lie was changed is indicated by an asterisk 

(t-test, p<0.05). A, Whole nerve experiments. Ai, Aii, No significant linear 
trend was present in the mean arterial pressure (MAP) and Pa02 as /Lie 

varied. Aiii, Aiv, When /Lie was high without adding CO2 into the inspiratory 

gas (black circles, solid line), respiratory alkalosis developed with low 

PaC02 and high pH (t-test for zero slope, p<0.001 for both). There was no 

significant linear trend in the PaC02 and pH in experiments where CO2 was 

added (open circles, dash line). B, Single PGN experiments. Ai, No 

significant linear trend was present in MAP as /Lie was changed. Aii, A 

borderline negative linear trend (t-test for zero slope, p=0.048) in Pa02 was 

observed when /Lie was increased. Aiii, Aiv, Respiratory alkalosis 

developed with low PaC02 and high pH (t-test for zero slope, p<0.001 for 

both) during periods of high /Lie.
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Fig. 5.2 /Lie dependent LIC-related oscillations of BP. A, Real time BP and 

TP waves. Although the mean BP was similar under conditions of low /Lie 
(0.49 Hz, Ai) and high /Lie (1.51 Hz, Aii), prominent LIC-related BP 

oscillations were only observed when /Lie was low but not when /Lie was 

high. B, Autospectrum of BP. The degree of the LIC-related BP oscillations 

were evaluated by the relative power density (RPD) at /Lie in the BP 
autospectrum. Bi, When /Lie was high (the same experiment as in Ai) there 

was a prominent peak at /Lie (asterisk, RPD: 24.02%). Bii, RPD of the peak 

at /Lie (asterisk, RPD: 0.53%) dropped when /Lie was high (the same 

experiment as in Aii). The additional peak at cardiac frequency is indicated 

by a black circle for both autospectra. C, Summary scatter plot of RPD at /Lie 

in the BP autospectrum when /Lie varied. RPD of the peak at /Lie declined 

precipitously as /Lie was increased (t-test for zero slope, p<0.001).
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corresponding BP autospectra ( /L ie  and heart rate were indicated by asterisks 

and dots, respectively) for data in Fig. 5.2A. The RPD at /L ie  under conditions of 

low /L ie  (RPD: 24.02%, Fig. 5.2 Bi) was much higher than that under conditions 

of high /Lie (RPD: 0.53%, Fig. 5.2Bii). Fig. 5.2C summarises the results (data 

from whole nerve and single PGN experiments were pooled). There was strong 

negative correlation (t-test for zero slope of regression line, p<0.001) between 

RPD of BP at /L ie  and /L ie -

5.4.2 Population PGN activity in response to fuc changes

5.4.2A The dominant frequency of population PGN activity is 1:1 locked to LIC- 

related activity across a broad fuc range 

Except for the periods during ‘free-run’ conditions (see below), population PGN 

activity (VCN activity) in response to fuc changes was examined in a fLic range 

extending from 0.49 Hz to 1.6 Hz. VCN activity under conditions without PaCC>2 

clamp and with PaC0 2  clamp during hyperventilation had similar discharge 

patterns in response to fuc changes. Fig 5.3 shows examples of results under 

the two experimental conditions (Fig.5.3A, without PaC02 clamp; Fig.5.3B, with 

PaCC>2 clamp). Sample segments of neurograms and autospectra of VCN 

activity and the TP waves are shown on the left and right panels of each 

activity, respectively (VCN: orange; TP: black). Under ‘free-run’ conditions (i.e. 

low VT, 1.0 ml, and high fuc, 1.94-2.00 Hz), spectral analysis of VCN activity 

revealed a broad peak reflecting the 1\ut range emergent from the oscillator pool 

(median frequency, 0.78 Hz. Interquartile range, 0.67-0.78). The existence of a 

modal fiNT in VCN activity was exemplified by the wide spectral peak in Fig. 5.3 

(fuc: 1.97 Hz and fiNT- 0.64 Hz in Fig. 5.3Ai; fuc- 195 Hz and fiNT- 0.78 Hz in Fig. 

5.3Bi). This peak was within the frequency range of the T-rhythm of single
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Fig. 5.3 Neurograms and superimposed autospectra of VCN activity 

(orange) and LICs (black) showing frequency dependent synchronization of 

VCN activity to LICs. To test the influence of respiratory alkalosis on PGN 

activity during periods of high /Lie, the frequency response of VCN activity to 

/Lie changes was examined under conditions, A, without and B, with adding 

CO2 to the inspiratory gas when the /Lie was high (see text). The discharge 

pattern of VCN activity was similar under both conditions. Ai, Bi, During 'free- 

run' conditions (/Lie, Ai, 1.97 Hz; Bi, 1.95 Hz) the VCN activity reveals a 

broad peak (modal An t , Ai, 0.64 Hz; Bi, 0.78 Hz) representing the spread of 

An t  within the population. Aii-Aiv, Bii-Biv, Moving ventilation frequency into 

this range (/Lie, Aii-Aiv, 0.59-0.78 Hz; Bii-Biv, 0.58-0.88 Hz) resulted in a 

single narrow peak at /Lie, indicating that most of the single PGNs discharged 

in synchrony at /Lie. Av-Avi, Bv-Bvi, At higher ventilation frequencies (/Lie, Av- 

Avi, 1.00-1.35 Hz; Bv-Bvi, 1.12-1.36 Hz) a narrow peak at /Lie was still 

preserved although some PGNs 'escape' 1:1 entrainment as indicated by 

minor peaks in the An t  range (arrows). Sample neurograms of VCN activity 

and TP waves under each condition are shown on the left. Calibration,

0.5JLIV (VCN), 10 mmHg (TP).



PGNs found in previous studies (see Johnson & Gilbey, 1994; Johnson & 

Gilbey, 1996 and Chapter Four). Moving fLic while keeping VT constant (2.0-2.5 

ml) into this fiNT range resulted in prominent LIC-related activity in VCN and 

yielded a single narrow peak in the VCN autospectra, suggesting that most 

PGNs in the population were entrained 1:1 with fuc (fuc: 0.59-0.78 Hz in Fig. 

5.3Aii-Aiv and 0.58-0.88 Hz in Fig. 5.3Bii-Biv). The LIC-related activity of VCN 

was not a ventilation movement artefact because it was abolished after infusion 

of chlorisondamine, accompanied with a drop of blood pressure (Fig. 5.4A; 

detailed contours of VCN activity, TP and BP using expanded time scale are 

shown in Fig. 5.4B and 5.4C). At high fuc, the narrow peak at fLic, was well 

preserved (fuc: 1.00, 1.35 Hz in Fig. 5.3Av, Avi and 1.12, 1.36 Hz in Fig. 5.3Bv, 

Bvi) although some PGNs must have escaped 1:1 entrainment, as suggested 

by the appearance of minor peaks in f JNT range (arrows, Fig. 5.3Av, Avi and Bv, 

Bvi). These dominant spectral peaks showed high coherence to LIC-related 

activity. This is revealed in Fig. 5.5 (same VCN activity and same data recording 

time as in Fig. 5.3, fuc was indicated by •). During ‘free-run’ conditions there 

was low coherence between VCN activity and LIC-related activity (coherence at 

fuc: 0.21 in Fig. 5.5Ai; 0.07 in Fig. 5.5Bi). Although at high fLic coherence 

dropped a little (coherence at fuc: 0.67 in Fig. 5.5Avi; 0.80 in Fig. 5.5Bvi), high 

coherence at fuc with its harmonic components was a prominent feature for all 

the fuc tested (coherence at fuc: 0.88, 0.85, 0.91, 0.90 in Fig. 5.5 Aii, Aiii, Aiv, 

Av, respectively; 0.98, 0.98, 0.97, 0.93 in Fig. 5.5 Bii, Biii, Biv, Bv, respectively). 

This demonstrates that under conditions of high Vj, population PGN activity has 

a rhythmical component highly correlated to LIC-related activity independent of 

fLic across a rather broad range.
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Fig. 5.4 The effect of chlorisondamine (3 mg kg" I.V.), a sympathetic 

ganglionic blocker, on LIC-related activity in VCN activity and BP. A, Real 

time data of integrated VCN activity, TP waves and BP waves before and 

after application of chlorisondamine. VCN activity and BP dropped after 

application of chlorisondamine. B, Real time data with expanded time scale 

before application of chlorisondamine shows LIC related activity in VCN 

activity and BP. C, Real time data with expanded time scale after 

application of chlorisondamine shows abolishment of LIC-related activity in 

VCN activity but its persistence in BP.
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Fig. 5.5 Change of strength of LIC-VCN activity linear correlation in 

response to /Lie changes. The linear correlation was evaluated by 
coherence spectrum between LIC-related activity and VCN activity. The 

coherence was evaluated both under the condition, A, without and under 

the condition, B, with PaC02 clamp when the /Lie was high (see text). The 

VCN activity and period of data analysis are the same as in Fig. 5.3. The 

changes of the coherence were similar under both conditions when /Lie, 

indicated by a black circle, was changed. Ai, Bi, During periods of 'free-run', 

the coherence at /Lie was low. Aii-AV, Bii-Bv, high coherence at /Lie was 

maintained close to unity across wide range of /Lie (coherence at /Lie, 0.88, 

0.85, 0.91, 0.90 in Aii, Aiii, Aiv, Av, respectively; 0.98, 0.98, 0.97, 0.93 in 

Bii, Biii, Biv, Bv, respectively). Avi, Bvi, A moderate drop was observed 

when /Lie increased further but high coherence was still maintained 

(coherence at /Lie, 0.67 in Aw; 0.80 in Bvi).
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5.4.2B Moving fuc away from far the temporal stability of population PGN 

rhythmical activity decreased 

Although the dominant rhythmicity in VCN activity can maintain 1:1 frequency- 

lock to LIC-related activity across a broad fLic range, its temporal stability 

decreased as /Lie was moved away from f\w. Time evolving autospectra were 

used to illustrate this phenomenon. An example is given in Fig. 5.6 (same VCN 

activity as in Fig.5.3A, 5.5A). Under ‘free-run’ conditions (Fig. 5.6 A, same data 

recording time as in Fig. 5.3Ai, 5.5Ai), the power density of the dominant peak 

shown in Fig. 5.3Ai underwent considerable variation across time indicating 

temporal instability of synchrony of PGN activity. This is similar to previous 

findings from the experiments in the previous studies where VCN activity was 

recorded in the absence of CRD (see Chapter Four, cf. Fig. 4.4Ai), i.e. 

synchronization of PGNs was unstable under conditions without a periodic 

entraining force. When /Lie was brought close to /int (same data recording time 

as in Fig. 5.3Aiii, 5.5Aiii) the power density of the LIC-related spectral band was 

rather stable (Fig. 5.6B), which resulted in the prominent spectral peak and high 

coherence at /uc in Fig. 5.3Aiii and Fig. 5.5Aiii, respectively. When fuc was 

moved away from /jnt (Fig. 5.6C, same data recording time as in Fig. 5.3Avi, 

5.5Avi), although considerable power still concentrated at fuc, the power density 

was not as stable as that during the periods when fuc was close to fiNT- This 

may account for the moderate drop of the coherence at fuc shown in Fig. 5.5Avi. 

Despite the fact that the power density at fuc was not invariable across time, 

when the rhythmical activity at this frequency was prominent the spectral band 

was narrow, suggesting that during these periods the lock to LICs was stable 

without constantly phase drifting. This could explain how, in spite of a moderate 

drop, high coherence could still be maintained during periods of high fuc• The
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Fig. 5.6 Dynamic stability of synchronous rhythmical activity in VCN activity 

and TP evaluated by colour-coded time evolving autospectra. The VCN 

activity is the same as in Fig. 5.3A and Fig. 5.5A. A, Under 'free-run' 

conditions (the same period of data analysis as in Fig. 5.3Ai and Fig. 5.5Ai), 

the power density of the dominant peak shown in Fig. 5.3Ai underwent 

considerable variation across time indicating temporal instability of synchrony 

of PGN activity. B, When /Lie was brought close to the fm  of the PGN activity 

(the same period of data analysis as in Fig. 5.3Aiii and Fig. 5.5Aiii), the power 

density of the LIC-related spectral band became rather stable. C, When /Lie 

was increased further (the same period of data analysis as in Fig. 5.3Avi and 

Fig. 5.5Avi), considerable power still concentrated at /Lie but it was not as 

stable as that when /Lie was close to PGN An t . Emergence of spectral peaks 

with variable power density in the rage of PGN An t  suggests instability of 

synchrony in those PGNs which escaped 1:1 entrainment to LIC-related 

activity.

136



appearance of highly variable power density across time near the f\m, which 

gave rise to the minor broad peak in Fig. 5.3Ai (arrow) suggested instability of 

synchrony in those PGNs which escaped 1:1 entrapment to LIC-related activity. 

The temporal stability of rhythmical VCN activity was quantitated by calculating 

the variance of power density across time (see Chapter Three). Fig. 5.7 

summarises the result (data from experiments without PaC02 clamp and with 

PaC02 clamp during hyperventilation were pooled together because they 

showed similar behaviour in response to /L ie  changes). A strong positive 

correlation between the increase of power density variation and difference of fuc 

and f^T was observed (t-test for zero slope of the regression line, p<0.001). 

This suggests that stable synchronization of PGNs was strongest when they 

were driven by LIC-related activity with a frequency near the PGN /jNT.

5.4.2C LIC-related rhythmical activity diminished without drop of total population 

PGN activity when fuc was moved away from /Int 

Although the dominant rhythm of VCN activity exhibited strong 1:1 coupling to 

LICs across a wide range of /L ie , this rhythmical activity diminished as fuc 

increased. This is demonstrated in Fig. 5.8. The absolute power density 

normalised by absolute total power under conditions of ‘free-run’ was used as a 

measure of the actual activity. The normalisation is a necessary procedure to 

minimise the effect of unequal number of recorded nerve fibres across 

experiments. This is because the VCN is a mixed nerve composed of 

sympathetic and somatic nerve fibres (see Chapter Two) and the number of 

the sympathetic nerve fibres that contact the recording electrode may differ from 

one experiment to another. The solid and open circles in Fig 5.8 represents the 

normalised absolute power density at /L ie  (scaled by left ordinate) and the
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Fig. 5.7 Summary scatter plot of the changes of 
temporal stability of rhythmical components in VCN 

activity in response to /Lie changes. The temporal 

stability was quantitated by variance of power density 

in the VCN time evolving autospectrum. High variance 

of power density suggests instability of distribution of 

power density in the time evolving autospectrum (see 

Chapter three). There was a strong positive linear trend 

of variance of power density when /Lie was moved 

away from PGN Ant (t-test for zero slope, p<0.001), 

indicating that synchronous rhythmical activity in VCN 

activity became unstable when the difference between 

/Lie and PGN fim was great.
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Fig. 5.8 Relationship between the power density at /Lie and 
the total power in VCN activity in response to /Lie changes. 

The absolute power density or total power was normalised 

by the total power in VCN activity measured under 'free- 

run' conditions (see text). When /Lie was moved away from 

PGN fim, the normalised absolute power density at /Lie (left 

Y axis, filled circles, solid line) dropped (t-test for zero 

slope, p<0.0001). By contrast, the normalised absolute 

total power (right Y axis, open circles, dash line) had a 

positive linear trend (t-test for zero slope, p<0.01). It should 

be noted although there was a positive trend, across all the 

/Lie tested, the variation of the normalised absolute total 

power was small ( 1.01 ±0.06, mean ±  S.D.) and the 

difference from 1 is not significant (t-test, p=0.90).
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normalised absolute total power (scaled by right ordinate) of VCN activity, 

respectively. In spite of the fact that increases of /L ie  had a positive trend effect 

on the total power (dash regression line, t-test for zero slope <0.01), the effect 

seemed minimal because the deviation from 1 (normalised absolute total power,

1.01 ± 0.06, mean±S.D.), i.e. deviation from total power under ‘free-run’ 

conditions, was not significant (t-test, p=0.90). By contrast, there was 

remarkable reduction of power density at /L ie  (solid regression line, t-test for 

zero slope <0.0001) as /L ie  was moved away from f\m- This effect could be 

observed by comparing the VCN neurograms under conditions of different fuc in 

Fig. 5.3A, 5.3B. In summary, the decline of rhythmical activity at fuc was not 

accompanied by a reduction of total population PGN activity.

5.4.3 Single PGN activity in response to fuc changes

5.4.3A 1:1 frequency-lock of the dominant rhythm of single PGNs to LIC-related 

activity only occurs within a narrow range offuc 

Change of discharge patterns of single PGNs was examined in a fuc range 

(0.49-1.79 Hz) similar to that tested for population PGN activity. Fig. 5.9 shows 

an example of results from experiments where single PGN activity was 

recorded (left panel: neurograms; right panel: overlapping autospectra of PGN 

activity and TP waves). In this example two PGNs were recorded 

simultaneously (PGN1: red line, PGN2: blue line, TP waves: black line). Under 

‘free-run’ conditions (V-j-: 1-1.2 ml; fuc’. 1.9-2.5 Hz), single PGNs exhibited an 

intrinsic dominant rhythm in their discharges (/jn t , median frequency, 0.69 Hz; 

interquartile range, 0.66-0.73 Hz). This is illustrated in Fig. 5.9A (fuc- 2.00 Hz; 

/jNT of PGN1, 0.78 Hz; f,NT of PGN2, 0.69 Hz). Neither of the PGNs 

simultaneously recorded in a pair (5 pairs) had the same f\m. This result was

140



B

PGN1

N e u r o g r a m

PGN2 TP

4- 4-

vV W V

*

A u t o s p e c t r u m

W A A M A M

_

2.00 Hz0

0.5 •

■4

w w

H  I.....

*

V W V W V I
I 1 1 1 1 1
0 1 2 3 4 5 

Time (s)

0.60 Hz0

0.5

0.0

0.70 Hz0

0.0

0.81 Hz0

0.5

0.0

0.97 Hz0

0.5-

0.0 J

1.41 Hz0

0.0 J ^

2.0 2.50.0 0.5 1.0 1.5
Frequency (Hz)

141



Fig. 5.9 Neurograms and superimposed autospectra of PGN activity, 

PGN1(red), PGN2 (blue) and LICs (black) showing frequency dependent 

synchronization of single PGNs to LICs. A, Under ‘free-run’ conditions (/Lie, 2.00 

Hz), both neurones show an intrinsic dominant rhythm (fm, 0.78 and 0.69 Hz 

for PGN1 and PGN2, respectively). B, C, When /Lie was moved into f\Nj  range 

(0.60 Hz in B and 0.70 Hz in C), stable 1:1 entrainment between the two PGNs 

and LICs resulted. D, At 0.81 Hz, the PGN with the higher /jNT was still entrained 

to LICs but the other unit failed to lock. E, F, At higher /Lies (0.97 in E and 1.41 

Hz in F) single units were not entrained to LICs. The small peak at fuc in D and 

E (arrowhead) might arise from intermittent phase-lock of single PGNs to LICs 

(relative coordination, see text). Sample neurograms of PGN1 and PGN2 

activity and TP wave under each condition are shown on the left. Calibration, 

25|4.V (PGN), 10 mmHg (TP).
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similar to those observed in the absence of CRD in the previous study (see 

Chapter Four). Moving /Lie while maintaining constant VT (2-2.5 ml) into Ant 

range led to 1:1 frequency-lock between PGNs and LIC-related activity and, in 

cases where two PGNs were recorded simultaneously, this also resulted in 

frequency-lock of the two units at fuc (/Lie: 0.6 Hz in Fig. 5.9B). LIC-PGN 1:1 

entrainment was retained through a range of different /Lies (eg- fuc' 0.70 Hz in 

Fig. 5.9C) above which 1:1 frequency-lock probability started to decline. The 

frequency-locking range of different PGNs was rarely the same, presumably 

reflecting the spread of /5nts within the population. In the illustrative example, 

while PGN1 (higher f\m) was still frequency-locked to LIC-related activity, PGN2 

(lower f\NT) was not (fuc'. 0.81 Hz in Fig. 5.9D). in contrast to the observations in 

the whole nerve experiments, at higher /Lies, the dominant rhythms of single 

PGNs were not frequency-locked to LICs and they were different from each 

other (fuc- 0.97, 1.41 Hz in Fig. 5.9 E, F, respectively). Although the dominant 

rhythm of PGNs was not locked to LIC when fuc was high, a less prominent 

rhythmical component at fuc was frequently observed (e.g. arrowheads: PGN2 

in Fig. 5.9D and PGN1 in Fig. 5.9E). The presence of such a minor LIC-related 

rhythmical activity could be explained by intermittency of phase locking between 

PGNs and LIC (see section Dynamic patterns of interaction between PGNs 

and LIC). The dissociation of the dominant frequencies of PGNs and fuc when 

fLic shifted away from Ant was accompanied by a decline in coherence. This is 

demonstrated in Fig. 5.10 (same PGNs and same data recording time as in Fig. 

5.9, fuc is indicated by •). Coherence spectra between LIC-PGN 1 (red), LIC- 

PGN2 (blue) and PGN1-PGN2 (purple) was superimposed. Under ‘free-run’ 

conditions, coherence between them was low (coherence at fuc' LIC-PGN1, 

0.08; LIC-PGN2, 0.21; PGN1-PGN2, 0.04, Fig. 5.10A). As fuc was brought near
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Fig. 5.10 Change of strength of LIC-single PGN and single PGN-single PGN 

linear correlation, evaluated by coherence spectrum, in response to /Lie  
changes. Coherence spectra between LIC-PGN 1 (red), LIC-PGN2 (blue) and 

PGN1-PGN2 were overlapped, fuc is indicated by a black circle. The PGNs and 

period of data analysis are the same as in Fig. 5.9. A, Under ‘free-run’ 

conditions, coherence between them was low (coherence at /Lie, LIC-PGN 1, 

0.08; LIC-PGN2, 0.21; PGN1-PGN2, 0.04). B, C, D, When fuc was brought 

close to PGN /Int, high coherence emerged (coherence at fuc, LIC-PGN1, 0.87, 

0.88, 0.83; LIC-PGN2, 0.80, 0.76, 0.67; PGN1-PGN2, 0.75, 0.71, 0.67, in B, C, 

D, respectively). E, F, When fuc was moved further away from PGN /jNT, 

coherence at fuc dropped (coherence at fuc, LIC-PGN1, 0.36, 0.01; LIC-PGN2, 

0.25, 0.08; PGN1-PGN2, 0.16, 0.04, in E, F, respectively).
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^nt, high coherence emerged (coherence at /Lie- LIC-PGN1, 0.87, 0.88, 0.83; 

LIC-PGN2, 0.80, 0.76, 0.67; PGN1-PGN2, 0.75, 0.71, 0.67, in Fig. 5.10B, C, D, 

respectively). When fLic was moved further away from fiNT, coherence at fuc 

declined abruptly (coherence at fuc: LIC-PGN1, 0.36, 0.01; LIC-PGN2, 0.25,

0.08; PGN1-PGN2, 0.16, 0.04, Fig. 5.10E, F, respectively). The drop of 

coherence between PGNs and LIC at high fuc suggested that if the difference 

between fuc and Ant was great tight coupling between them was lost and 

synchrony between single PGNs diminished as a result of loss of entrainment to 

a common drive. Consequently, PGNs could not maintain a synchronous state.

5.4.3B Temporal stability of phase difference between PGNs decreased when 

fuc was moved away from f/NT 

Fig. 5.11 illustrates PGN-*PGN phase relationship subjected to different 

conditions of LIC-related activity (same PGNs as in Fig. 5.9, 5.10). Under ‘free- 

run’ conditions, rhythmical synchronization between the two PGNs was not 

prominent in their cross correlogram (Fig. 5.11 Ai, same data recording time as 

in Fig. 5.9A, 5.10A, dot lines: 95% confidence interval), which suggested phase 

lock was not a dominant feature. The lack of evident periodic phase lock could 

also be observed by the fact that no prominent peak was present in the 

envelope spectrum of the cross correlogram (Fig. 5.11 Aii, fuc is indicated by •, 

see Chapter Three). The absence of apparent vertical striation in the 

PGN1->PGN2 OCRP (Fig. 5.11 Aiii) suggested that the phase difference 

between the two PGNs drifted across time. By contrast, when fuc was close to 

fiNT (Fig. 5.11 Bi, same data recording time as in Fig. 5.9B, 5.10B), the 

PGN1->PGN2 cross correlograms revealed conspicuous rhythmicity indicating 

strong rhythmical synchronization. The rhythm on the cross correlogram had a
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Fig. 5.11 Rhythmical synchronization between single PGNs in response to /L ie  

changes. The PGNs are the same as in Fig. 5.9 and Fig. 5.10. A, ‘Free-run’ 

conditions (the same period of analysis as in Fig. 5.9A and Fig. 5.10A). Ai, 

Rhythmical synchronization was not a prominent feature as revealed by the 

PGN1-»PGN2 cross correlogram (dash lines, 95% confidence interval). Aii, The 

lack of rhythmical synchronization was also suggested by the absence of a 

prominent spectral peak in the envelope autospectrum (scaled by relative power 

density, RPD) of the cross correlogram. /Lie is indicated by a black circle. Aiii, 

Under ‘free-run’ conditions, there was no stable phase relationship between the 

two PGNs as revealed by the absence of vertical striations in the ordinary 

correlation raster plot (OCRP). B, Conditions when /L ie  was close to PGN f\nt 

(the same period of analysis in Fig. 5.9B and Fig. 5.1 OB). Bi, Bii, Prominent 

rhythmical synchronization through coupling to LICs emerged as revealed by 

the conspicuous periodic pattern in the cross correlogram and the dominant 

spectral peak at fuc in its envelope autospectrum. Biii, There was high temporal 

stability of phase difference between the two PGNs as suggested by the striking 

vertical striations in OCRP. C, Conditions when /L ie  was moved away from PGN 

/jNT (the same period of analysis as in Fig. 5.9E and Fig. 5.10E). Ci, Cii, No 

rhythmical synchronization was present as revealed by the absence of a 

significant periodic pattern in the cross correlogram and by the lack of a 

prominent spectral peak in the envelope autospectrum. However, a small peak 

(asterisk) near lag zero in the cross correlogram suggests that some activity of 

both PGNs discharged at the same time. Ciii, The lack of vertical striations in 

the OCRP suggests that there was no stable phase difference between the two 

PGNs.
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frequency the same as /Lie- This suggests that the rhythmical synchronization 

between the two PGNs was achieved through coupling of both PGNs to LICs. 

Under these strong coupling conditions, the cross correlograms showed that the 

interval between lag zero and the peak nearest to lag zero was short (median,

0.04 sec, interquartile range, 0.01-0.11 sec, N=13), indicative of near zero 

synchronization. The prominent peak at /Lie in the envelope spectrum (Fig.

5.11 Bii) demonstrates that this periodic phase locking occurred at /Lie- High 

temporal stability of PGN1->PGN2 phase difference was revealed by the distinct 

vertical striations in the correlation raster plot (Fig. 5.11 Biii). When fuc was 

moved away from f\nt, rhythmical synchronization did not dominate 

PGN1->PGN2 interactions as evidenced by the lack of obvious rhythmicity in 

the cross correlogram and no prominent peak in its envelope spectrum (Fig.

5.11 Ci, Cii, same data recording time as in Fig. 5.9E, 5.10E). The phase 

difference between them underwent considerable drift across time as revealed 

by the random distribution of event density in the cross correlation raster plot 

(Fig. 5.11 Ciii). Although rhythmical synchronization was not the dominant 

feature, a small peak around zero lag was frequently observed (Fig. 5.11 Ci, 

asterisk). This arose from intermittent phase-lock of PGN1 and PGN2 to a 

common drive, LIC-related activity. LIC triggered JPSPs, which measure the 

probability of concurrence of two triggered events in relation to triggers (see 

Chapter Three), were used to clarify this phenomenon. This is shown in Fig.

5.12 (same PGNs and same data recording time as in Fig. 5.9E, 5.9E, 5.11C). 

Although not conspicuous, clustering of concurrent events along the diagonal 

(arrows) suggested that some discharges of the two PGNs occurred around the 

same time in relation to LICs (• indicated where the inflation phase of TP
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Fig. 5.12 Detection of PGN-PGN weak 

coupling through LIC-related activity by the 

joint peri-stimulus scatter plot (JPSP). The 
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the same phase difference.
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occurred). This implies phase lock of these PGN events resulted from the fact 

that both were phase locking to LICs.

The temporal stability of rhythmical synchronization between PGNs was 

quantified by the phase variation factor (see Chapter Three). Fig. 5.13 

summarises the results. When /L ie  was close to the f\m range of PGNs 

(frequency range: 0.46-0.88 Hz, shaded area), there was a high probability that 

both PGNs were frequency-locked to LICs ( o )  and phase variation was minimal. 

By contrast, when /L ie  was moved away from fm, the PGNs failed to follow /L ie  

(•) and the phase difference between them became unstable (t-test for zero 

slope of regression line: p<0.0001).

5.4.3C The change of PGN discharge patterns in response to change of /L ie  is 

not accompanied by a significant change of the mean discharge rate of 

single PGNs

The mean discharge rate (MDR) of single PGNs under different ventilation 

conditions was normalised by MDR under ‘free-run’ conditions because of the 

wide range of MDR of single PGNs (range: 0.75-2.71 Hz; see also Chapter 

Four and Johnson & Gilbey, 1996). Fig. 5.14 shows the scatter plot of 

normalised MDR under conditions of different /L ie - Although there was a 

moderate positive trend when /L ie  increased, it was not significant (t-test for zero 

slope of the regression line, p=0.055). This demonstrates that change of single 

PGN discharge patterns in response to increase of /Lie was not associated with 

significant change of their discharge rates.
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Fig. 5.13 Summary scatter plot for the temporal 

stability of rhythmical synchronization between two 

PGNs in response to /Lie changes. The temporal 

stability of rhythmical synchronization was 

evaluated by the phase variation factor (see 

Chapter three). A low phase variation factor would 

suggest a stable state of rhythmical 

synchronization. When /Lie was close to the range of 

PGN f\ni (0.46-0.88 Hz, shaded area), there was a 

high probability both PGNs were 1:1 frequency 

locked to LICs (open circles) and the rhythmical 

synchronization between them was rather stable. 

When /Lie was moved out of the PGN f\m range, the 

dominant frequencies of the two PGNs differed and 

stable rhythmical synchronization was not a 

dominant feature (filed circles). The phase variation 

factor increased significantly as /Lie was increased 

(t-test for zero slope, p<0.0001).
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5.4.4 Summary for difference of discharge behaviours of population and 

single PGN activity in response to fuc changes

The difference in single and population PGN behaviour in response to changes 

of fuc are summarised in Fig. 5.15. Fig. 5.15A shows the frequency response 

range of PGN activity when the ventilation rate changed. When /Lie increased, 

the dominant frequency of PGNs could maintain 1:1 frequency-lock to fuc only 

within a narrow /Lie range (~0.5-1.0 Hz) which was close to the range of f\nt 

(0.46-0.88 Hz, Fig. 5.15A, shaded area). When fuc was high the dominant 

frequency of the PGNs remained near the range of fm ■ In contrast to the 

frequency response of single PGNs, the dominant frequency of population PGN 

activity could follow fuc faithfully over a much wider range (up to ~1.5 Hz). Fig 

5.15B relates the frequency ratio of PGN activity and LICs to the difference 

between fuc and f\nt. 1:1 entrainment (Fig 5.15B, lower dash line) between 

single PGNs and LICs occurred only when the difference of fuc to f\nt was less 

than -0.2 Hz (shaded area). When the frequency difference was out of that 

range, the dominant frequency of single PGNs dissociated from fuc although 

higher order rational frequency-lock (other than 1:1) such as 2:1 (upper dash 

line) was possible. By contrast, the dominant frequency of population PGN 

activity could maintain 1:1 frequency-locked to fuc even when fuc was -1.0 Hz 

above /jnt- Fig 5.15C displays the changes of coherence between PGN activity 

and LICs when fuc was moved away from fm- In both cases, coherence 

dropped significantly as fuc was moved away from fm  (t-test for zero slope of 

the regression lines, single PGNs: P<0.001, population PGNs: P<0.001). 

However, the decline in coherence was more moderate at the population level 

than at single unit level (t-test for equal slope of the regression lines, P<0.001).
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Fig. 5.15 Summary scatter plots showing frequency responses of single PGN 

activity (filled circles) and population PGN activity (open circles) to changes of 

Aic. A, Dominant frequency (A gn ) for single PGNs and population PGN 

plotted against Aic illustrates the difference in distribution of fPGNs when Aic 

changed. While A gn of population activity could maintain 1:1 frequency-lock 

to LICs when Aic was increased, A gn of most single unit activity remained in 

the range of A n t (shaded area, 0.46-0.88 Hz). B, The frequency ratio, Aic / 

A g n , plotted against the difference between Aic and PGN A n t, Aic - A n t, 

provides evidence for frequency-lock at 1:2 as well as 1:1 (dash lines). A gn to 

Aic 1:1 entrainment for single PGNs was only possible when Aic -  A n t was less 

than -0 .2 Hz (shaded area), while population A gn could follow Aic faithfully 

over a broader range. C, Coherence at Aic (COH.) plotted as a function of Aic 

-  A n t shows significant decline of coherence at single neuron and population 

level (t-test for zero slope, p<0.001 for both single PGN activity, solid 

regression line, and population PGN activity, dash regression line). The 

coherence drop was more moderate for population PGN activity than single 

PGN activity when Aic was moved away from PGN A n t (t-test for equal slope,

p<0.001).
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In summary, there was strong evidence indicating that 1:1 frequency coupled to 

LIC-related activity was a stable feature of population PGN activity across a 

wide range of /Lie despite this property declining rapidly at single PGN level as 

fuc increased.

5.4.5 PGN activity at cardiac frequency

No spectral peak at cardiac frequency was observed in any of the VCN 

autospectra. In all cases, the dominant frequencies of single PGNs were 

different from the heart rate and BP->PGN cross correlograms triggered by 

systolic phase of BP waves did not exhibit significant correlation.

5.4.6 Dynamic patterns of interaction between PGNs and L/C

Fig. 5.16-5.18 show the dynamic patterns of LIC-single PGN phase difference 

under different ventilation conditions. The dynamic patterns were classified 

based on OCRP and RCRP between LICs and single PGNs. The 

autocorrelograms and autospectra were also displayed to provide information of 

the emergent dominant features across time. Since not all the patterns could be 

observed across the range of /Lie tested in any experiment, single PGNs from 

different experiments are used for illustration. Moreover, it must be emphasised 

that a dynamic pattern did not necessarily persist across the whole data 

recording time. In many cases different patterns were mixed, especially when 

/Lie was moved away from the PGN f\m- For example, in some cases, although 

LIC->PGN 2:1 frequency-lock was the dominant feature, 1:1 relationship was 

observed in brief periods of the whole data recording time (for example, Fig. 

5.18A-C). An exact incidence for each pattern is therefore not specified here.
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1. ‘Free-run’ (Fig. 5.16A-C): During periods of ‘free-run’, the autocorrelogram 

(Ai) of single PGNs exhibited a dominant rhythm with the corresponding 

spectral peak in the autospectrum (0.78 Hz, Aii). The nature of high /Lie and 

low Vt during ‘free-run’ is revealed in the TP autocorrelogram with the inset 

showing the magnitude of the TP (Bi) and its autospectrum (2.0 Hz, Bii). The 

TP-triggered LIC->PGN OCRP and RCRP were used to study the temporal 

stability of phase difference and the clustering of phase difference, 

respectively (see Chapter Three). Lack of vertical striations in OCRP (Ci, • 

denotes the occurrences of TP inflation phase) indicates that no stable 

phase difference existed. The RCRP was dominated by periodic diagonal 

bands, reflecting the rhythmical nature of the single PGN. Spanning of each 

of these diagonal bands across a whole cycle of the single PGN rhythm 

suggests constant LIC->PGN phase drift. These observations were 

consistent with asynchronization between PGN activity and LICs.

2. 1:1 entrapment (Fig. 5.16D-F): When fuc was brought close to /jNT (0.58 Hz 

in this single PGN) with high VT ( Ei inset), there was high probability that 

single PGN activity was 1:1 entrained to LICs. The frequency-lock 

phenomenon (fuc■ 0.63) could be easily observed by comparing the 

autocorrelograms (Di, Ei) and the autospectra (Dii, Eii) of single PGN activity 

and LICs. The striking vertical striations in OCRP (Fi) and in RCRP (Fii) 

indicated that there was only one stable TP->PGN phase difference across 

time.

3. Asynchrony (or phase walk-through, Ermentrout & Rinzel, 1984) (Fig. 5.17A- 

C): Although complete TP->PGN asynchrony throughout the whole data 

recording time under conditions of high V j was uncommon, it was observed 

in some experiments. One example is shown on the left panel of Fig. 5.17.
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Fig. 5.16 Interaction under ‘free-run’ conditions and 1:1 entrainment between 

LICs and single PGN activity. A, B, C, An example of LIC-PGN interaction when 

the tidal volume (Vt) was low and /Lie (2.00 Hz) was high, i.e. ‘free-run’ 

condition. Ai, Bi, Autocorrelograms of the single PGN and LICs. The inset 

shows the amplitude of the TP was relatively low. Aii, Bii, Autospectra, scaled 

by normalised power density, of the single PGN and LICs. The /int of the single 

PGN (0.78 Hz) was different from that of LICs. C, The LIC-»PGN ordinary 

correlation raster plot (OCRP) and reordered correlation raster plot (RCRP). 

The black circles denote the occurrences of TP inflation phase. C/, The lack of 

vertical striations in the OCRP indicates constant phase drift between LICs and 

single PGN activity. C/7, The RCRP shows that the phase differences spanned 

the whole cycle of the single PGN rhythm without interruption. Note the periodic 

slant bands repeated with a period equivalent to that of the PGN dominant 

rhythm. These findings suggest asynchronization between them. D, E, F, An 

example of LIC- PGN 1:1 entrainment when VT was high and fuc was close to 

PGN /int. Di, Ei, The autocorrelograms of the single PGN and LICs (inset 

showing relative high amplitude of TP). Dii, Eli, The autospectra of the single 

PGN and LICs. The single PGN was frequency-locked to fuc (0.63 Hz) which 

was close to the PGN /|Nt  (0.58 Hz). F, LIC-»PGN OCRP and RCRP. Fi, Fii, 

There was only one stable phase difference between LIC and the single PGN 

activity as revealed by the vertical striations in the LIC-^PGN OCRP and 

RCRP, indicating 1:1 entrainment relationship. Calibration for TP, 10 mmHg.
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Fig. 5.17 Asynchrony (or phase walk-through) and relative coordination 

between LICs and single PGN activity. A, B, C, An example of asynchrony 

between single PGN activity and LICs when both VT and /Lie (1 2 Hz) were 

high. Ai, Bi, Autocorrelograms of the single PGN and LICs (inset showing 

relative high amplitude of TP). Aii, Bii, Autospectra of the single PGN and 

LICs. The dominant frequency of the single PGN (0.75 Hz) was close to its 

/ |n t  (0.72 Hz) but different from that of LICs. C, The LIC->PGN ordinary 

correlation raster plot (OCRP) and reordered correlation raster plot (RCRP). 

The black circles denote the occurrences of TP inflation phase. Ci, Cii, 

Similar to those under conditions of ‘free-run’ (cf. Fig. 5.16Ci, 5.16Cii), the 

absence of vertical striations in the OCRP and uninterrupted whole-cycle 

spanning phase differences in the RCRP are consistent with constant phase 

drift, i.e. complete asynchrony. D, E, F, An example of relative coordination 

between LICs and single PGN activity when both V t and fuc (0.97 Hz) were 

high. Di, Ei, The autocorrelograms of the single PGN and LICs (inset 

showing relative high amplitude of TP). D/7, E/7, The autospectra of the single 

PGN and LICs. The dominant frequency of the single PGN (0.75 Hz) was 

similar to its f\m (0.78 Hz) but was different from fuc- F, LIC^PGN OCRP 

and RCRP. Fi, Vertical striations with variable event density in the OCRP 

suggest intermittent phase-lock between LICs and single PGN activity. Fii, 

The whole-cycle spanning slant bands mixed with short vertical striations in 

the RCRP were consistent with phase-lock of some PGN activity to LICs in 

spite of a phase drifting background. These findings suggest relative 

coordination between LICs and single PGN activity (see text). Calibration for 

TP, 10 mmHg.
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In this case, the f\nt was 0.72 Hz. When /Lie was changed to 1.2 Hz, this 

PGN retained a dominant frequency (0.75 Hz), similar to its /jn t , as revealed 

in its autocorrelogram (Ai) and autospectrum (Aii). The autocorrelogram and 

the autospectrum of LICs are shown in Bi (inset, TP) and Bii. The OCRP and 

RCRP were similar to those observed under conditions of ‘free-run’ (cf. Fig.

5.16Ci, Cii) suggesting complete asynchrony.

4. Relative coordination (Fig. 5.17D-F): A more common finding during periods 

of high fuc and high V j was phase drift alternating with intermittency of 

phase lock, i.e. relative coordination, a term used to contrast absolute 

coordination where stable phase lock is present (von Holst, 1939). The case 

shown in the right panel of Fig. 5.17 characterises this phenomenon. The fint 

was 0.78 Hz in this single PGN. During the period illustrated (high VT, Ei 

inset), the dominant rhythm of this PGN had a frequency (0.75 Hz, Di, Dii) 

different from that of LICs (0.97 Hz, Ei, Eii). The LIC->PGN OCRP shows 

periodic LIC-locked vertical bands with varied event densities (Fi). This 

suggests that the phase lock to LICs was not a stable feature of this PGN. 

The slant bands with short vertical striations in the RCRP (arrows, Fii) 

indicates that some single PGN events were locked to LICs in spite of a 

phase drifting background.

5. 2:1 frequency-lock (Fig. 5.18A-C): The existence of high order rational 

frequency-lock, other than 1:1, is exemplified by 2:1 frequency-lock. During 

the period shown in the left panel of Fig. 5.18, this PGN had a dominant 

frequency (0.80 Hz) similar to its f\nt (0.88 Hz). The dominant frequency was 

half of fuc (160 Hz) as revealed by comparing the periods in their 

autocorrelograms (Ai, Bi) and by the fact that the spectral peak at /Lie (Bii) 

coincided with the first harmonic of the dominant rhythm of this PGN (Aii). A
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Fig. 5.18 High order rational frequency lock between LICs and single PGN 

activity. A, B, C, An example of 2:1 LIC->PGN frequency lock when VT and /Lie 

(1.60 Hz) were high. Ai, Bi, The autocorrelograms of the single PGN and LICs 

(inset showing relative high amplitude of TP). The first dominant peak in the 

PGN autocorrelogram is lined up with the second peak in the LIC 

autocorrelogram, indicating a 2:1 frequency lock relationship. Some PGN 

activity was locked 1:1 to LICs as indicated by the small peak (arrowhead). Aii, 

Bii, The autospectra of the single PGN and LICs. The dominant frequency of the 

single PGN (0.80 Hz) was similar to its f\m (0.88 Hz) and was half of fuc• The 

prominence of the first harmonic peak in the single PGN autospectrum was due 

to 1:1 frequency-lock to LICs in some PGN activity. C, The LIC-»PGN ordinary 

correlation raster plot (OCRP) and reordered correlation raster plot (RCRP). 

The black circles denote the occurrences of TP inflation phase. Ci, The vertical 

striations in the OCRP suggests that phase-lock was a stationary feature. Cii, 

The RCRP shows that the stationary phase differences were grouped into two 

clusters (grouped by while and yellow circles). These findings are consistent 

with a 2:1 frequency lock relationship between LICs and single PGN activity. D, 

E, F, An example of 3:1 LIC->PGN frequency lock when VT was high and fuc 

(2.41 Hz) was exceptional high (see text). Di, Ei, The autocorrelograms of the 

single PGN and LICs (inset showing relative high amplitude of TP). The first 

peak in the PGN autocorrelogram was lined up with the third peak in the LIC 

autocorrelogram, indicating a 3:1 frequency-lock relationship. D/7, E/7, The 

autospectra of the single PGN and LICs. The dominant frequency of the single 

PGN (0.79 Hz) was similar to its f\m (0.82 Hz) and was approximately one third 

of fuc- The exactness of frequency determination was limited by the spectral 

resolution but a 3:1 frequency-lock could be determined by the RCRP (see 

Chapter three). F, LIC-»PGN OCRP and RCRP. Fi, The vertical striations in 

the OCRP suggests that phase-lock was a stationary feature. Fii, The RCRP 

shows that the stationary phase differences were grouped into three clusters 

(grouped by while, yellow and pink circles). These findings are consistent with a 

3:1 frequency lock relationship between LICs and single PGN activity. 

Calibration for TP, 10 mmHg.
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single TP wave was shown in Bi, inset. Some PGN activity was locked 1:1 to 

LICs as indicated by the small peak (Ai, PGN autocorrelogram, arrowhead) 

coincident with the peak in the LIC autocorrelogram and the prominence of 

the first harmonic peak of the PGN autospectrum. The vertical striations in 

the TP->PGN OCRP indicated that phase-lock was a stationary feature 

across time. A further analysis by RCRP revealed that these phase 

differences clustered into two fixed values (grouped by white and yellow 

circles). This finding is consistent with phenomenon of 2:1 frequency-lock, 

where the activities alternate between two distinct phase differences.

6. 3:1 frequency-lock (Fig. 5.18D-F): 3:1 frequency-lock was not observed 

under conditions of high V j and the /Lie used in the standard experiment 

procedure. The reason for this might be partly attributed to the fact that the 

fuc used in the experiment protocol was not high enough for 3:1 frequency- 

lock because most of the single PGNs had a fm  about 0.7 Hz and for 3:1 

frequency-lock to occur, fuc should be around 2 Hz, a high frequency not 

used under conditions of high Vj. However, in one experiment (Fig. 5.18 

right panel, this data was not included in the pooled data illustrated above 

because the high fuc was exceptional) the fuc was increased to 2.41 Hz (Eii) 

while maintaining high V j (Ei inset), 3:1 frequency-lock was observed in a 

single PGN (/jnt: 0.82 Hz). Three to one frequency-lock was suggested by 

the fact that the first peak in the PGN autocorrelogram (Di) lined up with the 

third peak in the LIC autocorrelogram (Ei). Their frequency relationship was 

clearly demonstrated in the autospectra: the spectral peak at fuc (Eii) 

coincided with the second harmonic of the dominant frequency of this PGN 

(0.79 Hz, Dii). The LIC->PGN OCRP showed that the constancy of phase 

difference was a stationary feature. However, clustering of the PGN events
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into three groups (yellow, pink and white circles) in RCRP suggested the 

phase difference shifted between three fixed values; a finding consistent 

with 3:1 frequency-lock.
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5.5 Discussion

This study has demonstrated that a dominant population rhythm coupled to a 

periodic drive can emerge from a pool of CVA PGN oscillators across a wide 

range of driving frequencies although an individual oscillator can only maintain 

1:1 frequency lock over a restricted frequency range. Although lung inflation has 

a significant depressive effect on the cardiovascular system (Daly & Robinson, 

1968; Ashton & Cassidy, 1985; Cheng et a i, 1989) in dogs, it was less 

prominent in cats and rats (Marshall, 1994). The finding that there was no 

significant change of MBP across the rage of fuc tested was consistent with 

observations from a previous study in rats (Marshall & Metcalfe, 1988).

5.5.1 Afferent pathways involved in the interaction between LIC-related 

activity and CVA PGN activity 

Although the detail anatomy is not clearly understood, the interaction between 

LICs and PGNs probably involves multiple afferent inputs. Theses include 

activity arising from pulmonary stretch receptors in response to lung volume 

change (Daly, 1985), from thoracic blood-volume and pressure sensitive 

cardiopulmonary receptors (Hainsworth, 1991) due to ventilatory cyclic changes 

of venous returns and from sympathetic afferents (Daly et at, 1967). Muscle 

spindle afferent activity arising from chest movement (Critchlow & von Euler, 

1963; De Troyer, 1996) through intercostal nerves may also be involved 

because stimulation of the intercostal nerve can influence sympathetic activity 

(Zanzinger et ai, 1994).

In addition, the ventilation-related BP fluctuations may contribute to 

ventilation-related sympathetic modulation through baroreceptors (McAllen, 

1987; Habler et at, 1996). Although pulse related activity was not a feature in 

the CVA PGN activity (see Result, Chapter Four and Johnson & Gilbey, 1996),
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the baroreceptor pathway probably operates in the tail circulation because 

stimulation of the aortic nerve can reset the dominant rhythm of CVA PGNs 

(Johnson & Gilbey, 1998a). The prominent LIC-related BP undulations at low 

fuc (Fig. 5.2Ai, 5.2C) suggested the baroreflex mediated responses could at 

least account for part of the origin of PGN rhythmical activity at /Lie- However, it 

is unlikely that it was the only factor because when BP LIC-related oscillations 

became inconspicuous at high /Lie (Fig. 5.2Aii, 5.2C), modulatory effects of LICs 

on CVA PGN activity such as relative coordination and high order 

commensurate frequency-lock could still be observed. Although most of the 

effects of lung inflation on sympathetic activity is relayed through vagi (Daly, 

1985), circuits localised to the spinal cord may also be involved because the 

LIC-related sympathetic activity was till found after transection of spinal cord at 

upper thoracic level in neonatal swine (Sica et al., 1997). This can explain the 

existence of LIC-related activity after vagotomy in some of previous 

experiments (see Chapter Four). The present study followed a ‘black-box’ 

approach and the relative contributions of different afferent pathways to the LIC- 

related activity of CVA PGNs were not determinable from the present findings.

5.5.2 Comparison of discharge behaviours of singie PGN and population 

PGN activity in response to fuc changes

The fuc used in this study was biased towards the direction where ventilation 

rate was higher than /jnt of CVA PGNs. This is because in spite of hyperoxemia 

a state of central apnea could not be sustained if fuc was too low (see 

Materials and Mathods). However, it is clear from the present study that stable 

1:1 entrainment between LICs and single PGNs can only be maintained when 

the fuc is close to the f\m of single PGNs. When the fuc was increased and
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moved away from f\nt, the dominant frequencies of single PGNs still remained 

close to the range of /jnt (Fig. 5.15A) and the phase difference between them 

became unstable (Fig. 5.13). Different single PGNs may have different 

responses (e.g. Fig. 5.9D) when /Lie is changed, reinforcing the conclusion (see 

Chapter Four) that CVA PGN activity is generated by multiple oscillators. The 

evidence indicates that strong coupling between LICs and single PGNs 

diminished precipitously as fuc shifted away from the range of PGN fm  (Fig. 

5.15C).

By contrast, the dominant rhythmical activity in the population PGN activity 

was1:1 locked to LIC-related activity with high coherence across a much wider 

range of fuc (Fig. 5.3, 5.5, 5.15A). However, the persistence of the dominant 

frequency at fuc in the population activity does not necessarily imply that the 

underlying processes responsible for generating this rhythmical component 

were similar across the range of fuc tested. The possible involvement of 

different mechanisms was suggested by several findings from whole nerve 

experiments. First, in addition to the dominant peak at fuc, the emergence of a 

wide spectral peak within the range of PGN fm  in the VCN autospectrum when 

fuc was increased (Fig. 5.3Av-Avi, 5.3Bv-B-vi) suggested that there was a 

difference in power distribution under conditions of low and high fUc and at least 

some single PGNs were not 1:1 entrained to LICs at high fUc. Second, unlike 

the tight coupling observed under conditions where fuc was close to PGN fm  

(Fig. 5.6B), the temporal stability of the rhythmical activity at fUc decreased as 

fuc was moved away from the PGN fm  range (Fig. 5.6C). Third, although not as 

drastic as that observed in single PGN activity, the reduction of the LIC-VCN 

coherence at fuc (Fig. 5.15C) also indicated that the strength of coupling at high 

fuc was less than that when fLic was close to PGN fm- The drop of the power
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density of the spectral peak at /Lie in the VCN autospectrum further supported 

the idea that synchronization at /Lie diminished when /Lie was shifted away from 

PGN /5nt (Fig. 5.8 filled circles).

However, the drop of the rhythmical activity at /Lie was not accompanied 

by a decline of the total power (Fig. 5.8 open circles), suggesting that it was an 

effect of desynchronization rather than a reduction of CVA PGN excitability. The 

finding that the mean discharge rate of single PGNs did not have a significant 

trend of change as fuc increased was consistent with the observation at the 

population level and a previous study in humans (Seals et a/., 1990). In 

conclusion, although the PGN population could maintain a dominant rhythmical 

activity coupled to LICs across a wider range of fuc, the stability of this coupling 

was different at different fuc- The possible underlying processes for generating 

this phenomenon are discussed in the next section.

The discharge behavior of single PGNs in response to LIC-related activity 

is consistent with the theory of non-linear coupled oscillators. This is supported 

by several key observations. First, we have deliberately tested and confirmed 

that 1:1 entrainment did not occur only at just one fuc- If single PGNs and LICs 

were linearly coupled, the output from PGNs should consist of two components: 

one is fuc and the other is f\mof PGNs (Pavlidis, 1973; Bendat & Piersol, 1986). 

1:1 entrainment at just one fuc cannot rule out the possibility that the frequency 

equality is pure coincidence of but if it happens at more than one fuc, this 

strongly suggests non-linearity of underlying processes. Second, the input- 

output relationship of a linear system should be frequency invariant (Bendat & 

Piersol, 1986) and the existence of high order rational frequency-lock between 

LICs and PGN activity is against the assumption of linearity. Third, if the system 

is stationary, which was presumed to be valid in this study because
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physiological parameters were kept stable, intermittent phase lock (relative 

coordination) can be explained through nonlinear dynamics (Kelso, 1995) and it 

is hard to reconcile with the idea of linear dynamics. By contrast, behavior of 

population activity appeared as a mixture of linear and non-linear dynamics. 

When fuc was close to fm  of CVA PGNs, strong 1:1 coupling was observed at 

many fuc (cf. Fig. 5.3 Aii-Aiv, Bii-Biv), which suggests ‘entrainment’ arising from 

non-linear coupling. However, when /Lie was high, a mixture of fuc and /int 

appeared in the VCN autospectrum (cf. Fig. 5.3 Av-Avi, Bv-Bvi), suggesting that 

fuc was transmitted to otherwise undisturbed PGNs as predicted by linear 

coupling.

5.5.3 Explanation of the population discharge behaviour in response to fUc 

changes

When fuc was close to the range of PGN fm, the near zero lag synchronization 

(see Result) between single PGNs occurred through tight 1:1 coupling with 

stable phase difference to the common periodic drive, LIC-related activity (e.g. 

Fig. 5.16D, E, F). This synchronization enabled the PGN population to generate 

a prominent rhythmical activity with high coherence to LICs at fuc• When fuc 

was moved away from the range of PGN fm, although activity of some single 

PGNs might completely dissociate from LIC-related activity (Fig. 5.17A, B, C), 

there were at least three mechanisms to maintain the LIC-population PGN 

coupling. When fuc is close to the frequency range of PGN fm, the spread of 

fm  within the oscillator population allowed a proportion of the pool to remain 1:1 

entrained over a much wider driving frequency range than any single oscillator.

However, the above mechanism could not account for the persistence of a 

dominant population rhythm at fuc when fuc was above the upper limit of PGN
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f\nt range (>1.2 Hz) because 1:1 coupling was not found in any single PGN at 

such fuc (see Fig. 5.15A). Under conditions where fuc was out of the PGN f\nt 

range, two other mechanisms, relative coordination and high rational frequency- 

lock, may help to stabilise the phase difference and preserve frequency-lock 

between LICs and population PGN activity. Relative coordination describes 

interactions where oscillators are not synchronized but nevertheless exhibit 

occasional instances of phase-lock (von Holst, 1939; Ayers & Selverston, 1979; 

Rosenblum & Turvey, 1988). Transient phase-lock would become a relatively 

stable feature at the population level, since at any given moment, there would 

be a high probability that a sub-population of PGNs would be phase-locked to 

LIC. Despite the dominant frequency of any single PGN being different from fuc, 

the summation of the phase-locked activity would produce a rhythm at fuc-

In addition, high order rational frequency-lock such as those exemplified in 

Fig. 5.18. might also occur when /Lie was out of PGN f\nt range. This would tend 

to channel single PGNs into a finite number of phase differences, which would 

prevent continuous phase drift and contribute to the stabilising of LIC-single 

PGN phase difference. Although states like relative coordination and high order 

rational frequency-lock might help stabilise phase differences between LICs and 

PGNs, the strength of coupling was not as strong as that under conditions of 1:1 

entrainment. Therefore, despite the PGN population still maintaining a dominant 

frequency the same as fuc, the coherence dropped. The wide range of PGN 

dynamics including complete asynchrony, 1:1 entrainment, relative coordination 

and high order rational frequency-lock cannot be explained based on a simple 

linear model for the interaction between LIC and PGN. A model of non-linear 

coupled oscillators is more appropriate to describe the behaviours of the single 

PGNs in response to fuc changes (Glass & Mackey, 1988; Kelso, 1995).
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5.5.4 Conclusion

This study demonstrated:

1. The fuc range for PGN activity to maintain 1:1 coupling was much wider for 

population activity than that for single units.

2. Coupling strength at fuc between PGN and LICs dropped as fuc was moved 

away from PGN fm  but the drop was more moderate at the population level 

than at single unit level.

3. When subjected to fuc changes, single PGN exhibit complex dynamics 

including complete asynchrony, 1:1 entrainment, relative coordination and 

high order rational frequency-lock, which was consistent with non-linear 

interaction.

4. In spite of the rapid decrease of synchronization at single PGN level with the 

consequent decline of the rhythmical population activity at the driving 

frequency (fuc ), the tendency for the population PGN activity to maintain a 

1:1-locked dominant feature provided a mechanism to coordinate 

sympathetic output in response to a periodic input across a wide frequency 

range.

5. The findings in the present study substantiate the conclusion in Chapter Four 

that the although population PGN activity exhibits oscillatory activity, it should 

not be conceived as one distinct oscillator but instead, its behavior should be 

considered and explained as superimposition of activity from multiple single 

PGN oscillators.
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CHAPTER SIX  

GENERAL DISCUSSION

My study demonstrated that CVA PGN activity is driven by multiple oscillators 

and when subjected to a driving force, they are capable of synchronization. The 

coupling to a periodic drive may display features compatible with non-linear 

dynamics of coupled oscillators. I also gave evidence showing that the robust 

discharge behavior of population PGN activity might not be the same as that of 

single PGNs but rather could be explained based on the underlying dynamic 

interaction between single PGNs.

6.1 The existence of independent sympathetic oscillators

No satisfactory mechanism has yet been proposed to explain the generation of

sympathetic rhythms (McAllen & Malpas, 1997; Malpas, 1998). The theory of

independent sympathetic oscillators for sympathetic rhythmogenesis as

proposed by Gebber (see Chapter One and Gebber, 1980; Gebber et a/.,

1994a,b; Zhong et ai, 1997) was supported by observations from experiments

where sympathetic nerve activity was studied under conditions of baroreceptor

deneration and/or central apnea. Under such conditions, i.e. free from periodic

driving forces, it has been found in a number of animal species that the

autospectrum of sympathetic nerve activity frequently contained peaks

indicating rhythmical activity (cat: Taylor & Gebber, 1975; dog: Camerer et ai,

1977; goat: Toda et ai, 1996). The whole nerve activity contained burst

discharges with variable amplitudes and its spectral peaks spread across a broad

frequency range, which indicated the burst discharges in the sympathetic nerve

were only quasi-periodic. Moreover, similar to that shown in the present study
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(Chapters Four, Five), the peak amplitude under ‘free-run’ conditions was lower 

than that when sympathetic nerve activity was locked to the driving forces. The 

seemingly aperiodic behavior with drop of power during ‘free-run’ sometimes 

caused difficulty in determination of whether rhythmical activity existed. For 

example, Connelly and Wurster showed that in a-chloralose anaesthetised cats, a 

respiratory related peak was a prominent feature of the autospectrum of the 

inferior cardiac sympathetic nerve but it disappeared under conditions of 

hyperventilation apnea. The authors concluded that the respiratory related 

sympathetic rhythm derived from the CRD input into the SNS and an independent 

sympathetic oscillator was not consistent with the absence of rhythmicity during 

apnea (Connelly & Wurster, 1985). However, a close examination of their results 

revealed that during episodes of central apnea, sympathetic burst discharges still 

existed (their Fig. 4) and the autospectrum of the sympathetic nerve had 

substantial power concentrated in the low frequency range although the power 

was distributed across a broad range and the peak amplitude was lower than that 

when CRD was present (their Fig.3). These findings might just as well indicate 

that some rhythmical activity was present in sympathetic activity although the 

rhythmicity was not as prominent as that observed under the influence of CRD. In 

fact, the dispersion of power in the autospectrum under ‘free-run’ conditions has 

been used as an argument against the existence of a well-defined sympathetic 

oscillator (Bachoo & Polosa, 1987a).

Malpas extended the theory of independent sympathetic oscillators to 

include a layer of gating neurones, for example gated by chemoreceptor input, to 

account for the amplitude variation of sympathetic rhythms (Malpas, 1995). Thus, 

the ‘upper-stream’ sympathetic activity generated by central oscillators is gated by 

these neurones and the amplitude of the outflow activity can be adjusted by
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‘opening’ or ‘closing’ these gates. However, it still does not offer a satisfactory 

explanation for why power of sympathetic burst activity distributes across a wide 

frequency range and there is no evidence indicating the on-off states of gating 

neurones should fluctuate so drastically as to produce moment to moment change 

of amplitude.

The findings from the present study offer an alternative explanation for the 

discharge behavior of whole nerve sympathetic activity. The experimental and 

simulated data showed that the discharge patterns of population CVA PGN 

activity during ‘free-run’ can be described as a superimposition of multiple 

oscillators with distinct frequencies, restricted to a limited range. In a population 

composed of multiple oscillators, power of the autospectrum will concentrate in the 

frequency range of the constituent individual oscillators and the peak amplitude 

and the degree of power dispersion depends on the distribution of their dominant 

frequencies and phase differences (Chapter Four, Appendix II and see also 

Christakos, 1986). A consequence of this is that population activity may not 

necessarily appear very regular and its amplitude may have substantial temporal 

fluctuation dependent on the moment to moment interaction of individual 

oscillators. Another important feature of this model is that discharge behavior of 

population activity can be different from that of its components and the population 

should not be considered as a well-defined single oscillator.

It is interesting to note that the conclusion from a recent study on activity of 

single fibres teased from the VCN of the rats was different from that of the present 

study (Habler et ai, 1999). In their study, Habler, Bartsch and Janig showed that 

the discharge behaviours of single fibres and multi-fibre (2-7 single units) were 

similar because most of them revealed CRD or LIC-related activity and only rarely 

a dominant rhythm different from that of CRD or LICs was observed in single fibre
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activity (2/51). They concluded that it was justified not to distinguish between 

single fibre and population rhythmicity. However, the experimental conditions were 

not the same in that study and in the present study. In their study, the /L ie  was at 

the upper limit (1.25 Hz) of T-rhythm frequency range and the VT (2-3 ml)-to- 

weight (200-280 gm) ratio was higher than that used in the present study and this 

would suggest a stronger LIC-related drive was used in that study. Although the 

distribution of PaC02 was not given, from its range (35-50 mmHg), it would be 

expected that CRD in some of their experiments might be strong because of 

hypercapnia. The enhancement of LIC-related and CRD might account for the 

predominance of ventilation and respiration frequencies in the PGN activity. From 

the present study, it was found that ‘local’ similarity between population and single 

unit activities could occur if there was high probability of synchronization of single 

units through coupling to a strong common driving force (cf. Fig. 4.3 C vs. Fig. 4.7 

D and Fig. 5.3 Aii, Bii vs. Fig. 5.9B). The variance between the two studies 

emphasised the necessity to manipulate the driving force, especially diminish its 

strength and/or move its frequency away from /jnt of single PGNs, in order to 

observe the difference between single unit and population activities.

6.2 Sympathetic oscillators in other vascular beds

Dominant rhythms similar to the T-rhythm in the CVA PGNs have also been 

observed in the PGNs innervating the lateral tail vein of the rats (Johnson & 

Gilbey, 1998b). If the principle of multiple oscillators governing the sympathetic 

outflow to the rat’s tail circulation is crucial to understand the regulation of 

sympathetic nerve activity, it is important to know if the similar principle can be 

applied to different vascular beds. As described above, the population PGN 

activity may be different from that of single PGNs and therefore the semi-
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periodic rhythm present in the whole nerve activity cannot be used as direct 

evidence of the existence of single PGN oscillators in vascular beds other than 

the rat’s tail.

Most studies on single PGNs come from Janig’s group. Using the teased 

fibre technique, Janig and his colleagues have examined the discharge behavior 

of single or multi-fibre activity in a number of different vascular beds, (for review 

see Janig, 1988). However, the purposes of most of those experiments were to 

study the discharge patterns in response to an input activity and the dominant 

rhythms of single PGNs were not examined under ‘free-run’ conditions. The 

existence of independent PGN oscillators in other vascular beds in different 

animals is still open to question.

However, some inferences can be made by comparing population PGN 

activity in other vascular beds and the findings from the present study. Similar to 

VCN activity, peripheral sympathetic nerve activity recorded from other vascular 

beds exhibited quasi-periodic burst discharges (McAllen & Malpas, 1997) and 

as mentioned above, in many cases this robust rhythm still existed under ‘free- 

run’ conditions. This suggests that a model of multiple PGN oscillators may also 

be applied to describe the population behavior in those vascular beds. 

However, there are important qualitative and quantitative differences in the 

rhythmical components recorded from different vascular beds of different animal 

species. The present and previous studies (Johnson & Gilbey, 1994; Johnson & 

Gilbey, 1996) clearly demonstrated that the dominant frequency in the CVA 

PGN activity is within a narrow range, 0.4-1.2 Hz and this is also reflected in the 

VCN autospectrum. Although aortic nerve stimulation could reset the T-rhythm 

(Johnson & Gilbey, 1998a), cardiac related activity was minimal if present at all 

in the CVA PGNs. By contrast, two rhythmical components of sympathetic
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activity with frequencies much higher than those of CVA PGNs, could be 

frequently identified in different nerves such as inferior cardiac nerve, vertebral 

nerve, splanchnic nerve and renal nerve in the cats. In the autospectrum, one 

appeared as a wide peak or complex configuration spreading between 2 and 6 

Hz (2-to 6-Hz rhythm) (Taylor & Gebber, 1973; Gebber & Barman, 1980) and 

the other, while not necessarily appeared as a sharp peak, concentrated around 

10 Hz (10-Hz rhythm) (Green & Heffron, 1967; Cohen & Gootman, 1970; 

Barman et al., 1992). The two rhythmical activities may coexist or exist in the 

absence of the other in the same preparation (Barman et al., 1992). The 2-to-6 

Hz rhythm has also been identified in the renal nerve, splanchnic nerve (Zhong 

et al., 1993) and lumbar sympathetic nerve in the rats (Allen et al., 1993). Unlike 

the observations from the VCN, cardiac related activity was a prominent feature 

in the frequency rage of the 2-to-6 Hz rhythm in these nerves in baroreceptor 

intact animals (for review see Malpas, 1998). The underlying mechanism for 

generation of these rhythms are presently not clear (McAllen & Malpas, 1997; 

Malpas, 1998).

Based on the findings from series of experiments, Gebber proposed that 

the 2-to-6 Hz and 10 Hz rhythms in nerves to different vascular beds are 

generated by distinct sympathetic oscillators whose oscillatory activity may 

originate from the brainstem (Barman etal., 1992; Huang etal., 1992; Zhong et 

al., 1992; Gebber et al., 1994a,b; Barman et al., 1995). The key findings which 

would suggest the existence of the proposed sympathetic oscillators were: 

when the brainstem was stimulated with different frequencies, the responding 

discharge behaviours of sympathetic nerves were consistent with those 

predicted by the theory of periodically driven oscillators (Huang et al., 1992). 

The coupling dynamics included 1:1 entrainment when the stimulation
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frequency was centred in the inherent (or intrinsic) frequency range of 2-to-6 Hz 

or 10 Hz rhythm. When the stimulation frequency was moved away from the 

inherent frequency range, the ‘entrainment’ became weak and sometimes, 

lower order rational frequency-lock emerged (for example, stimulation frequency 

: sympathetic frequency: 1:3, 1:2).

A close examination of Fig. 3 (an experiment concerning 10 Hz rhythm) 

and Fig. 8 (an experiment concerning 2-to-6 Hz rhythm) in their study (Huang et 

al., 1992) reveals striking similarity to the coupling behavior between VCN and 

LIC-related activity (see Fig. 5.3 Chapter Five). One similarity was that when 

the driving frequency was close to the //nt range of the sympathetic oscillators, 

stable 1:1 entrainment appeared. Furthermore, when the driving frequency was 

moved away, a broad spectral peak re-emerged in the f/NT range but a sharp 

peak at the driving frequency remained, although its amplitude dropped. As 

shown in Chapter Five, these driving-frequency dependent behaviours can be 

readily explained in terms of a population of multiple oscillators if their faT 

ranges are those of 2-to-6 Hz rhythm or 10 Hz rhythm. In their papers based on 

bivariate spectral analysis of coherence, Gebber and his colleagues further 

suggested that the sympathetic oscillators for nerves innervating different 

targets are capable of dynamic and differential synchronization (Gebber et al., 

1994a; Gebber et al., 1994b; Gebber et al., 1995a). They found that significant 

coherence existed between a paired sympathetic nerve activities and this was 

still true even when the coherence was partialised by removing the effect 

predicted by linear correlation to a common drive, cardiac related activity. These 

observations do not necessarily imply that sympathetic activity in one nerve is 

generated by one single oscillator. They might just as well be consistent with 

the hypothesis that activity from different nerves is generated by distinct groups
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of multiple oscillators. This is because coherence between two activities at a 

particular frequency measures how strong, in the sense of linear regression, 

one activity can be predicted from the other (see Chapter Three and Bendat & 

Piersol, 1986). If a proportion of the two oscillator pools receive a common 

periodic drive and/or are coupled, there can be substantial coherence at the 

driving frequency or coupling frequency. This possibility is consistent with the 

finding that activity of the bilateral VCNs was significantly correlated in the 

absence of CRD (Smith & Gilbey, 1998a).

Finally, the prominent cardiac related activity in cats, which is absent in 

CVA PGNs, can also be explained in terms of the multiple oscillator model. The 

difference of //nt between the CVA PGNs (0.4-1.2 Hz) and the PGNs (2 to 6 Hz 

and/or 10 Hz, inferior cardiac, vertebral, renal nerves) of cats may reflect their 

different intrinsic properties. The different intrinsic properties may explain the 

difference in the propensity to be entrained by cardiac related activity. If the 

coupling dynamics between cardiac activity and PGNs also obey the theory of 

non-linear driven oscillators (see below Discharge behavior of PGNs in 

response to a periodic driving force), as shown in the relationship between LIC- 

related activity and CVA PGNs (Chapter Five), then it would be expected that 

probability of entrainment is high only when cardiac frequency is close to PGN 

f/NT. CVA PGN cannot be entrained by cardiac related activity because cardiac 

frequency (~7-8 Hz) is much higher relative to CVA PGN f/NT- The frequency 

dependent entrainment to cardiac related activity was supported by the findings 

that the dominant frequency of single CVA PGNs could be reset by slow aortic 

nerve stimulation (1 per 7 sec, Johnson & Gilbey, 1998a) and this suggests that 

entrainment may occur if the frequency of baroreceptor afferent activity was 

brought into the f/Nt  range of CVA PGNs. For the PGNs in sympathetic nerves
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of the cats, stable entrainment occurs in the frequency range of 2-to-6 Hz 

rhythm because the cardiac frequency of cats is close to this range.

In summary, the observations from the experiments performed by 

Gebber’s group can be explained based on a model of multiple oscillators. The 

latter model can also explain the power dispersion across the f/uj range in the 

absence of an external drive, which is hard to reconcile with a model involving a 

single oscillator.

6.3 Discharge behavior of PGNs in response to a periodic driving force

The mechanisms underlying the coupling dynamics between sympathetic whole 

nerve activity and respiratory-, cardiac- or LIC-related activity is still under 

considerable debate (Malpas, 1998). Two principal hypotheses have been 

proposed to explain the coupling dynamics. One regards the sympathetic 

neurones simply as followers which acquire the input rhythm through the 

imposition of periodic driving activity (i.e. phase-editing effect). For example, a 

common cardiorespiratory oscillator has been suggested to account for the 

respiratory related rhythm of sympathetic activity (Richter & Spyer, 1990; 

Richter et al., 1991). Influences of lung inflation on the CRD, which in turn 

modulates sympathetic nerve activity, has been proposed as the mechanism for 

generation of LIC-related sympathetic rhythms (Gerber & Polosa, 1978). The 

other hypothesis, an extension of Gebber’s independent sympathetic oscillator 

theory, considers the interaction between sympathetic neurones and the 

periodic drive as a manifestation of non-linear coupled oscillators.

The most usual approach to distinguish the two proposed mechanisms is 

to manipulate the driving frequency and analyse the change of discharge 

behavior of sympathetic activity in response to the frequency perturbation. If the
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interaction is simply a ‘phase-editing’ effect, it would be expected that the phase 

difference between the driving activity and the sympathetic activity should be 

reasonably constant as a reflection of the conduction delay between them and 

invariance of frequency response should be observed across a wide range of 

the driving frequency. By contrast, in a system of non-linear coupled oscillators, 

the phase difference may vary when the frequency of the driving oscillator is 

changed and 1:1 frequency-lock can only occur over a limited range of the 

driving frequencies (Pinsker, 1977b; Guevara etal., 1986).

By manipulating the driving frequency, the studies from Bachoo and 

Polosa on the respiratory modulation (Bachoo & Polosa, 1987b) and from 

Hedman, et al., on cardiac modulation (Hedman et al., 1994) supported the 

‘phase-editing’ theory. The analysis methods used in these studies to detect 

constancy of the phase difference were based on either the neurogram of whole 

nerve activity (Bachoo & Polosa, 1987b) or triggered average of whole nerve 

activity (Hedman et al., 1994). As the present study has shown, the population 

may consist of multiple oscillators and when the driving frequency changed, 

some PGNs might be transiently phase-locked to the drive. The phase-locked 

components identified by the above analysis methods might only consist of a 

part of the population. Therefore, their findings do not necessarily imply that 

constant phase difference was a ubiquitous feature with high temporal stability 

in all the constituents when the driving frequency changed. Second, it should be 

noted that these experiments did not explore the effect of drive strength which 

may have considerable effect on coupling dynamics (Winfree, 1980; Glass & 

Mackey, 1988). It is not clear whether non-linear coupling behavior may 

become obvious when other drive strengths are used. Furthermore, when 

extending the conclusion from the studies at neuronal level to the studies at
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system level, one should be cautious about the sensitivity of analysis to detect 

the difference of conduction delay because a small phase shift may become 

inconspicuous in the output activity along a poly-synaptic pathway.

In contrast to these findings, studies from Gebber and his colleagues 

supported the non-linear coupled oscillator theory for respiratory modulation 

(Zhong et al., 1997) or cardiac modulation (Gebber et al., 1997). They used 

spectral analysis as the basic tool to extract the frequency domain information 

and strong evidence of non-linear coupling came from the presence of high 

order rational frequency-lock in these studies. However, as has already been 

pointed out (Chapter Three), the accuracy of determination of the high order 

rational frequency-lock is subject to the limitation of spectral resolution. Thus, 

for example in one of their studies (Gebber et al., 1997), in order to isolate one 

rhythmical component through digital filtering to construct Lissajous diagrams 

for frequency-lock analysis, the centre frequency of that rhythm must be read 

first from the autospectrum and this might introduce measurement error 

(spectral resolution: 0.1 Hz) and affect the appearance of Lissajous diagrams.

In summary, a conclusive remark about the underlying mechanisms for 

the coupling between sympathetic activity and respiratory or cardiac activity is 

still not attainable at present. Whether ‘phasic editing’ or non-linear oscillatory 

coupling is the mechanism for the effect of CRD on CVA PGNs cannot be 

answered in the present study either because the frequency dependent nature 

was not examined. However, this study clearly demonstrated that interaction 

between single PGNs and LICs could be described as dynamics arising from 

non-linear coupled oscillators. When /Lie was high, a dominant frequency the 

same as /Lie persisted at population level despite the fact that 1:1 entrainment 

was no longer a feature between single PGNs. These observations provided an
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alternative to mutual entrainment, which has been proposed as the mechanism 

for the cardiac (Jalife, 1984; Michaels et a/., 1986) and circadian (Liu et al., 

1997) rhythms, for generating a stable rhythm in a population composed of 

multiple oscillators.

6.4 Physiological significance of synchronization

This study has demonstrated that dynamic synchronization of CVA PGN activity 

may occur in the absence of obvious change of the discharge rate. 

Synchronous sympathetic activity coupled to other biological rhythms is a 

common phenomenon, in addition to respiratory, cardiac and ventilation 

rhythms, peripheral sympathetic nerve activity may be locked to movements in 

intermittent isometric exercise (Victor et al., 1995) and in pathologic conditions 

such as epileptiform discharges (Lathers etal., 1987). Under many different stress 

conditions, the synchronous burst discharges were found to be enhanced 

(Callisteretal., 1992; Nordin & Fagius, 1995; Morgan etal., 1996; Katragadda et 

al., 1997).

The functional significance of these phenomena is not clear (McAllen & 

Malpas, 1997). However, it has been suggested that burst synchronous 

discharges lead to more efficient synaptic transmission in the central nervous 

system (Lisman, 1997; Abeles, 1991). Indirect evidence from in vitro studies 

suggests that this mechanism may also operate at the periphery in sympathetic 

neuroeffector transmission and influence the efficacy of neurogenic contraction 

of arteries. In many arteries in a diverse range of animal species ATP and 

noradrenaline are co-released from the sympathetic nerve endings (Morris & 

Gibbins, 1992). The excitatory junctional potentials (EJPs) and smooth muscle 

contraction induced by ATP release are typically characterised by a fast onset
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and rapid decline time profile (Brock & Cunnane, 1992). By contrast, adrenergic 

mediated membrane potential changes and muscle contraction are much 

slower in onset and associated with a prolonged time course (Morris & Gibbins, 

1992; Stjarne & Stjarne, 1995) although membrane depolarisation is not 

absolutely necessary for the adrenergic related contraction (Hirst & Edwards, 

1989).

When weak single electric stimulation was applied to the perivascular 

sympathetic nerve, which activated only a few fibres, EJPs were evoked without 

concomitant muscle contraction. Stronger stimulation activates more fibres and 

muscle contraction might arise from summation of EJPs. With further increase 

of the stimulation strength, adrenergic mediated contraction began to emerge 

and higher and prolonged muscle tension developed. See Hirst & Edwards, 

1989 for review of the electro-mechanical coupling sequence. Although arterial 

smooth muscle contraction is not necessarily accompanied with generation of 

action potentials (Harder, 1982), the vasomotor response only occurs when the 

membrane potential exceeds a threshold (Xia & Duling, 1995) and the 

generation of action potentials help to develop higher muscle tension (Hirst & 

Edwards, 1989).

These studies suggest that simultaneous activation of sympathetic fibres 

is important for the generation of arterial vasomotor tone. One possible usage of 

synchronous burst discharges is through the summation of fast response EJPs. 

For example, in the rat’s tail circulation, although single CVA PGNs frequently 

discharge in doublets or triplets, the effect of temporal summation perhaps is 

not enough to induce effective contractile response (Stjarne & Stjarne, 1995) 

and the EJPs will diminish rapidly before the next burst arrives (compare T- 

rhythm frequency and the time course of EJPs, see Cheung, 1982). When
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activity from many CVA PGNs is synchronized, the temporal summation effect 

will be added by spatial summation, which is possible in vascular tissue 

because the smooth muscle cells are connected through low resistance, high 

conductance gap junctions (Christ et al., 1996). This will cause rapid and large 

membrane depolarisation even with generation of action potentials and, 

consequently, fast contraction of the smooth muscles. This perhaps provides an 

important mechanism for rapid redistribution of blood flow under stress, for 

example, hypercapnia. A prolonged time course of synchronization may bring 

out the slow reactive adrenergic contractile response as well.

Direct in vivo evidence supporting the above mechanism is, as yet, 

unavailable. However, I propose that synchronous sympathetic activity may play 

a substantial role in maintaining perfusion pressure of vital organs during 

hypercapnia. It is well known that systemic arteries have auto-regulation ability 

and many vessels dilate in response to hypercapnia (Levick, 1995). However, 

BP is well-maintained or even increases during hypercapnia (Lioy et al., 1984). 

Ample evidence indicates that the BP response, in spite of the local 

vasodilatation effect of CO2 , arises from sympatho-activation (Lioy et al., 1984; 

Fukuda et al., 1989; Trzebski et al., 1995). This helps to re-distribute blood flow 

to vital organs such as the brain where sympathetic innervation is less dense 

(Dodge et al., 1994). In muscular and renal vascular beds the increase of 

sympathetic nerve activity is probably due to the increase of neuronal discharge 

rate (Fukuda et al., 1989; Trzebski et al., 1995). In view of the fact that the 

cutaneous circulation is one of the largest reservoirs of blood (O'Leary & 

Johnson, 1989), the re-allocation of blood from the cutaneous vascular bed may 

be also important to prevent BP drop during hypercapnia. However, in 

cutaneous circulation which has high sympathetic tone (O'Leary & Johnson,
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1989), modulation of the temporal patterns of nerve discharge may provide a 

more efficient way to enhance the sympathetic effect instead of increasing the 

discharge rate. The findings of the present study, i.e. increased synchrony 

without concomitant change of CVA PGN discharge rate during hypercapnia, 

are consistent with the above hypothesis.

If synchronization of PGN activity is a reflection of synchrony of upstream 

neural activity in the central nervous system, this implies that facilitated synaptic 

transmission along sympathetic pathways may also occur centrally and may 

provide an important mechanism to coordinate outflow from different neurone 

groups. Accumulated evidence has indicated that in addition to changes of the 

discharge rate, neural assemblies may use synchronous discharges to provide 

another mechanism for information encoding in sensory processing and motor 

programming (Singer, 1993; Singer, 1996; Fetz, 1997). Correlated firings provide 

a neural mechanism for the binding problem: how are different characteristics of 

an object perceived to generate a gestalt image? (von der Malsburg, 1990; von 

der Malsburg, 1995). Neurones are bound through synchronous discharges to 

form a functional unit in response to a demand.

Similar to the somatic motor and sensory systems, different neurones in the 

autonomic nervous system are activated under different situations. Many nuclei 

have been identified to be important for cardiovascular regulation in the central 

nervous system and they form an intricate network with divergent and convergent 

connection pathways (Dampney, 1994). This provides the anatomical basis for the 

autonomic neurones to coordinate and synchronize their discharges. If dynamic 

synchronization is also a feature between different autonomic neurone pools, this 

may provide a mechanism to channel preferential pathways and activate different 

neurones to form a functional unit to respond to a challenge. For example, the
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rostral ventral lateral medulla (RVLM) is the most important source of inputs to the 

preganglionic sympathetic neurones (SPN) and it also receives inputs from other 

nuclei important for sympathetic regulation (Guyenet, 1990). The RVLM is 

important for maintaining sympathetic tone but little is known about the influence 

of discharge patterns of its neurones on the sympathetic response. Regulation of 

the discharge patterns in these neurones is possible as revealed in a recent in 

vivo intracellular study. Lipski, et al. showed that most neurones in the RVLM were 

tonically active with irregular on-going activity and no identifiable pacemaker 

potentials (Lipski et al., 1996). However, the irregular discharge pattern can be 

converted to a regular one in the presence of DC input. Furthermore, they also 

found some neurones which were not baro-sensitive but had pacemaker 

properties and their rhythms could be reset by short depolarising currents. This 

may provide the RVLM with the potential to generate synchronous output in 

response to input activity and therefore modulate the sympathetic outflow. 

Synchronization of sympathetic activity can also occur at the spinal cord level. The 

discovery of gap junctions between SPNs raises the possibility that the SNS 

coordinates discharges at this location before preganglionic fibres exit the central 

nervous system (Logan et al., 1996). Even at the periphery the extensive 

convergent and divergent arrangement of the ganglionic neurones provides the 

potential for modulation of the sympathetic outflow at the level of the sympathetic 

ganglia (Bulygin, 1983). These anatomical and physiological studies indicate that 

synchronization of neural activity may potentially occur at many different levels in 

the autonomic nervous system.
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6.5 Conclusion

In this study, the findings of multiple sympathetic oscillators controlling a well- 

defined target organ, the CVA, provide a dynamic model for cardiovascular 

regulation. In comparison to a model involving only one single oscillator, multiple 

oscillators have the capability for dynamic synchronization in response to external 

challenges. First, if individual PGNs are absolutely synchronized and behave like 

one single oscillator, it cannot provide too much stability for the organisms to 

adapt to environmental changes. This is because as a single oscillator it would 

respond drastically when the input parameters (or challenge characteristics) 

change as predicted by non-linear coupled oscillator theory (cf. single PGN 

behavior in response to /Lie changes in Chapter Five). By contrast, a population of 

multiple oscillators with different intrinsic properties is capable of generating 

graded output coupled to an external driving force by fine tuning the discharge 

pattern of each individual oscillator (cf. population PGN behavior in response to 

/Lie changes in Chapter Five). Second, it has been suggested that in the cortex 

the broad band fast oscillations (or y rhythms) can also be easily desynchronized, 

and thus the network can be prevented from entering global synchronization 

which would be inappropriate for information processing (Singer, 1993). Similarly, 

if PGNs behave as a single oscillator, which indicates a persistent global 

synchronous state, it would be detrimental to the survival of the organisms in view 

of the steady enhanced neuroeffector transmission arising from synchronous 

prejunctional activity.

This study does not disregard the importance of information encoding by 

discharge rate in the SNS, which may be especially important in maintaining 

vascular tone in the absence of a driving force. Although a functional correlate 

is not yet available, this study shows that some stable (e.g. maintain a dominant
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frequency-lock to /Lie) and unstable features (e.g. drop of coherence at /Lie) of 

the population, could coexist due to reordering PGN spike trains in response to 

a driving force (e.g. LIC-related activity). The metastability of the population 

discharge pattern suggests that temporal coding may also be important in the 

SNS similar to its proposed role in cortical information processing.

Prospects:

1. It is important to know if changes of the PGN discharge pattern can 

effectively modulate the post-junctional responses. Temporal encoding 

through synchronous discharges in the cortical neurones is considered to be 

important in sensory processing or motor programming. However, the 

functional significance of synchrony in the SNS is still not clear. For the SNS, 

one of its most important functions is to regulate the regional blood flow 

through modulating the vascular tone. This is particularly important under 

situations of emergency when an appropriate pattern of rapid redistribution of 

blood supply to different organs is needed because non-neurogenic smooth 

muscle contraction mediated by humoral factors is too slow. As discussed 

above, synchronization of PGN activity may enhance the efficacy of 

junctional transmission. This effect can be examined by studying the PGN 

discharge patterns and neurogenic vascular contraction simultaneously. The 

vascular tone can be measured directly by recording the muscular tension or 

indirectly by measuring the local vascular resistance. An intracellular 

recording from the smooth muscle cells will help delineate the subthreshold 

effect of the prejunctional nerve discharge patterns.

2. It is necessary to examine the discharge patterns of PGNs innervating other 

vascular beds. As discussed above, the principle of dynamic synchronization 

of multiple sympathetic oscillators may be important in the sympathetic
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regulation of cardiovascular responses because it confers the SNS with 

metastability to pattern the sympathetic outflow. Although this principle can 

be used to explain some observations from studies on sympathetic nerves 

innervating vasculatures other than the rat’s tail circulation (see above), direct 

evidence of its ubiquitousness is still lacking. Single PGN studies under ‘free- 

run’ are particularly important to confirm if sympathetic activity in other 

vascular beds is also generated by multiple oscillators. Examination of 

activity recorded simultaneously from two or more single units is necessary to 

establish the principle governing the genesis of population activity.

3. Theoretical studies through neural network modelling for rhythmogenesis of 

the SNS will help to understand puzzling features arising from underlying 

dynamic processes. Sympathetic activity is generated from an intricate 

complex neural network receiving influences from numerous areas in the 

central nervous system. It will be extremely difficult if not impossible to 

conduct experiments where these areas are examined simultaneously when 

system parameters are varied. A model of sympathetic rhythmogenesis can 

be constructed by fitting observations from ‘piecewise’ experiments, where 

only few variables are tested at one time, into a concrete and consistent 

hypothesis. Currently there is not enough detail knowledge for constructing a 

satisfactory model but advances towards this goal may be provided by 

combining evidence from neural anatomy, neuronal physiology and system 

physiology.
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Appendix I 

A  stochastic model for simulated CVA PGN event series

Using a similar strategy in previous papers (Gath, 1974; Aertsen & Gerstein, 

1985), the modelling of spike trains in this study involved a black-box type 

approach, operating in terms of stochastic point processes with parameters 

estimated from experimental data. No attempt was made to incorporate the 

biochemical mechanism underlying the generation of action potentials.

These simulated PGN event series have mean discharge rates (MDR, 

spikes/sec) and T-rhythm frequencies (bursts/sec) similar to the observations in 

the real experiments. The distribution of MDR was assumed to be uniform 

because of the wide variation of real data. On the other hand, the T-rhythm 

frequency was assumed to be normally distributed because of its central 

clustering tendency. Also, the time of the first event was chosen randomly to 

specify the beginning of the PGN event series.

The sample space from which the values of the two variables were 

selected:

MDR: uniform distribution between 0.42 Hz and 1.33 Hz.

T-rhythm frequency: normal distribution with mean, 0.61 Hz, and

standard deviation, 0.08 Hz.

The first event time uniform distribution between 0.11 sec and 1.87 sec.

These parameters with the presumed distributions were estimated from 

experimental data in the absence of CRD (N=12).

Although there was a dominant rhythm in single PGN activity, the 

discharge was not absolutely periodic and the autocorrelograms most frequently 

displayed broad peaks rather than sharp ones. The mechanism of the spread of
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events around the dominant frequency was unknown and was assumed to arise 

from stochastic processes in this simulation. The diagrammatic autocorrelogram 

in Fig. A1.1 is used to illustrate how this feature is simulated. The half of the 

width of the first peak in the autocorrelogram (a) and the period of the dominant 

rhythm (b) were measured. The ratio, a/b, (called event dispersion ratio) was 

taken as a measure of the extent of event dispersion around the dominant 

frequency. This ratio was assumed to have a normal distribution with mean,

0.29.and standard deviation, 0.08 based on experimental data.

Steps for generation of simulated PGN event series

1. Choose MDR, T-rhythm frequency, the first event time and event dispersion 

ratio randomly from their sample spaces according to the estimated 

distribution of these parameters described above.

2. Generate an event series beginning at the first event time with a perfect T- 

rhythm frequency.

3. Shift each event randomly around its original occurrence time (i.e. when the 

rhythm is absolutely periodic). The extent of this shift depends on event 

dispersion ratio.

4. Add more events with random occurrence time if necessary according to 

MDR.

All the random numbers used in this simulation were produced by an IBM 

compatible computer using built-in pseudorandom number generators in a 

mathematical software, Matlab (MathWorks, USA). The following algorithm is 

the Matlab script file used to generate the simulated data.
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a
Fig. A1.1 Diagrammatic illustration of the calculation 

for the event dispersion ratio (see text). This figure 

represents the envelope of a PGN autocorrelogram. 
The half width of the first peak (a) divided by the 
period (b) of the dominant rhythm is the event 
dispersion ratio.
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function x=simpgn(et)

%X=SIMPGN(ET) returns a simulated PGN event series.

%ET: End time of the event (sec).

if st==0 %Avoid event occurrence time is zero and 0.0001 sec was used 

st=0.0001 %because the ADC rate in experiment is 10000 Hz. 

end

st=unifrnd(0.11,1.87,1,1); %generate occurrence time of the first event 

f=normrnd(0.61,0.08,1,1); %generate dominant frequencies 

dr=unifrnd(0.42,1.33,1,1); %generate mean discharge rate 

evr=normrnd(0.29,0.08,1,1); %generate event dispersion ratio 

x=(st:1/f:et)'; %generate an event series with perfect periodicity 

rp=((1 /f)*evr)*rand([length(x)-1,1 ]); 

sig=randchoose([1 ,-1 ], 1,2);

x=[x(1);x(2:length(x))+sig*rp]; %shift events around the original occurrence

%time.

k=length(x); 

if k<dr*(et-st) 

dr=dr; 

else 

dr=k/(et-st); 

end

rn=fix(dr*(et-st))-k; 

rnx=randevent(st,et,0.001 ,rn);

x=[x;rnx]; %add more events with random occurrence time if needed according 

%to MDR

x=sort(x);
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Appendix II

Autospectrum  of population activity

To prove that the autospectrum of stationary population activity is the sum of 

the autospectra of its components and the real part of pain/vise cross spectra, it 

is more convenient to calculate the autospectrum by Fourier-transforming the 

autocorrelation function. This approach is equivalent to the Welch’s method, i.e. 

averaged modified periodogram, used in this study (Bendat & Piersol, 1986). 

The first part of this proof will be the calculation of the autocorrelation function of 

population activity by mathematical induction. The second part will be the 

Fourier transform of this autocorrelation function.

Notation: E(x): the expectation of X.

Rx,x: the autocorrelation function of X.

R x .y - the cross correlation function for X and Y.

S x ,x: the autospectrum of X.

S x ,y  and S *x ,y : the cross spectrum and its conjugate, respectively, for 

X and Y. If Re(S) and Imag(S) represent the real and 

imaginary part of the cross spectrum, 

Sx,Y=Re(Sx,Y)+lmag(Sx,Y) and 

S*x1Y=Re(Sx,Y)-lrnag(Sx,Y)

The real part of cross spectrum is called coincidence 

spectrum or co-spectrum.

The imaginary part of cross spectrum is called 

quadrature spectrum or quad-spectrum.

T: Fourier transform operator.

r  is defined by: r(/)= J " „/(k).e'2" it!’kdk



A. Symmetrical properties of cross correlation function and cross 

spectrum.

Assume that X(t) and Y(t) are two stationary time series. For stationary 

processes, by definition, the cross correlation function for X and Y is:

Rx,Y(k) =E[X(t) -Y (t+k)]

=E[X(s-k).Y(s)]

=Rv,x(-k) (Eq. 3.1)

According to Wiener-Khinchine relations, autocorrelation function/autospectrum 

and cross-correlation function/cross spectrum are Fourier transform pairs 

(Bendat & Piersol, 1986):

r(R x x ) =Sxx (Eq. 3.2)

T(Rxy) =Sxy (Eq. 3.3 )

The cross spectrum, Syx, is given by:

Syx(ra) =T(Ryx) (By Eq. 3.3)

=J"-»Ryx (k).e'2 ” ' ”, kdk

=J"-«Rxy (-k).e‘2 " i t"kdk (By Eq. 3.1)

=I"“«Rxy (k).e2” imkdk

=Sxy*(to) (Eq. 3.4)

Thus,

S xy + S yx= S xy+ S xy*

=2Re(SXY)

=Re(SxY+SYx) (Eq. 3.5)

B. Autocorrelation function of population activity

Assume activity, Z(t), is the sum of two stationary activities, X(t) and Y(t) and

W(t) is another stationary activity. By definition, for stationary processes, the
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cross correlation function for W and Z is:

Rw,z(k)=E(W(t).Z(t+k))

=E[W(t).{X(t+k)+Y(t+k)}]

=E[W(t) .X(t+k)]+E(W(t) .Y(t+k))

=R w ,x+R w ,y (Eq. 3 .6)

Similarly,

Rz,w(k) = Rx,w(K)+Ry,w(K) (Eq. 3.7)

From Eq. 3.6  and Eq. 3.7 it is easy to establish that if Z(t) is an activity 

composed more than two components, i.e. Z(t)= SZi(t), the following 

equations are true:

Rw,z(k)= ZRw.zi(K) (Eq. 3.8)

Rz,w(k)= SRzi,w(k) (Eq. 3.9)

The autocorrelation function of Z(t), composed of two components, X(t) and 

Y(t), is:

Rz,z (k)=E[Z(t).Z(t+k)]

=E[{X(t)+Y (t)} *{X(t+k)+Y (t+k)}]

=E[X(t) .X(t+k)]+E[X(t) .Y(t+k)]+E[Y(t) .X(t+k)]+E[Y(t) .Y(t++k)]

=Rx,x + Rx,y + Ry ,x + Ry ,y (Eq. 3 .10)

The next part will prove that the autocorrelation function of population activity 

is the sum of 1) autocorrelation functions of individual components and 2) 

pairwise cross-correlation functions.

Assume A is the sum activity composed of n components, i.e.,

A(t)=IBi(t) (i=1,2...n, n>=2)

Then, its autocorrelation function is:
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RAlA(k)=2RBi,Bi(k) + £RBi.Bj(K) (i=1,2...n; j=1,2...n;i*j) (Eq. 3.11)

Proof
For n=2, Eq. 3.11 is true by Eq. 3.10.

Now assume Eq. 3.11 is true for n=m (m>=2), the following argument will 

show that Eq. 3.11 is also true for n=m+1.

Let C=EBi (1=1,2...m)

A(t)=EBi(t) (i=1l2...m,m+1)= C(t) + Bm+1(t)

RAtA(k) =E[{EBi(t)} •{ EBi(t+k)}]

=E[{C(t) + Bm+1(t)}.{C(t+k) + Bm+1(t+k)}]

=Rc,c(k) + Rc,Bm+i(k) + RBm+i,c(k)+ RBm+i,Bm+i(k) (By Eq. 3.10) 

=Rc,c(k) + RBm+1,Bm+l(k) + 2RBi,Bm+l(k) + ^RBm+I.BiM (i=1,2...m)

(By Eq. 3.8 and Eq. 3.9)

=  ZRB i,B i(k) +  SRBi.B j(K ) +  RBm+1,Bm+l(k) +  £R Bi,B m +l(k) +  ^RBm+1,Bi(k)

(By assumption, i=1,2...m; j=1,2...m; i*j)

= 2 R Bi,Bi(k) + ZRBi.Bj(K) (i= 1 ,2 ...m + 1 ; j= 1 ,2 ...m + 1 ; Utj)

Q.E.D.

C. Autospectrum of population activity

Assume A is a population activity arising from n components:

A(t)=2Bi(t) (i=1,2...n, n>=2), then,

SAiA=i:SBi,Bi + Re(SSBi,Bj) (i=1,2...n; j=1,2...n; H ) (Eq. 3.12)

Proof

The autospectrum of A is the Fourier transform of its autocorrelation function:

sAiA =r(RAA)

=r(ZRBi,Bi + SRBi.Bj) (i=1,2...n; j=1,2...n; i*j) (By Eq. 3.11)
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= £ {r(R Bi,Bi)} + 2 {r (R Bi,Bj)} (T is a linear operator)

=SSBi,Bi + SSBitBj

=SSBiiBj + Re(ESBjiBj) (By Eq. 3.5)
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Appendix III

Em pirical confidence interval for cross correlogram

The underlying procedure to generate the empirical confidence interval follows 

the idea suggested in a previous paper (p208, suggestion 3, Bryant et al., 

1973). The confidence interval is calculated for a single peri-trigger bin. When 

there are N triggers, the random variable, Xy (i=1, 2...N and j=1,2,...M), where M 

is the number of bins, represents the number of dependent events in the jth 

peri-trigger bin after the ith trigger. In total, there are M*N random variables. The 

null hypothesis is that all the Xy random variables are independent and 

identically distributed with finite variance. The random variable,

Y j= S  Xy summation over i=1 ...N

represents the number of events in the jth bin in the cross correlogram. If N>30, 

the distribution of Yj is approximately normal according to the central limit 

theorem (Freiwald et al., 1995). The parameters to be estimated are the 

expectation and the variance of Yj.

E(Yj)=E(£ Xy )=  £  E (Xy) summation over i=1 ...N 

Var(Yj)=Var(£ Xy )= £  Var(Xy) summation over i=1 ...N

The estimators of E(Xy) and Var(Xy), sample mean, mx, and variance, s2x, were

calculated from the empirical data: M*N samples,

xy, i=1, 2,... N; j=1,2,...M

The 95% confidence interval for Yj is

[-1,96*(N* s2x)1/2+N*mx, 1.96*(N* s2x)1/2+N*mx]

This confidence interval is applied to all the YjS since the distributions of the Yj 

(i=1...M) are identical under the null hypothesis. It should be noted that it is
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possible for the event number in several bins (5% of M) to exceed the 95% 

confidence interval by chance. In this study we defined significant rhythmical 

synchronization between two neural activities as the existence of rhythmicity in 

the envelope of the cross correlogram where the peaks and/or troughs exceed 

the 95% empirical confidence interval. It should be noted that the confidence 

interval is empirical because it is applied only to the specific data under 

consideration. For this reason, the result based on this empirical confidence 

interval in Chapter Four was double-checked with an asymptotic confidence 

interval for squared root transformation of cross intensity function given by 

Brillinger (Brillinger, 1976) and the conclusion was the same. The A->B squared 

root transformed cross intensity function with the significant level was given 

below:

cross intensity function: m(X)1/2A-»B={(C(A,)A->B/pNA)+ |A.|Nb/T2}1/2 

mean: pm=P1/2B

upper limit of 95% confidence interval: UL=pm+(pNA)1/2 

lower limit of 95% confidence interval: LL=pm-(pNA)1/2, where:

A and B: trigger and dependent event series respectively 

X\ peri-trigger interval (or time lag)

Na and NB: number of events in A and B 

T: data time length

m(X.)A->B: cross intensity function, centred at X 

p: binwidth

C(X)a->b: cross correlation function histogram estimator (number of B events 

falling in a tally, centred at X) 

pB: mean discharge rate of B
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Appendix IV

Detection of com m ensurate frequency-lock by reordered  

correlation raster plot (RCRP)

Suppose the frequency ratio of two periodic event series, E1 and E2, is m1:m2, 

where ml and m2 are positive integers and relative prime (commensurate 

frequencies). The periods for E1 and E2 are thus p.m2 and p.ml for some p 

respectively, where p is the greatest commensurate division of the periods. For 

time variable t>=0, let the two event series be represented by:

E1: g(t)= Z5(t-ti), i=1...N1 

E2: g(t)= I8(t-tj), j=1...N2

where 8(t) is Dirac delta function (i.e. impulse function) and N1 and N2 are the 

number of events in E1 and E2 and suppose the event series are long enough 

so that N1>m1 and N2>m2. t| (i=1...N1) and tj (j=1...N2) are the occurrence 

time of events in E1 and in E2 respectively. For simplicity, here assume that 

events in E1 and E2 are coincident at time zero (By shifting time, the same 

argument can be applied if they are not coincident at time zero) It follows that: 

tk=(i-1).p.m2, i=1...N1 

tj=(j-1).p.m1, j=1...N2

Now the set of time differences between any event occurrences in the two 

series is:

D={x | x=p.[(i-1 ).m2-(j-1 ).m1], i=1...N1, j=1...N2} 

or its normalised form:

D’={x | x=[(i-1 ).m2-(j-1) .ml], i=1...N1, j=1...N2}

D and D’ are related by:
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if x g D  => x/peD’ & if x g D ’ => x.peD

Now we prove that D’ can be partitioned into m l non-overlapping subsets 

(modulo m l).

First we define congruence and least residue:

Definition A4.1

Let a and b be integers and let n be positive integer, a is said to be congruent to 

b modulo n, denoted by 

a=b (mod n)

if only if n is a common divisor of a - b.

It is easy to see that congruence is a reflective, symmetrical and transitive 

relationship (P55, Redmond, 1996).

Definition A4.2

Let n be a positive integer. If x=a (mod n), then a is called a residue of x 

modulo n. If 0< a <n-1, then a is called the least residue of x modulo n.

It is clear the set of all possible least residues (mod n) is [0, 1..., n-1] and any 

integer is congruent to one and only one of the least residues modulo n.

Lemma A4.1

D’ can be partitioned into m l non-overlapping subsets under congruence 

relationship (modulo m l) in the sense that all the members in any subset are 

congruent to one and only one of the least residues modulo m l.

Proof

Suppose D’ is partitioned to k different subsets,D'i, ..... D’k under the

congruence relationship (mod m l). The first part is to prove that the intersection 

of any pair of these subsets is empty.

Assume the intersection of some D\ and D’j (i, j e [1 ...k] & i*j) is not empty and
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aeD’jnD’j and suppose

VxeD’j, x=n & VyeD’j, y=rj (mod m l) n and rj are two different least residues 

(mod m l)

This implies a=n & a=rj (mod m l). Since congruence is symmetrical and 

transitive, it follows that, 

n=rj (mod m l),

which is against the assumption that they are different least residues. This 

proves any subsets in such a partition is disjointed.

The second part will prove that k equals m l.

It is obvious that k cannot be bigger than m l because the maximal number of 

possible least residues is m l.

We now prove that it is impossible for k to be less than m l.

Suppose xeD \ i.e. x=[(i-1).m2-(j-1).m1] for some i, j, ie[1,..., N1]; je[1,..., N2]

It is only necessary to consider the cases when i=1,..., m l because for any i > 

m l, x is congruent to some value (mod m l) with i between 1 , . . . ,  m l.

If k < m l, this implies that when i runs through [1,..., m l], there are at least two 

xs, said xi (1=1-1) and x2 (i=i2>, which are congruent (mod m l). Therefore, 

(ii-1).m2=(i2-1).m2 (mod m l), ii, i2e[1,..., m1]and h *i2. This follows that, 

(ii-i2).m2=0 (mod m l), but the fact that m l and m2 are relative prime implies 

(ii-i2) =0 (mod m l), which is impossible because m l cannot be a divisor of ( ir  

12).

Therefore, k equals to m l and the proof is completed.

Q.E.D.

An extension of Lemma A4.1 to D establishes that D can be partitioned to 

m l subsets under a congruence relationship (mod p.ml). Specifically, any
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phase differences between E1 and E2 has the following form:

n.p.m1+r.p, where n is an integer and re[0,..., m1-1]. It should be noted that

the phase differences between E1 and E2 can also be represented as

n.p.m2+r.p, where n is an integer and re[0  m2-1]. Along the same

argument, It can be shown that the phase differences may be partitioned into 

m2 congruent subsets (mod p.m2). Selecting p.ml or p.m2 as the basis for the 

congruent partition of the phase differences is equivalent to choosing E1 or E2 

as the trigger event series. To see this, consider a minimal period of data where 

all possible phase differences (mod p.m1 or p.m2) may occur. In this case, it is 

m1.m2.p because during this period, E1, E2 repeats ml, m2 cycles, 

respectively and the events in both series become coincident again (the first 

coincidence is at time zero under the assumption). It follows that subsequent 

events cycle through the same pattern identical to this minimal period. 

Furthermore, this period must exhaust all the possible phase differences (mod 

p.ml or p.m2) because outside this period the phase differences (mod p.m1 or 

p.m2) just repeat. In this period, there are ml distinct E1-»E2 first post trigger 

intervals. Each of these intervals belongs to one and only one of the m l 

congruent partition sets of phase difference (modulo p.ml). After or before the 

first post trigger E2 event, the E2 events just repeat with its frequency. 

Therefore, each data segment with length equal to m1.m2.p will produce ml 

event clusters with a period of ml.p. If the events are lined up, sorted by the 

order of the first post-trigger intervals, a slanting band including ml discrete 

vertical event clusters appears and spans an interval equal to ml.p. This band 

would repeat with a period equal to ml.p (the period of E2) in the RCRP. Same 

argument can be applied if E2 is chosen as the trigger event series.

The structure of RCRP is detailed in Fig. A4.1 using an example produced from
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Fig. A4.1 Diagrammatic illustration of the structure of the reordered correlation 

raster plot (RCRP) for a pair of periodic event series locked in a simple high 

rational frequency ratio. Two idealised event series, E1 and E2, with perfect 

rhythms (frequency, 0.9 Hz for E1; 0.6 Hz for E2), are used to illustrate the 

structure of E1->E2 RCRP. The E1 to E2 frequency ratio is m1:m2=3:2, where 

ml and m2 are relative prime integers, and the greatest commensurate period, 

p, equals to 1/0.9/2=1/0.6/3=5/9 sec (see text). Ai, Aii, The autocorrelograms of 

E1 and E2. Their periods are m2xp=10/9 sec and m1xp=5/3 sec for E1 and E2, 

respectively. A/77, E1->E2 cross correlogram. The periodic pattern in the 

envelope has a period equal to the greatest commensurate period, p=5/9 sec 

(see text). B, E1->E2 RCRP. The RCRP consists of periodic slant bands 

repeating with a period equal to the period of E2, i.e., m1xp (shaded bands). 

Each band is composed of m1=3 vertical event clusters with the distance 

between adjacent clusters equal to the greatest commensurate period p=5/9 

sec (see text for details).
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two ideal event series, E1 and E2, with perfect rhythmicity. In this example, the 

frequency of E1 was 0.9 Hz and E2 is 0.6 Hz. Therefore, m1=3 and m2=2. The 

greatest commensurate division of period was 1/0.9/m2 or 1/0.6/m1, i.e. 

p=1/1.8=5/9 sec. The periods of E1 and E2 were m2.p=10/9 sec and m1.p=5/3 

sec, respectively (autocorrelograms of E1 and E2, Fig. A4.1Ai, Aii). E1-»E2 

RCRP was shown in Fig. A4.1B. Within a segment equal to the period of E2 

(ml.p), there was a slant band (shaded area) composed of m1=3 event clusters 

with inter-cluster distance equal to p=5/9 sec. This pattern repeated every 

m1.p=5/3 sec.

The above analysis uncovers an interesting phenomenon: under 

conditions of high order rational frequency-lock, it is possible for the cross 

correlogram to exhibit periodicity with a frequency different from those of the 

trigger and dependent activity. Previous studies classified interaction between 

input-output neurones into primary effects, a direct influence and secondary 

effects, a statistical property arising from periodicity inherent to input or output 

neurones. The secondary effect frequently maps the rhythms of input and 

output neurones into the cross correlogram (Moore et al., 1970; Bryant et al., 

1973). However, frequencies different from those of input or output neurones 

can appear in the cross correlogram simply as a result of a statistical process, 

i.e. secondary effect. For example, the envelope of cross correlogram (Fig. 

A4.1Aiii) between the simulated event series, E1 and E2, had a periodic pattern 

with a frequency equal to 1/p which is different from those of E1 and E2.
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Appendix V

Matlab script file, SPECTRUM, for autospectrum and coherence 

spectrum

function p=spectrum(x,y,s,ft,wo)

% P=SPECTRUM(X, Y, S, FT, WO) returns the autospectrum and coherence 

% coherence spectrum of two time series.

% Input: [X, Y, S, FT, WO]

% X: First time series.

% Y: Second time series.

% S: Sampling rate (Flz).

% FT: FFT size for one block 

% WO: Size of block overlapping.

% Output: P=[Px, Py, Coherence]

% Px: X autospectrum.

% Py: Y autospectrum.

% Coherence: X-Y coherence spectrum.

n=max(size(x)); % number of data points 

k=fix((n-wo)/(ft-wo)); % number of blocks 

block=1:ft; % indexes of data points in one block

w=0.5*(1-cos(2*pi*(linspace(0,1,ft))')); % weighing function: Hanning taper 

m=ft/s; % block length

px=zeros(ft,1); py=px;pxy=px; % pre-assigned empty autospectrum and cross
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for i=1:k

wx=w.*detrend(x(block)); wy=w.*detrend(y(block)); % remove linear trend from

% each block followed by 

% windowing 

block=block+(ft-wo); % recursive definition of ‘block’ 

fx=fft(wx)/s; fy=fft(wy)/s; % fast Fourier transformation of each block 

fx=sqrt(8/3)*fx; fy=sqrt(8/3)*fy; % scaling factor to compensate power loss due

% to tapering

psdx=abs(fx).A2/m; psdy=abs(fy).A2/m; % estimated autospectrum in each block 

cpsdxy=(fy.*conj(fx))/m; % estimated cross spectrum in each block 

px=px+psdx; py=py+psdy; % summation of autospectra from all blocks 

pxy=pxy+cpsdxy; % summation of cross spectra from all blocks 

end

px=px/k; py=py/k; % average of autospectra 

pxy=pxy/k; % average of cross spectra

f=[1 :ft/2+1]; % select components with non-negative frequencies 

px=px(f); py=py(f); pxy=pxy(f);

coherence=(abs(pxy).A2)./(px.*py); % calculation of coherence 

p=[px,py,coherence]; % assign output
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Appendix VI

Matlab script file, COEVENT, for the autocorrelogram  and the 

cross correlogram

function h=coevent(ex,ey,b,t1 ,t2)

% COEVENT(EX,EY,B,T1,T2): Correlogram of point processes 

% Input: [EX, EY, B, L1, L2, T1, T2, TRIGGER Number]

% EX & EY: The trigger & the dependent event series 

% B: Binwidth (sec).

% T1 and T2: The pre- and post-triggering intervals (second).

% Note: Set the trigger and dependent event series to be the same for

% autocorrelogram

m=length(ex); % trigger number

f1=fix(t1/b); f2=fix(t2/b); f=f2-f1; % bin number

sy=[]; % pre-assigned empty set

n=1;

while n<=m; % recursive on the trigger events

shy=ey-ex(n); % phase differences between dependent events and the trigger 

vy=shy(find(shy>=t1 & shy<=t2)); % restrict the phase differences into the

% specified peri-trigger interval 

sy=[sy;vy]; % collect all the restricted phase differences while the trigger runs 

% through all its events

n=n+1;

end;

hist(sy.f); % generate histogram with specified bin number
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Appendix VII J. Physiol. (1998) 506.P, 134P

Rhythmic sympathetic activity recorded from the ventral 

collector nerve (VCN) innervating the rat tail

Hong-Shiu Chang & Michael P. Gilbey

Autonomic Neuroscience institute, Dept Physiology, Royal Free Hospital School 

of Medicine, London NW3 2PF

Previous studies from our laboratory have shown that on-going activity 

recorded from single postganglionic sympathetic neurones (PSNs) innervating the 

caudal ventral artery (CVA) or lateral tail vein (LV) has a characteristic dominant 

rhythm (T-rhythm, around 0.8 Hz; Johnson & Gilbey, 1995, 1996). In the present 

study we examined whether sympathetic activity recorded from the whole VCN, 

which innervates various targets in the tail, also displays the T-rhythm.

Experiments were conducted on thirteen male Sprague-Dawley rats (275- 

355g) that were anaesthetized with pentobarbitone (60 mg kg"1, I.P.) and 

supplemented with a-chloralose (5-10 mg, I.V.) when required, paralysed with 

gallamine (16 mg kg'1 h"1) (see Johnson & Gilbey, 1996), ventilated artificially, 

vagotomized and given a pneumothorax. The cauda equina was cut to remove 

somatic motor activity from the VCN. Phrenic nerve activity was recorded as an 

indicator of central respiratory rate (CRR). Nerve activity was filtered, rectified and 

smoothed. CRR was adjusted by altering PaC02 &/or Pa02 (by changing pump 

rate &/or O2 content of inspired gas).

Under control conditions (Pa02 and PaCO^ 107.6 ± 14.0 (mean ± S.D.) and 

38.6 ± 3.6 mm Hg, respectively, MABP, 86.4 ± 10.5 mm Hg), spectral analysis 

(sampling rate 100 Hz, FFT block size 2048; 45 blocks) in 12/13 animals revealed 

a peak in the autospectrum of sympathetic activity at the same frequency as the 

CRR (0.67 ±0.12 Hz) (coherence 0.71 ± 0.2). Another peak, at 0.82 ±0.13 Hz, 

was observed in 6/13 animals. When the CRR was slowed to 0.35 ± 0.03 Hz in 

seven animals, a sympathetic peak at this frequency was seen in 2 animals 

(coherence 0.33 ± 0.06 Hz, significantly different from control; t test, P<0.05),
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however in all seven animals another sympathetic peak was seen at 0.80 ± 0.11 

Hz. When apnoea was induced by hyperventilation, a sympathetic peak remained 

at 0.81 ± 0.12 Hz in the eight animals tested. Peaks in the autospectra at around 

0.8 Hz were not significantly different in the 3 conditions tested (one-way ANOVA).

The data shows that sympathetic activity recorded from the whole VCN has 

a rhythmical component with a similar frequency to that recorded from single 

PSNs innervating the CVA or LV. In addition, although single unit activity recorded 

from CVA or LV does not frequently show prominent respiratory-related activity, 

sympathetic activity recorded from the VCN under control conditions commonly 

displayed a separate 'respiratory peak'. The difference between single PSN &

whole VCN activity might reflect the functional heterogeneity of the latter or it

might be a statistical population property of the activity of PSNs projecting through 

the VCN.

Supported by the Wellcome Trust & Chang Gung Memorial Hospital.
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Appendix VIII FASEBJ. (1998)12, A985

Multiple “oscillators” and the discharges of sym pathetic  

neurons innervating the rat caudal ventral artery

H-S. Chang, J.E. Smith, K. Staras, B.A. Cotsell and M.P. Gilbey 

(Sponsor: A.G.Ramage)

Autonomic Neurosci. Inst., Dept. Physiol., Royal Free Hosp. Sch. Med.,

London NW3 2PF, UK.

We have previously shown, using a focal recording technique, that the 

discharges of single sympathetic postganglionic neurons (PGNs) innervating 

the caudal ventral artery (CVA) have a dominant rhythm (T-rhythm: Johnson, 

C.D. and Gilbey, M.P. (1996). J. Physiol. 497. 241-259). In this study we 

examined whether all PGNs are driven by the same "oscillator" or whether 

multiple "T-rhythm oscillators" regulate the sympathetic outflow to the CVA. 

Rats were anaesthetized (60 mg/kg I.P. Na pentobarbitone, supplemented with 

chloralose 5-10 mg I.V.), paralysed, artificially ventilated and vagotomized. 

Simultaneous recordings were made of the discharges of pairs of PGNs. It was 

observed that although the frequency of the T-rhythm displayed by pairs of 

PGNs could be the same and demonstrate a constant phase relationship (N=5), 

such a relationship was not obligatory. The discharges of pairs of PGNs could 

demonstrate periods of uncoupling. We conclude that multiple "T-rhythm 

oscillators" exist.

Wellcome Trust 05115, BHF FS/96009. Chang Gung Memorial Hospital.
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Synchronous and asynchronous rhythm ical discharges o f 

postganglionic sym pathetic neurones innervating an identified  

blood vessel in the rat.

H-S. Chang, J.E. Smith, K. Staras and M.P. Gilbey

Autonomic Neuroscience Institute, Department of Physiology, Royal Free 

Hospital School of Medicine, London NW3 2PF

In vitro studies have indicated that the nature of neuroeffector 

transmission is influenced by the pattern of sympathetic discharges. 

Synchronous and asynchronous models of sympathetic activity have been used 

to study neuroeffector transmission in the caudal ventral artery (CVA) of the rat 

in vitro using either electrical stimulation (synchronous, Bao & Stjarne, 1993) or 

ciguatoxin (asynchronous, Brock etal, 1997). Using a focal recording technique, 

we have previously shown in vivo that the discharges of single sympathetic 

postganglionic neurones (PGNs) innervating the CVA are rhythmical (dominant 

rhythm: T-rhythm, Johnson & Gilbey, 1996). In this study by recording activity 

from pairs of PGNs, we sought to determine whether the rhythmical discharges 

can be synchronous and/or asynchronous.

Sprague-Dawley rats (n=10) were anaesthetized (60 mg/kg I.P. 

pentobarbitone, supplemented with chloralose 5-10 mg I.V. as required, see 

Johnson & Gilbey, 1996), pneumothoracotomized, paralysed, ventilated 

artificially and vagotomized. Activity of PGNs was recorded focally from CVA 

through glass microelectrodes (internal diameter, 20-100pm). The action 

potentials of pairs of PGNs were either recorded through separate electrodes or 

discriminated from multiunit activity recorded through one electrode. Eleven 

pairs were analysed. Under control conditions (pH, 7.38±0.04, Pa02, 115.6±14 

mmHg, PaC02, 38.2±3.5 mmHg, mean±S.D.), frequencies of T-rhythms were 

the same in three pairs (mean frequency, 0.7±0.06 Hz, n=6) but they were 

significantly different (paired f-test, p<0.05) in eight pairs (mean frequency, 

0.7±0.13 Hz, n=16). Cross-correlation analysis (5 mins data set) showed a
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rhythmical pattern in four pairs and no prominent peaks in the remaining seven 

pairs. However, when time evolving cross correlograms (1 min/each 

subdivision) were inspected, periods of correlation and noncorrelation could be 

observed in both groups. Hypercapnia (pH, 7.24±0.04, Pa02, 121.7±12.5 

mmHg, PaC02, 57±9.3 mmHg) was induced in six experiments and strong 

synchronization was observed in five pairs (mean frequency, 0.66±0.03 Hz, 

n=10).

This study indicates that multiple T-rhythm generators underlie activity of 

PGNs innervating the CVA and the rhythmical discharges can be either 

synchronous or asynchronous with a high probability of synchrony during 

hypercapnia. This suggests that the temporal relationship of activity between 

the different rhythm generators is relatively plastic and is capable of undergoing 

dynamic change.

Supported by the Wellcome Trust, British Heart Foundation FS/96009 and 

Chang Gung Memorial Hospital.
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(Sympathetic Neuronal Oscillators are Capable of 
Dynamic Synchronization

|Hong-Shiu Chang, Kevin Staras, Julia E. Smith, and Michael P. Gilbey
/\utonomic Neuroscience Institute, Department of Physiology, Royal Free and University College Medical School, 
;University College London, London NW3 2PF, United Kingdom

In this paper we show that the discharges of sympathetic 
neurons innervating an identified peripheral target are driven by 
multiple oscillators that undergo dynamic synchronization when 
an entraining force, central respiratory drive (CRD), is in­

creased. Activity was recorded from postganglionic sympa­
thetic neurons (PGNs) innervating the caudal ventral artery of 
I the rat tail: (1) at the population level from the ventral collector 
| nerve (VCN); and (2) from pairs of single PGNs recorded simul- 
I taneously using a focal recording technique. Autospectral anal­
ysis of VCN activity revealed a more prominent rhythmical 

\ component in the presence of CRD than in its absence, sug­
gesting that (1) multiple oscillators drive the discharges of 

, PGNs and (2) these oscillators can be entrained and therefore 
synchronized by CRD. This interpretation was supported by 
analysis of the firing behavior of PGN pairs. Autocorrelation and

j Recent evidence indicates that the nervous system may use tran- 
[ sient periods of synchronization as an information-encoding 
mechanism (for review, see Fetz, 1997; Fanner, 1998). This poses 
questions about the functional importance of synchrony and the 
nature of the underlying neuronal circuitry. Although this phe­
nomenon has been studied in the CNS, particularly with regard to 
sensory processing and skeletal muscle motor control (Farmer, 
1998), synchronous firing has not been examined in a functionally 
defined sympathetic pathway where it is likely to have important 
implications for neuroeffector transmission and consequently the 
end organ response (Sneddon and Bumstock, 1984; Sjoblom- 
Widfelt et al., 1990; see also, McAllen and Malpas, 1997). In this 
paper, using an application of a focal recording technique devel­
oped in this laboratory, we test the idea that synchronous neuro- 

( nal firing is a feature of postganglionic sympathetic neurons 
( (PGNs) innervating an identified blood vessel [the caudal ventral 
j artery (CVA) of the rat tail].
1 Our previous work revealed that CVA PGN activity exhibits a 

dominant rhythm (frequency range, 0.4-1.2 Hz): this was given 
the generic term, T-rhythm (Johnson and Gilbey, 1996). It was 
observed that the frequency of the T-rhythm could be the same or 
different from that of the CRD. Importantly, when CRD was 
absent, the T-rhythm persisted, indicating that it could be gener-
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cross-correlation analysis showed that pairs were not synchro­
nized in the absence of CRD but showed significant synchro­
nization when CRD was enhanced. Time-evolving spectral 
analysis and raster plots demonstrated that the temporal sta­
bility of PGN-to-PGN and CRD-to-PGN interactions at a given 
level of CRD were also dynamic in nature, with stable constant 
phase relationships predominating as CRD was increased. This 
is the first reported example of dynamic synchronization in 
populations of single postganglionic sympathetic neurons, and 
we suggest that, as in sensory processing and motor control, 
temporal pattern coding may also be an important feature of 
neuronal discharges in sympathetic pathways.

Key words: postganglionic sympathetic neuron; central respi­
ratory drive; neural oscillator; synchronization; entrainment; 
blood vessel; in vivo; Sprague Dawley rat

ated by autonomous oscillator or oscillators (defined here as an 
entity or entities with periodic activity) that could be entrained by 
CRD. This raises important questions about whether the dis­
charges of PGNs are driven by single oscillator obligatorily cou­
pled oscillators or multiple independent oscillators and whether 
these discharges can be synchronized through entrainment by 
CRD. The oscillator substrate might be the PGNs themselves or 
antecedent neuronal oscillators and/or oscillating neural net­
works (for review, see Selverston and Moulins, 1985; Marder and 
Calabrese, 1996). In this study, by recording both population and 
single PGN activity, we sought to discriminate between a single/ 
obligatorily coupled versus multiple oscillator model of T-rhythm 
generation and investigated the temporal relationship of PGN to 
PGN and CRD to PGN activity.

Population activity was recorded from the ventral collector 
nerve (VCN), which contains ~80% of the PGN axons that 
innervate the CVA (Sittiracha et al., 1987). The absence of a 
rhythmical component would be consistent with the idea that the 
discharges of PGNs are driven by separate oscillators with little or 
no global synchronization. We also recorded from pairs of PGNs 
using the focal recording technique, which enabled the findings of 
the whole-nerve analysis to be tested at the level of “target 
identified” PGNs. In both whole-nerve and paired recordings we 
manipulated CRD to investigate whether dynamic synchroniza­
tion of rhythmical PGN activity can occur through entrainment.

The findings of this study demonstrate that the rhythmical 
discharges of PGNs innervating a blood vessel can arise from 
multiple oscillators that can be entrained by a periodic neural 
activity, CRD. These results show for the first time that like, for 
example, cortical neurons in the CNS, rhythmical discharges of 
PGNs are capable of dynamic synchronization. In the same way
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that temporal coding in  the CNS is thought to be important in 
sensory processing and skeletal muscle motor control, we suggest 
that dynamic synchronization o f PGN activity may have signifi­
cant functional implications fo r sympathetic cardiovascular 
control.

Part o f this work has been published previously as abstracts 
(Chang and Gilbey, 1998; Chang et al., 1998a,b).

MATERIALS AND M ETH O D S
General preparation and maintenance
E xperim ents were conducted on 33 male Sprague Dawley rats (255-355 
gm) anesthetized initially with sodium pentobarbitone (60 m g/kg, i.p.) 
supplem ented with ar-chloralose (5-10 mg, i.v.) when required. A nes­
thetic level was m onitored, and an appropriate depth was indicated by the 
stability of blood pressure and phrenic nerve (PN) activity and the 
absence of both corneal and paw-pinch withdrawal reflexes. T he femoral 
artery and vein were cannulated  for recording blood pressure and infus­
ing drugs, respectively. T h e  trachea was cannulated. The oesophageal 
tem perature was m onitored and m aintained at 36.5-37°C using a heating 
blanket (and/or a lam p). T h e  urinary  bladder was cannulated to  ensure 
an unobstructed u rine  flow. Figure 1 summarizes the main surgical 
procedures perform ed.

In experiments in which rats were artificially ventilated (n =  25), 
vagotomies and pneum othoracotom ies were performed (Fig. 1), and an 
end-expiratory pressure (2 -3  cm H zO) was applied to prevent atelectasis. 
D uring periods of data collection, animals were paralyzed (gallam ine 
triethiodide, 15 mg • k g -1 • h r -1 ), and the depth of anesthesia was as­
sessed by m onitoring the stability of the blood pressure and phrenic 
discharges. Blood gas samples were taken immediately before data were 
collected. In experim ents perform ed on spontaneously breathing rats 
(n =  8), the vagi were left intact, and the animals were supplied contin­
uously with 0 2-enriched room  air.

In all animals, peak expiratory  C O z was monitored in every breath  
using a C 0 2 m eter (m odel FM1; T he Analytical Development C om pa­
ny). A rterial blood gases w ere sam pled regularly (0.5-1 hr) using a blood 
gas analyzer (model M238; C iba-C om ing Ltd.), and if necessary sodium 
bicarbonate (1 m) was given to counter metabolic acidosis. PN activity 
was recorded routinely in all preparations, and the inspiratory-related 
activity was taken as an indication of CRD (Johnson and Gilbey, 1994, 
1996).

Recording from the VCN
T he VCNs are mixed nerves that contain both sympathetic and som atic 
sensory-m otor axons. T h e  central connection of somatic m otor efferents 
projecting through the VCN s w ere interrupted by cutting the cauda 
equina at the L5 level, thereby leaving only sympathetic efferents intact 
(Sittiracha et al., 1987; Smith and Gilbey, 1998a; Smith et ai., 1998). A 
VCN was then exposed, cut, and desheathed. Monophasic activity was 
recorded differentially by placing the central and peripheral nerve ends 
on bipolar platinum  electrodes in a paraffin oil-filled bath (Fig. 1). T he 
peripheral nerve end was crushed. In ten experiments, the sym pathetic 
nature of VCN activity was confirm ed by the abolition of ongoing nerve 
activity after intravenous injection of the ganglionic blocker chlorison- 
daminc (3 mg/kg).

Focal recording o f  the activity o f  PGNs
Glass m icroelectrodes (in ternal diam eter of the tip, 20-100 //.m), filled 
with Krebs’ solution, were placed on the surface of the CVA, and gentle 
suction was applied to “seal” the tip (Johnson and Gilbey, 1994, 1996). 
The discharges of two PGNs were either recorded sim ultaneously 
through two independent electrodes or discriminated from m ultiunit 
activity recorded through one electrode. Previous studies have confirmed 
that all units recorded from  the surface of the CVA are sym pathetic in 
nature with characteristic discharge patterns (Johnson and Gilbey, 1994, 
1996). Activity from single PGNs was identified by a consistent spike 
waveform and amplitude. In each experim ent in which paired recordings 
were made, we were careful to  establish that the latency betw een the 
firing of the two PGNs was not constant, because this would be evidence 
that both recordings arose from  the same PGN (either its axon or 
branches). Although constant latency firing was occasionally seen in 
single-patch recordings betw een pairs of “PGNs” (and these were th e re ­
fore discarded), the latency betw een PGNs recorded from separate 
electrodes (physical separation, 2.5-5.5 cm) was always variable.

Figure 1. The experimental preparation and signal processing proce­
dures used for recording neural activities. T he femoral artery/vein, tra­
chea, and urinary bladder of the rats were cannulated. A pneum othora­
cotomy was performed, and the vagi were cut (not shown) in the 
experiments in which animals were ventilated artificially. W hole-nerve 
activity of PN was recorded from the neck. Activity was recorded from the 
V CN in the tail by cutting the nerve and placing the cut ends on bipolar 
electrodes (top insert). T he cauda equina was transected in the VCN 
whole-nerve experiments (not shown). It should be noted  there is one 
V CN  on either side of the tail, but only the right one is shown here for 
simplicity. Single PGN activity was recorded from the surface of the CVA 
through a focal suction glass m icroelectrode (bottom insert). Two focal 
electrodes were used simultaneously in most experim ents in which two 
PGNs were recorded, but only one is shown here for simplicity. For PN 
and VCN activity, the raw activity was filtered, rectified, and smoothed, 
and spectral analysis was perform ed on this sm oothed data. T T L  pulses 
representing the rising (inspiratory) phase of PN activity were generated 
from the smoothed data using a low-frequency threshold trigger interface. 
F or PGN activity, the raw signal was filtered and passed through a window 
preset in a spike processor to generate T T L  pulses. For further details, 
see Materials and Methods.

Data collection
All neuronal activity was recorded using high im pedance headstages 
(model NL100; Neurolog, Digitim er L td), amplified (model NL104; 
Neurolog) and filtered (bandpass 300-1 kHz; model NL125; Neurolog). 
PN activity and VCN activity were rectified and sm oothed (Fig. 1) with 
a “leaky integrator” (time constant: PN, 0.1 or 0.2 sec; VCN, 0.1 sec; 
model NL703, Neurolog). Such narrow -band filtering followed by recti­
fication and smoothing (or integration) is a well established procedure 
for generating an envelope of the activity (for examples, see Haselton 
and Guyenet, 1989; Czyzyk-Krzeska and Trzebski, 1990). One of the 
m ain advantages is that it removes m ovem ent-related artifacts that fre­
quently appear as slow wave activity (Kenney and Fedde, 1994). How­
ever, the filtering causes little a ttenuation of individual action potentials 
because the instantaneous frequency of single fiber activity is higher than 
the high-pass cutoff value (see Fig. lA i ,A ii,A ii i ) .  All data were stored on 
tape using a video recorder (m odel V-404B; Toshiba) for off-line analy­
sis. In addition, the blood pressure, tracheal pressure, smoothed phrenic 
and VCN activity, and single PGN activity were converted into digital 
signals via an analog-to-digital converter interface (m odel 1401, Cam ­
bridge Electronic Design; sampling frequency: 13.3 kH z for PGN activ­
ity; 100 Hz for VCN and PN activity) and sent to a com puter for analysis.
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Figure 2. Physiological param eters under different experimental conditions. Conditions: AVA, AVC, AVE, SBC, and SBE. A ,  W hole-nerve experi­
ments. A VA, n = 8; A V C , n = 13 ,A V E , n = 8; and SBC, n = 3. B, Single PGN experiments. A VA, n =  6; AVC, n =  13; A V E , n =  6; SBC, n = 6; SBE, 
„  =  4 ^  Bi, M A P. Aii, Bii, pH. Aiii, Biii, P a C 0 2. Aiv, Biv, P a 0 2. Data are presented as mean ± SD. Statistical differences betw een the three subgroups 
of artificially ventilated anim als were assessed using ANOVA followed by Bonferroni multiple comparison tests. A  S tudent’s t test was used to test the 
difference between the two subgroups in spontaneously breathing animals. Param eters that are significantly different from control conditions are 
indicated by an asterisk ( *p < 0.05).

A spike processor (m odel D130; Digitiser) and an interface (model 
NL515; Neurolog) were used to generate transistor-to-transistor logic 
(TTL) pulses from single PGN action potentials and the rising phase of 
rhythmical (inspiratory) PN activity, respectively (Fig. 1). These T T L  
pulses were also sent to  the com puter and used to generate autocorre­
lograms, cross-correlogram s, and correlation raster plots of PGNs and 
PN activity (SPIK E2, C am bridge Electronic Design; M A TLA B , 
MathsWorks).

Whole-nerve analysis
Spectral analysis o f  VCN and PN  activity. The presence of rhythmical 
components in VCN and PN activity and the degree of correlation 
between them were assessed using spectral analysis. A  480 sec data set of 
integrated nerve activity was sam pled at 100 Hz and divided into 45 
half-overlapped subsections with 2048 data points in each. The linear 
trend was removed in each subsection. The autospectrum and cross­
spectrum averaged from these subsections were calculated according to 
the Welch M ethod (size of fast Fourier transformation, 2048) (Bendat 
and Piersol, 1986). T h e  autospectrum , plotted as relative power density 
(RPD) against harm onic frequencies, was only displayed between 0 and 
5 Hz because the power at frequencies above this level was negligible. 
The coherence spectrum  was used to investigate the linear correlation 
between PN and V C N  activity at different frequencies. T he squared 
coherence coefficient (abbreviated as coherence) at each harmonic fre­
quency was estim ated by norm alizing the cross-spectrum between the PN 
and VCN activity (B endat and Piersol, 1986).

Assessing temporal changes in VC N  activity. Time-evolving autospectra 
were generated to exam ine tem poral changes in VCN and PN activity. A 
480 sec data set was divided into twelve 40 sec segments, and spectral 
analysis was perform ed on each. T he magnitude of the RPD for each

segm ent was then coded using a 64-grade gray scale. T he time-evolving 
spectrum  was plotted as harmonic frequency against time history. 
Changes in the gray scale represent the change of the RPD across both 
the recording time and frequency range. To quantify  the dynamic change 
of the RPD, the time evolving autospectrum  was norm alized by its 
m aximal value, and the sum of RPD variance of all the frequencies across 
the twelve 40 sec segments was taken as a m easure of the stability of 
V C N  activity.

Single-unit analysis
T-rhythm frequency determination. For event series composed of PGN or 
PN occurrences, the event-triggered cum ulative histograms, correlo- 
grams, were used to assess the correlation of occurrences between neural 
activities (Perkel et al., 1967a,b). For autocorrelogram s the histograms 
are self-triggered, and for cross-correlogram s the trigger events and the 
dependent events come from different event series. Series of 300 sec data 
sets of neuronal activity were used to generate  autocorrelograms and 
cross-correlograms. The 5 sec post-trigger period  in the autocorrelogram 
was inspected visually to establish the p resence of a dom inant rhythmic- 
ity. T he exact frequency was determ ined from the spectrum of the 
envelope of the autocorrelogram across the  300 sec post-trigger interval 
as follows: the envelope of the autocorrelogram  (bin width, 0.05 sec; 
duration, 300 sec) was first sm oothed using a moving average method 
[weight factor, (0.15, 0.2, 0.3, 0.2, 0.15)]. T he gain of the frequency 
response function of this moving average process was monotonically 
decreased, and there was no net phase shift in the frequency range in 
which we were primarily interested (0 -5  Hz). Consequently, the rhyth­
mical components in the envelope are not artifacts arising from the 
sm oothing process (“Slutsky effect”, see Koopmans, 1995). The 
sm oothed envelope of the autocorrelogram  was subjected to spectral
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analysis using a similar method to that described for VCN and PN 
activity (sampling rate, 20 Hz; fast Fourier transformation size, 1024). 
Because the bin width of the discrete spectrum is 0.02 Hz, the frequen­
cies of two PGN T-rhythms were considered to be the same if the 
difference between them was <0.02 Hz.

Evaluation o f synchronization between two PGNs (represented by 
P G N —>PGN). By definition, synchronization is a state of constant phase 
difference between two activities (Winfree, 1980). If the phase difference 
between two rhythmical activities, such as PGNs, is constant, a periodic 
pattern will appear on their cross-correlogram. Thus, in this study, the 
state of PGN—> PGN synchronization, termed rhythmical synchroniza­
tion, is assessed by the cross-correlogram (divided into 200 bins, bin- 
width, 0.05 sec). To quantify the degree of synchronization, the spectrum 
of the envelope of the cross-correlogram was generated using a method 
analogous to that described for autocorrelogram spectral analysis. The 
RPD of the dominant peak shown on the envelope spectrum was taken 
and used as a measure of synchronization. As a gauge of the significance 
of the rhythmicity in each cross-correlogram, we calculated a 95% 
confidence interval, based on a novel analysis method described below.

The confidence interval is calculated for a single peritrigger bin. When 
there are /V triggers, the random variable, (i = 1 ,2 ...  N  and j  =  1,2,... 
200) represents the number of dependent events in the;th peritrigger bin 
after the Jth trigger. In total, there are 200 * N  random variables. The null 
hypothesis for the statistical inference is: all the X i} random variables are 
independent and identically distributed with finite variance. The random 
variable, Yi =  3 , X i i ( j  =  I . . .  N ) ,  represents the number of events in the 
ith bin in the cross-correlogram. If N  >  30, the distribution of Vj is 
approximately normal according to the central limit theorem (Papoulis, 
1991). The parameters to be estimated are the expectation and the 
variance of T,. E (y() = E (X X i}) = X E (X A  (; = 1 . . .  N ).  V a r ^ )  = 
Var(X Xjj) = X Var(Yjj) ( /  = 1 . . .  N ).  Tne estimators of E ( X i]) and 
Var(A :̂) are the unbiased sample mean, mx, and variance, s2x , calculated 
from the empirical data (200 * N  samples, x^, i = 1, 2, . . .  N ; j  =  1,2,... 
200). The 95% confidence interval for Yt is [-1.96 * (N  * s2x) 112 + N  * 
mx, 1.96 * (N  * s2x) u2 +  N  * mx]. This confidence interval is applied to 
all the Vis because the distributions of the Yt (i = 1. . .  200) are identical 
under the null hypothesis. It should be noted that it is possible for the 
event number in several bins (5% of 200) to exceed the 95% confidence 
interval by chance. In this study we were concerned primarily with the 
rhythmical T-rhythm oscillator or oscillators, and we define significant 
synchronization between two neural activities as the existence of rhyth- 

i micity in the envelope of the cross-correlogram in which the peaks and/or 
troughs exceed the 95% confidence interval.

| Assessing temporal changes in synchronization. PGN—> PGN correlation 
raster plots were used to elucidate dynamic temporal changes in synchro- 

! nization between PGNs. The raster plot, as with the cross-correlogram,
I shows the temporal relationship between the triggers and dependent 
; activity, but differs because the peritrigger event series are plotted 

against each trigger. To quantify the stability of the phase relation 
, between two PGNs, the raster plot was divided into small quadrats (0.1 

sec X 10 trigger events), and the number of events in each (the event 
density) was counted. The event density was normalized by the maximal 

' event density in all the quadrats. The sum of the normalized event 
density variance at each peritrigger time across the trigger occurrences 
represents the inhomogeneous phase change across time (termed density 
variance). If the phase difference remains relatively constant across time,

I a dense vertical striation will be present on the raster plot against a
■ low-density background. The RPD of the cross-correlogram envelope
■ (spectral density) provides a measure of the density of the rhythmical 

vertical striation. The parameter, density variance/spectral density, 
termed the phase variation factor, is a measure of the level of unstable 
rhythmicity plus the degree of variation of phase difference across time 
and was taken to assess the stability of rhythmical synchronization 
between two PGNs.

Experiment protocol
Manipulating CRD. Activity of the PGNs innervating the CVA was 
recorded under three conditions, absence of CRD, control, and enhanced 
CRD. The control condition was achieved by maintaining the blood gas 
parameters within a normal physiological range (see Results). The ab­
sence of CRD (apnea) was induced either by raising the oxygen concen­
tration (60-90%) of the inflow and/or by hyperventilation hypocapnia. 
CRD was enhanced "by raising inspired COz to 5% and inducing a 
hypercapnic state (St-John and Bianchi, 1985).

Whole-nerve experiments. VCN activity was recorded from sixteen

animals. Thirteen of these were ventilated artificially, and the other three 
breathed spontaneously. In each experiment, nerve activity was recorded 
initially in control conditions. Of the thirteen artificially ventilated rats, 
eight animals were tested under enhanced CRD conditions and eight in 
the absence of CRD. Six of the thirteen animals were tested in all three 
conditions.

Single PGN experiments. Action potentials of single PGNs were re­
corded from seventeen animals. Twelve of these were ventilated artifi­
cially, and the remainder breathed spontaneously. At least one pair of 
PGNs was recorded in each animal during control conditions. Six artifi­
cially ventilated and four spontaneously breathing subjects were tested 
under enhanced CRD conditions. Neuronal activity was also recorded in 
six artificially ventilated rats in the absence of CRD. Five of the eleven 
artificially ventilated animals were tested in all three conditions.

Statistics
Results are expressed as mean ± SD when a parametric test was used or 
median and interquartile intervals (first and third quartiles) when a 
nonparametric test was used. Either one-way ANOVA followed by Bon- 
ferroni multiple comparison test, Student’s t test, or Wilcoxon rank-sum 
test was used to assess statistical significance. The comparison was 
considered to be significant if p <  0.05.

RESULTS 
Condition of animals
The animals were maintained in a consistent physiological state in 
each of the experimental conditions, as indicated by measure­
ments of four parameters. Figure 2A  summarizes the mean arte­
rial blood pressure (MAP) (Fig. 2A i), pH (Fig. 2A ii), PaC 02 
(Fig. 2A iii), and PaOz (Fig. 2A iv) for the whole-nerve recording 
experiment for four conditions: artificially ventilated, absence of 
CRD (AVA); artificially ventilated, control (AVC); artificially 
ventilated, enhanced CRD (AVE); and spontaneously breathing, 
control (SBC) animals. Figure 2, B i-B iv , summarizes the same 
parameters for the single PGN recording experiments for the four 
conditions stated above plus an additional condition: spontane­
ously breathing, enhanced CRD (SBE).

Whole-nerve activity recorded from the VCN in 
artificially ventilated animals
Rhythm ical and sympathetic nature o f VCN activity 
The nerve activity recorded from the VCN appeared as burst 
discharges with variable frequency and amplitude. A typical ex­
ample (artificially ventilated, control) is shown in the neurogram 
in Figure 3A. The major rhythmical component of the activity is 
revealed by the presence of a prominent peak at 0.63 Hz in the 
autospectrum (Fig. 3Bi). To establish the sympathetic nature of 
VCN activity, we tested the effect of the sympathetic ganglionic 
blocker chlorisondamine on the activity (n =  10). In all cases, this 
led to abolition of most of the activity and power in the autospec­
tra (Fig. 3,Bii,C).

Synchronous components in VCN activity become more 
prom inent with increased CRD
VCN activity was recorded in animals under three different 
respiratory conditions, absence of CRD, control, and enhanced 
CRD. In each condition, autospectra for VCN and PN activity 
were generated, and coherence spectra were produced to identify 
correlated components in their activity. Here, the results are 
presented first in the absence of CRD, then control, and finally 
enhanced CRD, to emphasize the trend toward synchronization 
with increasing CRD.

In animals in which the CRD was abolished, a single prominent 
peak (median, 0.83 Hz; interquartile interval, 0.79-0.88 Hz) was 
observed in the VCN autospectra in all cases (n =  8). This peak 
is in the frequency range of the T-rhythm (Johnson and Gilbey,
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Figure 3. T he bursty and sympathetic nature of the V C N  activity in an 
artificially ventilated animal under control conditions. A ,  Rectified and 
sm oothed neurogram  of V C N  activity shows burst discharges with vari­
able frequency and amplitude. Bi, Autospectrum of V C N  activity shows a 
peak at 0.63 Hz with its first harmonic peak at 1.26 Hz. Bii, Autospectrum  
of activity of the same V CN  in Bi, after chlorisondam ine (3 mg/kg, i.v.), 
a sympathetic ganglionic blocker. The abolition of the peaks after this 
treatm ent shows that the nerve activity was sympathetic in nature. C, Real 
time neurogram of the same VCN activity before and after application of 
chlorisondamine.

1996), and we refer to it in this paper as the T-peak. A  typical 
example, in which the T-peak frequency is 0.82 Hz, is shown in 
Figure 4Ai. The absence of CRD is indicated by the flatness of 
the autospectrum o f the PN (Fig. 4Aii), and the lack o f correlation 
between V C N  and PN activity is shown by the coherence spec­
trum (Fig. 4/4/77).

Thirteen animals were examined under control conditions. In 
six (46%) o f these, the V C N  autospectra revealed a T-peak 
(median frequency, 0.79 Hz; interquartile interval, 0.74-0.82 
Hz). Statistical comparisons between animals in the absence of 
CRD and in control conditions (in which a discrete T-peak was 
present) demonstrated that the T-peak frequencies were not 
significantly different ( p  =  0.44; Wilcoxon rank-sum test). In 
twelve (92%) o f the animals, a peak at the C RD frequency was 
present (median frequency, 0.63 Hz; interquartile interval, 0.59-
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0.68 Hz). The coherence at the frequency o f CRD between V C N  
and PN activity, revealed by the coherence spectrum, was high 
(median, 0.73; interquartile interval, 0.63-0.88). The V C N  auto­
spectrum from one o f the animals displaying both the T-peak and 
the respiratory-related peak is shown in Figure 4Bi (this is the 
same animal as in Fig. 4A). The first peak at 0.59 H z (filled circle) 
corresponds to the main peak in the PN activity (Fig. 4jBii), and 
this is confirmed by the coherence spectrum shown in Figure 
4Biii. The additional peaks in the PN autospectrum are harmon­
ics of the first peak, and these also display high coherence w ith 
V C N  activity. Lack o f coherence between V C N  and PN at the 
frequency o f the second peak (asterisk, 0.79 H z) was also demon­
strated in Figure 4Biii.

A  condition o f enhanced C RD  was induced in a subset o f the 
animals (n =  8) examined in control conditions. In  all cases, there 
was a prominent respiratory-related peak in the V C N  autospectra 
(median frequency, 0.59 Hz; in terquartile interval; 0.53-0.63 Hz) 
that showed a very high coherence w ith the phrenic autospectra 
(median coherence, 0.90; interquartile interval, 0.76-0.92). In 
two (25%) o f the animals there was also a separate T-peak 
(frequency, 0.73 and 0.68 Hz, respectively). The RPD o f the 
respiratory-related peak when the C R D  was enhanced (median o f 
the RPD, 14.2; interquartile interval, 9.75-19.8) was higher than 
that of the T-peak when CRD was abolished (median o f the RPD, 
4.14; interquartile interval, 3.7-6.4) (p  <  0.02; Wilcoxon rank- 
sum test). This suggests that the dominant rhythmical activity 
became more prominent when the condition was switched from 
absence o f CRD to enhanced CRD. A  typical example o f the 
V C N  autospectrum in an animal w ith  enhanced CRD is shown in 
Figure 4Ci (this is the same animal as in Fig. 4A,B).  There is a 
prominent peak at 0.63 Hz that has a high coherence w ith the PN 
discharge (Fig. 4Cii,Ciii); other peaks at harmonic frequencies of 
PN activity are also visible.

Stability o f  VCN rhythmical activity increases when the CRD  
is enhanced
VC N  activity was also examined using time-evolving autospectra, 
which provide information about the dynamics o f the rhythm icity 
across time. When the CRD was abolished, V C N  rhythmical 
activity was relatively unstable (see below). The example shown 
in Figure 5A i  (same animal as in Fig. 4), shows a band containing 
relatively high- and low-density components at the T-rhythm 
frequency, indicating periods o f strong and weak synchrony o f 
rhythmical firing in the PGN population. No prominent bands 
were visible in the phrenic time-evolving autospectra confirming 
that CRD was abolished (Fig. 5Aii) .  In control conditions, as 
shown in the example in Figure 5Bi  (same animal as in Fig. 4), the 
V C N  band was dense and more stable across time than in CRD- 
abolished conditions. Part o f the prominent dense band in V C N  
activity fe ll w ith in  the frequency range o f the band observed in 
the phrenic time-evolving autospectra (Fig. 55/7). However, al­
though the phrenic activity produced a dense, stable band, the 
VC N  showed transient periods in which band density was re­
duced, indicating periods o f frequency drifting. In  conditions of 
enhanced CRD, the V C N  time-evolving autospectra (example in 
Fig. 5Ct from the animal shown in Fig. 5 5 ,C) was similar to the 
phrenic autospectra (Fig. 5C/7), exhibiting stable dark bands at the 
phrenic frequency and its harmonics. This suggests that a sub­
stantial proportion o f the PGNs were entrained w ith phrenic 
activity throughout the time period examined. The level of sta­
b ility  in each condition was quantified using a measure o f the 
power density variance across time (see Materials and Methods).
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Figure 4. The autospectra and coherence spectra of the VCN and PN in an artificially ventilated animal under three conditions of CRD. A, Absence 
of CRD. Ai, Autospectrum of VCN activity reveals a peak at 0.82 Hz. Aii, Autospectrum of PN activity shows no rhythmical components. Aiii, The 
coherence spectrum of VCN and PN shows lack of correlation between the two nerves. B, Control condition. Bi, Autospectrum of VCN activity shows 
two peaks, one ( filled circle) at 0.59 Hz was the same as the frequency of CRD, revealed in the autospectrum of the PN (Bii) and a second, (asterisk) 
at 0.79 Hz. Bii, Autospectrum of PN activity. Biii, The coherence spectrum between VCN and PN reveal high coherence at the frequency cf CRD. C, 
Enhanced CRD. Ci, Autospectrum of VCN is dominated by a peak at 0.63 Hz (and its first harmonic component), which is the same as the frequency 
of CRD. Note the scale of relative power density is different from that in Ai and Aii. Cii, Autospectrum of PN activity. Comparison of the relative power 
density of the peak with control conditions shows that the level of CRD was increased. Ciii, VCN and PN activity show a high coherence.

The data are summarized for the absence of CRD (n = 8), 
control (n =  13), and enhanced CRD (n = 8) groups in Figure 6. 
Comparisons between conditions of absent CRD and enhanced 
CRD revealed a significant difference (p  <  0.05; Wilcoxon rank- 
sum test).

Whole-nerve activity recorded from the VCN in 
spontaneously breathing animals
Three animals were recorded under spontaneously breathing 
conditions to determine whether VCN activity behaved in a 
similar way to that seen in artificially ventilated animals. In all 
three, the VCN autospectra revealed a T-peak with a median 
frequency of 0.6 Hz (interquartile interval, 0.56-0.66 Hz) and a 
second peak with a median frequency of 0.93 Hz (interquartile 
interval, 0.9-1.1 Hz) that showed high coherence with the PN 
activity (median, 0.52; interquartile interval, 0.51-0.62). We con­
cluded that in spontaneously breathing animals, VCN activity

included rhythmical components similar to those identified in 
artificially ventilated preparations.

Paired recordings of PGNs innervating the CVA in 
artificially ventilated animals
In  the absence o f CRD, the T-rhythms seen in PGNs recorded 
simultaneously show a low probability  o f synchronization 
The activity of six pairs of PGNs (six animals), each from sepa­
rate electrodes, were recorded in the absence of CRD. The 
discharges of individual PGNs, examined by generating autocor­
relograms, were rhythmical in nature. The median frequency of 
the T-rhythm was 0.61 Hz (interquartile interval, 0.55-0.68 Hz). 
Although the activity of all PGNs showed a dominant peak in the 
range of T-rhythm frequency in the envelope spectrum (median 
of RPD, 4.9; interquartile interval; 3.7-5.8), neither of the PGNs 
in a pair had the same T-rhythm frequency, and cross-
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Figure 5. Time-evolving autospectra of the VCN and PN under three conditions of C R D  from the same animal and across the same tim e periods as 
in Figure 4. The data were divided into twelve 40 sec subsections. Spectral analysis was perform ed on each subsection. T he relative power density across 
time is coded by a 64 grade gray scale (note scale bar on right of each figure is different). A , Absence of CRD. A i, VCN autospectrum  shows that the 
relative power of the VCN was concentrated  at a band around 0.82 Hz, but the power density varied across time. Aii, PN autospectrum  shows little or 
no power across time. B, Control condition. Bi, VCN autospectrum shows that the power of the VCN is concentrated in a relatively well defined band 
between 0.54 and 1.05 Hz, including the frequency of CRD (0.59 Hz, see Bii). It should be noted that the two dom inant peaks of the V CN  autospectrum 
revealed in Figure 4Bi are not constant across time; it is a feature arising from dynamic change of the power density within the narrow frequency band. 
Bii, PN autospectrum. C, Enhanced CRD. Ci, VCN autospectrum reveals that the relative power density of the V C N  is very constant across time and 
centered at the frequency of CRD (0.63 Hz; Cii). Cii, PN autospectrum.

correlogram analysis revealed that no significant synchronization 
was displayed in PG N-»PG N activity.

Figure 7, A i  and Aii,  shows ten superimposed action potentials 
for each o f a pair o f PGNs, illustrating the consistency o f the 
spike shape and amplitude. A  section o f the real time neurograms 
of these two PGNs and PN is shown in Figure lA i i i .  The auto- 
correlograms from these two PGNs, in the absence of CRD, are 
shown in Figure 7, Bi and Bii. These PGNs both exhibit charac­
teristic rhythmicity, but the frequencies are different (0.55 Hz for 
PGN1; 0.70 Hz for PGN2). The PGN1—»PGN2 cross- 
correlogram shown in Figure 8A  does not show a significant 
rhythmicity (i.e., peaks passing through the 95% confidence level 
at regular intervals), demonstrating that the rhythmical compo­
nent of the discharges o f this pa ir o f PGNs is not synchronized.

In control conditions some pairs show P G N -*  PGN  
synchronization through entrainment by CRD
The activity o f pairs of PGNs (th irteen from twelve animals) were 
recorded in control conditions, e ither using separate electrodes

(n =  9) or discriminated from m ultiun it activity recorded through 
a single electrode (n =  4). A ll the PGNs displayed a T-rhythm 
w ith  a median frequency o f 0.72 H z (interquartile interval, 0.66- 
0.75 Hz). The spectra o f the envelope o f cross-correlograms in all 
pairs showed a dominant peak (median o f RPD, 12.5; interquar­
tile interval, 11.0-26.4). In  seven (54%) pairs o f PGNs, each PGN 
had the same T-rhythm, and there was significant PGN-»PGN 
synchronization. The T-rhythm  frequencies o f these PGNs were 
the same as the frequency o f CRD (median frequency, 0.73 Hz; 
interquartile interval, 0.68-0.77 Hz). The cross-correlogram be­
tween PN and these PGNs (represented as PN—»PGN) showed 
that they were significantly correlated. Six (46%) pairs o f PGNs 
had different T-rhythm frequencies and no significant 
PGN—>PGN synchronization. In four o f these pairs, one PGN of 
each pa ir showed a T-rhythm frequency the same as CRD but the 
other did not. In the remaining two pairs, the frequencies o f the 
T-rhythms o f the PGNs in each pair were different from each 
other and from CRD. A n  example o f the autocorrelograms of a
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i ia ir o f PGNs in control conditions is shown in Figure 7, Ci and 
7ii (these are the same units as in Fig. IB i,  Bii). Figure IC i i i  shows 
he PN autocorrelogram in this animal (CRD frequency, 0.74 

H z). The two PGNs have different T-rhythm  frequencies (0.53 Hz 
fo r PGN1; 0.74 Hz fo r PGN2), and there is no PGN-»PGN 
synchronization as revealed by the cross-correlogram in Figure 
8Bi. PGN1 has a T-rhythm frequency that is different to the CRD 
frequency, but the PN—»PGN1 cross-correlogram shows a signif­
icant correlation (Fig. 8Bii). This arises from the dynamic nature 
o f PN—*PGN interaction (see section “ The stability o f rhythmical 
synchronization o f PGNs increases when CRD is enhanced” ). 
A lthough some discharges o f PGN1 are phase-locked to CRD, 
which produced the periodic pattern in the cross-correlogram, the 
overall activity that produced the T-rhythm  did not had a fixed 
phase difference to CRD. PGN2 has a T-rhythm  that is at the 
same frequency as CRD, and the cross-correlogram reveals a 
significant 1:1 synchronization (Fig. 8Biii).

Enhanced CRD leads to P G N -^  PGN synchronization 
o f T-rhythms
Six animais were recorded in conditions o f enhanced CRD, and 
six pairs of PGNs were recorded through separate electrodes. A ll 
the PGNs exhibited robust rhythm icity, as revealed by their 
autocorrelograms, w ith a median T-rhythm  frequency o f 0.67 Hz 
(interquartile interval, 0 .64-0.7 Hz). The dominant peak in the 
envelope of the cross-correlogram (n =  6) had a median RPD of 
19.4 (interquartile interval, 12.0-36.5). Notably, in five (83%) of 
the pairs of PGNs, the activities o f both PGNs had the same 
T-rhythm frequency and were significantly synchronized. These 
pairs were also locked in a 1:1 manner w ith CRD (median 
frequency, 0.67 Hz; interquartile interval, 0.64-0.69 Hz) and had 
significant PN—>PGN synchronization. The dynamic nature of 
this synchronization is demonstrated by the fact that three (60%) 
pairs o f PGNs synchronized during enhanced CRD were not 
significantly synchronized in control conditions.

The same PGNs examined during the absence o f CRD (Fig. 
IB )  and control conditions (Fig. 1C) are shown under enhanced 
CRD conditions in Figure ID .  Both PGN1 and PGN2 and the PN 
show the same frequency (0.71 H z) as revealed by their autocor­
relograms (Fig. 7Di,D ii,D i i i ) .  These PGNs show significant 
PGN->PGN (Fig. 8Ci) and PN -»PG N  synchronization (Fig. 
8Cii,Ciii).

Summary o f the data from paired recordings under various 
respiratory conditions
The data presented here revealed a significant increase in the 
probability o f synchronization o f the rhythmical activity o f PGN 
pairs as animals were moved from conditions when CRD was 
absent to conditions w ith  enhanced CRD. In the absence o f CRD, 
PGN^-PGN activity never showed rhythmical synchronization. 
Although all these PGNs showed a T-rhythm, the T-rhythm 
frequency o f each PGN of a pa ir was different as revealed in the 
scatter plot (Fig. 9A). D uring control conditions, in which CRD 
was present, a proportion o f PGN pairs (—55%) had the same 
T-rhythm frequency (Fig. 9B) that was also the same as that of 
CRD. The T-rhythms o f PGNs o f these pairs were phase-locked. 
When the PGNs o f a pair had different rhythms, there was no 
synchronization. In conditions o f enhanced CRD, the majority of 
pairs (>80%) of PGNs had T-rhythm s that were synchronized to 
each other at the frequency o f the CRD. The T-rhythm  frequen­
cies o f each PGN in each pair in this condition are shown in 
Figure 9C. For all the synchronous pairs o f PGNs either under
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Absence of C RD  Control Enhanced C RD

Figure 6. Dynam ic stability of rhythmical com ponents evaluated by the 
variance of the relative power density of VCN activity across tim e in 
artificially ventilated animals under three conditions o f C R D . D ata are 
presented as medians and first and third quartiles. T h e  level of power 
density variance is inversely proportional to the level of stability. The 
asterisk indicates that the power density variance in the absence of CRD 
is significantly higher than the variance in conditions of enhanced CRD 
(Wilcoxon rank-sum test; *p < 0.05).

control conditions or when the CRD was enhanced, the peak 
nearest to lag zero in the PGN—»PGN cross-correlograms always 
straddled the lag zero (as shown in Fig. 8C i), indicating that 
statistically, the phase difference between synchronous PGNs was 
nearly zero. Furthermore, PN—>PGN cross-correlograms reveal 
that activity o f the two PGNs o f a synchronous pa ir have similar 
phase differences relative to PN activity (Fig. 8Cii,Ciii) and this, 
given the fact that the frequencies o f the PGNs are the same as 
that o f PN, strongly suggests that the in-phase synchrony o f PGN 
discharges may arise from the synchronization through CRD.

The degree o f synchronization, as evaluated by the spectrum of 
the cross-correlogram envelope (see Materials and Methods), was 
also significantly higher when CRD was enhanced than when 
CRD was absent (p  <  0.02; Wilcoxon rank-sum test; Fig. 10).

The stability o f  rhythmical synchronization o f  PGNs increases 
when CRD is enhanced
Time-evolving raster plots were used to investigate the temporal 
stability o f the rhythmical synchronization in PGNs. The density 
o f the striations on the raster plot, which are a measure o f the 
stability o f the phase relationship between two oscillators, were 
quantified by calculating the phase variation factor (see Materials 
and Methods fo r details).

When C R D  was absent, raster plots o f PG N—>PGN activity 
displayed no obvious striations, indicating that no constant phase 
relationship existed between PGN firing activity, although occa­
sionally transient phase-locked periods could be observed. A  
typical example is shown in Figure 11A  (this is the same animal 
shown in Figs. 7, 8). Three transient phase-locked periods are 
indicated by arrowheads. In control conditions, raster plots o f 
PGN-»PGN activity revealed a higher probability o f striation, 
although this was not apparent for many o f the pairs recorded. 
The example in Figure 11 Bi (from the animal in Figs. 7, 8) 
illustrates a raster plot w ith no evidence of a striated appearance. 
By contrast, time-evolving raster plots o f PN—>PGN activity 
revealed some striations, indicative o f a relatively constant phase
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Figure 7. Neurogram s and frequency relationships of two PGNs and PN activity recorded simultaneously in an artificially ventilated animal under three 
conditions of CRD. Ai, Aii, Ten superimposed spikes recorded from the PGNs demonstrate the consistency of the shape and am plitude of the action 
potentials. Aiii, Typical example of a real time neurogram showing the tem poral relationship between PGN and PN activity under control conditions. 
B -D , The autocorrelogram s and the spectra of the autocorrelogram  envelopes (insets) of the PGN and PN activity. T he envelope spectra, displayed as 
frequency versus RPD, were used to assess the frequency of the T-rhythm  (see Materials and Methods). The dashed lines across the spectra allow 
comparisons between the frequencies of the T-rhythms and PN activity. B, Absence of CRD. Bi, PGN1 autocorrelogram  (167 triggers) and spectrum. 
Bii, PGN2 autocorrelogram  (252 triggers) and spectrum. C, Control condition. Ci, PGN1 autocorrelogram (199 triggers) and spectrum . Cii, PGN2 
autocorrelogram (298 triggers) and spectrum. Ciii, PN autocorrelogram  (227 triggers) and spectrum. D, Enhanced CRD. Di, PGN1 autocorrelogram  (235 
triggers) and spectrum. Dii, PGN2 autocorrelogram (324 triggers) and spectrum. Diii, PN autocorrelogram (215 triggers) and spectrum.
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Figure 8. Rhythmical PG N —* PGN and P N ^ P G N  synchronization revealed by cross-correlograms under three conditions of CRD. T h e  PGNs and the 
period of analysis a re  the same as in Figure 7. If rhythmical synchronization exists between two neural activities, a periodic pattern  should be observed 
in the cross-correlogram. T he dashed lines in the cross-correlograms define the upper and lower limits of the 95% confidence interval. In this study, we 
were interested in the significance of correlation only when there was a periodic pattern in the cross-correlogram because uncorrelated  activities may 
occasionally exceed the confidence interval by chance (see M aterials and M ethods). A , Absence of CRD. PG N 1—»PGN2 cross-correlogram, no 
rhythmical synchronization was present in the absence of the CRD. B, C ontrol condition. Bi, PG N1-»PG N2 cross-correlogram, no rhythmical 
synchronization was present. Bii, PN -*PGN 1 cross-correlogram and Biii, PN—»PGN2 cross-correlogram show that significant rhythm ical synchronization 
was present. C, E nhanced CRD. Ci, PGN1—>PGN2 cross-correlogram, a significant periodic pattern appeared in the cross-correlogram , indicating 
rhythmical synchronization. Cii, PN -»PG N 1 cross-correlogram and Ciii, PN —>PGN2 cross-correlogram show th at the rhythmical synchronization 
between PGNs and PN are prom inent.

difference during these periods. In the typical examples shown in 
Figure 11, Bii  and Biii, there are also periods of asynchrony (Fig. 
11 Bii, arrowhead) and changes in the phase difference (Fig. 
11 Biii, arrow), suggesting that the entrainment to CRD is rela­
tively dynamic. In  conditions o f enhanced CRD, the PGN—»PGN 
raster plots o f the PGN pairs showed some clear periods o f 
striation, but also periods in which a constant phase difference 
between the PGN activities was not so apparent. The example 
shown in Figure l lC t  (from  the animal in Figs. 7, 8) shows 
obvious striations (Fig. 11 Ci, period between arrows), suggesting 
periods of strong phase locking, preceded and followed by periods 
in which the synchronization is not so strong. The m ajority o f 
PN—>PGN raster plots in enhanced CRD conditions showed 
dense striations indicative o f a constant phase relationship (Fig. 
11 Cii,Ciii). There was little  evidence o f phase hopping, suggesting 
that the entrainment by C RD was strong.

Comparison of the phase variation factor fo r PGN-»PGN 
raster plots is shown in Figure 12. The data illustrates that the 
phase variance is significantly lower in the condition o f enhanced 
CRD versus absence o f CRD (p  <  0.02; W ilcoxon rank-sum test).

Paired recordings of PGNs innervating the CVA in 
spontaneously breathing animals
Six pairs o f PGNs were recorded from  five spontaneously breath­
ing animals under control conditions. O f the 12 PGNs recorded, 
only one unit did not show rhythmical discharges. The median 
frequency o f the T-rhythm in the remainder was 0.67 Hz (in ter­
quartile interval, 0.5-0.8 Hz). One pair (8% ) were synchronized 
and also showed 1:1 phase locking w ith the C RD  (median fre­
quency, 0.91 Hz; interquartile interval, 0.85-0.98 Hz).

Four pairs o f PGNs were recorded from four animals in con­
ditions o f enhanced CRD. Rhythmical discharges were found in
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Figure 9. Summary scatter plots showing T-rhythm frequencies of pairs 
of postganglionic neurons (PGN1 and PGN2) in three conditions of CRD. 
T he shaded diagonal hands indicate where the T-rhythm of both PGNs 
have frequency differences <0.02 Hz and by definition are considered to 
have the same frequency (see M aterials and Methods). A ,  Absence of 
CRD. Z ero  of six pairs of PGNs had the same frequency. B, Control 
condition. Seven of 13 pairs of PGNs (54%) had the same frequency. C, 
Enhanced CRD. Five of six pairs of PGNs (83%, two pairs were super­
imposed as indicated by the circle) had the same frequency.

all the PGNs (T-rhythm  median frequency, 0.68 Hz; interquartile 
interval, 0.64-0.71 H z), and significant PG N -^PG N  synchroni­
zation was found in three (75%) o f the pairs. A ll  these PGNs 
were synchronized w ith CRD (median frequency, 0.92 Hz; in ter­
quartile interval, 0.71-1.18 Hz).

The data presented here indicate that the rhythmical firing 
behavior in PGNs o f spontaneously breathing animals is consis­
tent w ith the findings from the artificia lly ventilated preparations.

The mean discharge rate of PGNs does not 
significantly change with increases in CRD
The discharge rate o f the PGNs in each o f the groups was 
calculated to test the hypothesis that entrainment o f PGNs might 
be accompanied by changes in their excitability. Because the 
mean discharge rate o f single PGNs was highly variable, the 
median values w ith  the range fo r each group are presented.
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Figure 10. Degree of rhythmical PGN—>PGN synchronization in artifi­
cially ventilated animals under three conditions of CRD evaluated by the 
relative power density of the spectrum of the cross-correlogram envelope 
(see M aterials and Methods). Data are presented as median and first and 
third quartiles. T he level of relative power density is proportional to the 
level of rhythmicity. T he asterisk indicates that the relative power density 
in conditions of enhanced CRD is significantly higher com pared to that 
when CRD is absent (Wilcoxon rank-sum test; *p < 0.02).

Paired Wilcoxon signed-rank tests were used for statistical com­
parisons. In  artificially ventilated rats, the median discharge rate 
o f PGNs was 0.88 Hz in the absence o f CRD (n =  12; range, 
0.42-1.33 H z), 1.37 H z in control (rt =  26; range, 0.51-4.19 Hz), 
and 0.91 H z in conditions of enhanced CRD (n =  12; range, 
0.51-2.0 Hz). Paired statistical comparisons showed that the 
discharge rates were not significantly different between pairs in 
the absence of CRD versus conditions o f enhanced CRD (p  =  
0.41; paired Wilcoxon signed-rank test; n =  10).

In  spontaneously breathing rats, the median discharge rate o f 
PGNs was 1.15 H z in control conditions (n =  12; range, 0.48-2.5 
Hz) and 1.04 H z in conditions o f enhanced CRD (n =  8; range, 
0.49-3.18 Hz). A  statistical analysis between pairs recorded in 
control and conditions o f enhanced CRD revealed that the dis­
charge rates were not significantly different ( p  =  0.14; paired 
Wilcoxon signed-rank test; n =  4).

DISCUSSION
In  this study we have demonstrated that the activities o f PGNs 
making up the population innervating an artery, the C VA , are 
capable o f dynamic synchronization. Our experimental evidence 
suggests that this is achieved by synchronization o f multiple 
(T-rhythm ) oscillators through entrainment by CRD. This con­
clusion is reached on the basis o f a number o f key observations. 
First, sympathetic activity supplying the tail, recorded from the 
VC N , showed a more prominent rhythmical component when 
CRD was enhanced than that seen when CRD was absent. Sec­
ond, simultaneous recordings from pairs o f C V A  PGNs demon­
strated that the ir T-rhythm frequencies could be different, and 
the ir activity was not necessarily synchronous. This indicates that 
the discharges o f PGNs are driven by multiple T-rhythm oscilla­
tors. A lthough the primary source o f this oscillatory activity has 
not yet been established, recent work from our laboratory has 
provided evidence to indicate that the T-rhythm may be gener-
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Figure 11. Dynam ic change of rhythmical PGN—»PGN and PN -»PG N  synchronization evaluated by the correlation raster plot under three conditions 
of CRD. The two PGNs and the period of analysis are the same as those in Figures 7 and 8. If the phase difference between two activities is relatively 
constant across tim e, a vertical striation will be observed in the raster plot. A, Absence of CRD: no definite pattern  is present in the PGN1—»PGN2 raster 
plot, although transient phase-locked periods can be observed (arrowheads). B, Control condition. Bi, PG N 1—»PGN2: the phase difference of the two 
units varies across time. Bii, PN—»PGN1 and Biii, PN—>PGN2, in some parts during data collection, the PGNs are synchronized with PN but periods of 
asynchrony (Bii, arrowhead) or changes of the phase difference (Biii, arrow) are also observed. C, E nhanced CRD. Ci, PG N1—>PGN2: although phase 
drifting is still apparent (as in the absence of CRD and in control), there are also periods of rhythmical synchronization indicated by vertical striations 
(between arrows). Cii, PN-*PGN1 and Ciii, PN—>PGN2: rhythmical synchronization between the PN and PGNs is m ore apparent across time than 
previously.

ated in the CNS (Smith and Gilbey, 1998b). However, at present 
we do not rule out the possibility that the sympathetic ganglia 
could play an im portant role in both the generation and modula­
tion o f the rhythmical outflow. Th ird , studies o f the degree o f 
synchronization between two PGNs under the conditions o f d if­
ferent CRD revealed that in the absence of CRD, PGN—»PGN

rhythmical discharges were uncorrelated (i.e., asynchronous), 
whereas when CRD was enhanced there was a high probability of 
synchronization. This change in the level o f synchronization was 
not accompanied by a significant change in the discharge rate of 
PGNs. We also demonstrated that the temporal interaction be­
tween these oscillators is not static at a particular level o f CRD,
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Figure 12. Dynamic stability of rhythmical synchronization between 
PGNs evaluated by the phase variation factor (see M aterials and M eth­
ods) in artificially ventilated animals under three conditions of CRD. Data 
are presented as medians and first and th ird  quartiles. T he level of phase 
variation factor is inversely proportional to the level of stability. The 
asterisk indicates that the phase variation factor in the absence of CRD is 
significantly higher than in conditions of enhanced CRD  (Wilcoxon rank- 
sum test; *p <  0.02).

because PGN—» PGN and PN—>PGN synchronization was ob­
served to undergo considerable dynamic variation. In the absence 
o f CRD, although there was no P G N -*P G N  rhythmical correla­
tion, there were transient phase-locked periods revealed by the 
raster plots. The high level o f this dynamic variation was 
also reflected in the marked power density variation in the 
V C N  autospectrum. By contrast, when CRD was enhanced, 
PGN—* PGN rhythmical correlation was strong, as reflected in the 
rhythm icity o f cross-correlograms and the frequently observable 
vertical striated patterns in the raster plots. This strong entrain­
ment by CRD was also indicated by a reduced variation o f power 
density across time in the V C N  autospectrum. Thus, CRD ap­
pears to m inim ize the fluctuation o f phase difference between 
PGN discharges and stabilize the frequencies o f the T-rhythm 
oscillators.

We propose that the principle o f dynamic synchronization 
revealed at the single neuron level in this study may also operate 
at the whole-nerve level of the sympathetic nervous system. In 
fact, this is indicated in a series o f experiments by Gebber and 
colleagues (Gebber, 1980; Gebber et al., 1994a,b; Zhong et al.,
1997) in which analysis o f whole-nerve activity revealed that 
activ ity of different nerves may be driven by separate oscillators 
capable of coupling. They demonstrated that the coherence be­
tween the activities o f different nerves was found to vary between 
experiments. This observation is consistent w ith  the observed 
dynamic coupling seen in the results from the present study.

We hypothesize here that dynamic coupling may reveal one 
important mechanism whereby appropriate patterns o f sympa­
thetically mediated cardiovascular response are effected that sup­
port, fo r example, complex behaviors. Indeed dynamic coupling in 
sympathetic control may be regarded as an extension o f the idea 
o f “ binding”  (Farmer, 1998) into the dimension o f autonomic 
control, and this is considered fu rthe r below.

Differences between population and PGN->PGN  
activity profiles
The dual approach o f examining correlations both in whole-nerve 
(VC N ) activity and in P G N -*P G N  activity allowed us to explore 
the relationship between the activ ity profile o f a neuronal popu­
lation and its individual components. Im portantly, our compari­
sons indicate that the emergent properties o f m ultiunit activ ity 
can be different from those that would be predicted from 
PGN—» PGN relationships.

One apparently paradoxical observation was that in the ab­
sence of CRD, although the autospectra o f V C N  activity revealed 
a rhythmical component suggesting that some o f the rhythmical 
discharges o f PGNs were synchronized (Fig. 4/1/'), no significant 
PGN-»PGN rhythmical synchronization was observed (Fig. 8/1). 
This paradox can be explained, however, as the autospectrum o f a 
population composed o f many weakly coupled or uncoupled oscil­
lators with similar frequencies can still have a peak in the frequency 
range o f its constituents. The power density around the peak 
depends on the number o f units in the population, the strength o f 
correlation between units, and the distribution o f phase difference 
(Christakos, 1986, 1994).

The findings o f the present study showing that separate oscil­
lators driv ing the discharges o f PGNs innervating the same target 
organ can be asynchronized provide an explanation fo r the fre­
quently observed broad, rather than sharp, configuration o f whole 
sympathetic nerve activity autospectra (Kocsis et al., 1990; Goot- 
man et al., 1991; A llen et al., 1993). Consequently, it is no longer 
necessary to question whether the rhythm seen in sympathetic 
nerves arises from a well defined biological oscillator in view o f its 
seemingly aperiodic nature (Bachoo and Polosa, 1987). Based on 
the observations reported in this paper, we suggest that the 
aperiodic or quasiperiodic nature o f whole-nerve activity may be 
explained through dynamic synchronization o f multiple sympa­
thetic oscillators w ith “ free-run”  frequencies that may not be 
exactly the same.

Functional significance of synchronization of 
sym pathetic activity
Our observations on synchrony in conjunction w ith those o f 
others (Vallbo et al., 1979; M cA llen  and Malpas, 1997) can be 
viewed from at least two perspectives when considering possible 
functional implications. First, the dynamic synchrony observed in 
a functionally defined population o f PGNs may be a manifesta­
tion o f neural processes that provide the necessary plasticity that 
enables the nervous system to generate appropriate patterns o f 
sympathetic response to support various behaviors. Second, syn­
chrony may have important consequences for neuroeffector trans­
mission and the end organ response.

W ith regard to synchrony and central processing, previous 
work has indicated that synchronous (bursty) sympathetic activity 
may be related to, fo r example, cardiac and respiratory rhythms 
(Adrian et al., 1932), in term ittent isometric exercise (V ictor et al., 
1995), and in pathological conditions, epileptiform discharges 
(Lathers et al., 1987). Such synchrony may be purely caused by 
imposition o f other oscillating activities on the sympathetic ner­
vous system, “ irradiation”  (Koepchen et al., 1981). However, the 
results of the present study support the view that synchrony o f 
sympathetic discharge may sometimes indicate coupling o f m ul­
tiple oscillators. I f  this is the case, our observations are consistent 
with the idea that the nervous system may use oscillatory neural 
activity to bind together various pools o f neurons to produce 
patterned sympathetic responses: different combinations o f neu­
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rons being bound according to the required autonomic response. 
Furthermore, our results suggest that under some conditions, for 
example when the CRD is enhanced, the sympathetic and respi­
ratory networks may bind together through correlated firing to 
form a highly coordinated network. It has been proposed that 
such binding is particularly easily achieved in oscillating networks 
(Singer, 1993; Farmer, 1998). The concept of binding is not a 

j  novel one and has been promoted by sensory physiologists for a 
I number of years and recently in relation to skeletal muscle motor 
control (Farmer, 1998). Although the synchronization of single 
PGNs controlling other cardiovascular targets has not been ex­
amined, the dynamic coupling of multiple oscillators reported in 
this study probably applies to other targets because robust rhyth­
micity and phenomena suggesting entrainment have been re­
ported in a number of studies, in several different species, in 
which multiunit sympathetic activity has been recorded (e.g., cat, 
Taylor and Gebber, 1975; dog, Camerer et al., 1977; and goat,

I Toda et al., 1996). For example, Gebber and colleagues (Gebber,
11980; Zhong et al., 1997) have proposed, on the basis of corre­
lation studies, that sympathetic oscillators driving sympathetic 
j  activity to a variety of sympathetic nerves may be entrained by 
phasic input from arterial baroreceptors and CRD. 

j Concerning the idea of synchrony and neuroeffector transmis­
sion , enhanced sympathetic synchrony (burst discharges) has 
been reported in humans under conditions of stress (Callister et 

I al., 1992; Nordin and Fagius, 1995; Morgan et al., 1996; Katra- 
gadda et al., 1997), and it has been proposed that the bursts of 
sympathetic activity may have important consequences for neu- 
roeffector transmission and therefore the end organ response 

’ (Sneddon and Bumstock, 1984; Sjoblom-Widfelt et al., 1990). We 
< propose that synchrony may bring about widespread depolariza- 
: tion of electrotonically coupled smooth muscle in blood vessels 
| via ATP released from sympathetic nerve endings (Morris and 
I Gibbins, 1992). This will lead to fast depolarizations via ligand- 
gated ion channels (North and Barnard, 1997) and consequent 

i vascular constriction. Thus, enhanced synchronization under con­
ditions of stress will result in a relatively rapid increase of vascular 
resistance and redistribution of blood flow.

In conclusion, the concept of synchrony as an encoding mech­
anism in nervous control is an emerging principle from a variety 
of studies. Importantly, our work is the first to demonstrate 
dynamic synchrony at the single neuron level in the sympathetic 

I (peripheral) nervous system. We suggest that in addition to dis- 
charge frequency, the dynamic synchrony observed in this study 

■ may indicate another important encoding parameter in the sym­
pathetic nervous control of the cardiovascular system.
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List of Abbreviations

BP: Blood pressure 

CRD: Central respiratory drive 

CVA: Caudal ventral artery 

FFT: Fast Fourier transformation 

f\uY. Intrinsic frequency

/L ie - Frequency of lung inflation cycle-related activity

JPSP: Joint peri-stimuius scatter plot

LIC: Lung inflation cycle

MDR: Mean discharge rate

OCRP: Ordinary correlation raster plot

PGN: Postganglionic sympathetic neurone

PN: Phrenic nerve

RCRP: Reordered correlation raster plot

RPD: Relative power density

SNS: Sympathetic nervous system

TP: Tracheal pressure

TTL: Transistor to transistor logic

VCN: Ventral collector nerve

Vj: Tidal volume
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