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ABSTRACT Electrical impedance tomography (EIT) is a non-invasive imaging modality that can provide
information about dynamic volume changes in the lung. This type of image does not represent structural lung
information but provides changes in regions over time. EIT raw datasets or boundary voltages are comprised
of two components, termed real and imaginary parts, due to the nature of cell membranes of the lung tissue.
In this paper, we present the first use of EIT boundary voltage data obtained from infants for the automatic
detection of apnea using machine learning, and investigate which components contain the main features of
apnea events. We selected 15 premature neonates with an episode of apnea in their breathing pattern and
applied a hybrid classification model that combines two established methods; a pre-trained transfer learning
method with a convolutional neural network with 50 layers deep (ResNet50) architecture, and a support
vector machine (SVM) classifier. ResNet50 training was undertaken using an ImageNet dataset. The learnt
parameters were fed into the SVM classifier to identify apnea and non-apnea cases from neonates’ EIT
datasets. The performance of our classification approach on the real part, the imaginary part and the absolute
value of EIT boundary voltage datasets were investigated. We discovered that the imaginary component
contained a larger proportion of apnea features.

INDEX TERMS Apnea classification algorithm, EIT data analysis, electrical impedance tomography,
pre-trained ResNet50, transfer learning algorithm.

I. INTRODUCTION
Apnea in adults is a breathing disorder event that occurs
as a result of the absence of inspiratory airflow for at least
10 s [1]. During the apneic episodes, the soft tissue in the
rear of the throat collapses and causes a blockage in the
airway, decreasing the respiratory rate. This can cause an
increase in the CO2 level in the blood and cause choking
during sleep. It also decreases the amount of oxygen delivered
from the lungs to the heart, brain and rest of the body [2], [3].
Several studies have supported the association of apnea
with heart failure, hypertension and arrhythmia in adults
which makes apnea detection techniques a vital indicator for
clinicians [4]–[7]. However, the cause of neonatal apnea is
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mainly due to the prematurity of the brain and spinal cord that
controls the breathing. Apnea due to prematurity can cause
babies to take larger gasps of air when breathing, followed
by periods of shallow breathing or stopped breathing [8].

EIT is a non-invasive, radiation-free technique that images
an object by injecting small ac currents through electrodes
on its boundary, and measures the resulting potentials
developed on the same or other electrodes. This process
permits the estimation of the distribution of the inner conduc-
tance (impedance) of the object. When applied to the thorax,
this allows both global and regional changes in aeration
and ventilation, and ventilation/perfusion mismatch, to be
ascertained in real-time. The images do not provide static
structural equivalents to magnetic resonance imaging (MRI)
or computed tomography (CT) scans of the lung but represent
the air volume change in the lung with a high temporal
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resolution (typically about 49 images per second [9]). EIT
offers several advantages; it utilises a wearable electrode
belt for continuous monitoring application, it does not use
ionizing radiation and is capable of high temporal resolution.
However, EIT has lower spatial resolution than CT and
can be prone to artefacts from electrodes. The measured
voltages at the electrodes on the body surface consist of two
voltage components, the real part which is mainly due to
the applied low frequency current and the imaginary part
which is the phase component and increases as the frequency
increases [10].

The rest of this paper is organized as follows. Section II
reviews the algorithms for EIT interpretation and dif-
ferent methods to detect apnea cases, particularly those
using reconstructed images from EIT datasets. Section III
gives a summary of the clinical EIT datasets used, and
Section IV provides a detailed description of the proposed
approach. Results and performance of the proposed algorithm
are described in Section V. In Section VI, a discussion of the
results is presented. Conclusions drawn in Section VII.

II. RELATED WORK AND OUR CONTRIBUTION
A. EIT INTERPRETATION TECHNIQUES
Despite the advantages of using EIT technology in various
clinical applications, interpretation of an EIT dataset has
been a challenge due to the lack of well-established
methods [11], [12]. In this section, the main approaches to
the reconstruction of EIT datasets are summarized. Methods
based on artificial neural networks (ANNs) have been applied
to EIT simulated reconstructed images for the classification
of abnormalities in the lung [13]. However, the neural
networks are trained and tested with only simulated image
data obtained by solving the mathematical model equations
governing current flow through the simulated thoracic region.

An alternative is based on a novel approach combining
both linear and non-linear methods [14] and the use of
an ANN as a post-processing method to enhance the
quality of the image reconstruction algorithm. This method
post-processes the image and is not suitable for real time
detection of apnea. More recently a machine learning based
approach called D-bar was proposed [15] to generate more
reliable images from an EIT phantom dataset. In the latter
study, low-pass filtering of non-linear Fourier data is used,
and a convolutional neuron network (CNN) is applied as
a post-processing method to sharpen the features of the
reconstructed EIT images. This method does not address
the extraction of clinical parameters but focuses on the
improvement of the resolution of the reconstructed image.

A further study investigating total generalized variation
regularization was implemented [16] to improve the identifi-
cation of sharp edges in EIT reconstruction images. It used the
GREIT algorithm [11] from the Electrical Impedance Tomog-
raphy and Diffuse Optical Tomography Reconstruction
Software (EIDORS) to reconstruct EIT images and reported
the improvement in terms of total variation regularization.

Recently, a novel reconstruction method to convert an
ill-posed problem to a well-posed problem using a variety
of training datasets to generate low dimensional estimated
solutions has been proposed [17]. It proved the feasibility
of developing auto-encoder algorithms to generate compact
lung images using EIT, however, it did not use grand
truth label data for training. Another method reduces the
dimensionality of EIT reconstruction images using discrete
cosine transformation (DCT) of thorax slides [18], but it only
presents the part of the lung where conductivity changes
occur. The latest study [19] demonstrates a method to
improve the quality of EIT reconstructed images by applying
a super-resolution technique.

In these studies, a number of issues have been frequently
reported. They include: high EIT reconstruction error, losing
valuable features in datasets by reconstructing the raw
data, and analysis becoming computationally expensive and
slow. Most importantly, EIT is an ill-posed problem which
currently does not provide perfect reconstruction solutions.
In addition, the reconstructed images are based on the real
parts of complex numbers. This led us to investigate the
possibility of using an EIT boundary voltage dataset to avoid
applying any image reconstruction algorithm which filters
the image and can remove useful information. In particular,
we used the imaginary part of EIT boundary voltages as
well as the real part. We used datasets from 15 premature
neonates who exhibited a period of apneic breathing. The
majority of studies on EIT data only considered the real part
of its voltage component and ignored the imaginary part.
However, one investigation [20] suggested the phase angle of
EIT complex value could be an indicator for breathing cycle.
In our study the analysis investigates which component of the
EIT complex dataset contains more informative features of
apnea data. Also, we compared the result with the absolute
value of the complex number dataset.

B. APNEA DETECTION IN NEONATES
The automatic detection of apnea in neonates has previously
been examined using several different methods. Pais and
González [21] identified the apnea period based on a
combination of patterns in time and frequency domain ECG
signals, and pulse oximeter time-domain signals. However,
these signals do not provide a direct measurement of
breathing, only the effect of the heart and blood volume
changes.

An alternative approach has been proposed in which
a motion detection video camera is used to monitor the
respiratory rate of infants using a phase based algorithm [22].
This method is similar to a motion detection approach, which
is a combination of Eulerian video magnification, short-time
Fourier transform and optical flow in infants using video
frames [23]. It is also possible to use the electromyogra-
phy (EMG) signal of the diaphragm muscle [24] which
records the respiratory signals and analyses neuromuscular
activity to detect an episode of apnea. However, all these
methods are limited as apnea motion detection methods
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suffer from many non-respiration related movements which
are difficult to minimise in a neonate environment. Also,
the computation time required to extract a respiration signal
during video monitoring in real-time is high due to the optical
flow algorithm.

Other methods based on various machine learning models
such as ANNs and long short-term memory (LSTM) using
ECG data [25], CNN and logistic regression using oximeter
data [26] and support vector machine (SVM) using ECG
data [27] have been proposed. However, they all rely on
indirect methods to obtain their physiological data on lung
function which limits their ability to predict the apnea event.

Our approach using EIT can provide dynamic information
in regional lung ventilation. It allows the assessment of lung
function by continuous and real timemonitoring of premature
neonate lung in neonatal intensive care [9]. Other imaging
modalities cannot offer the same advantages as EIT. For
example, CT andMRI provide a static image of lung anatomy
but cannot be used at the bedside. Also, X-ray produces a
static image and is limited for infants under 5 years due to the
risk of ionizing radiation causing cancer [28], [29].

The aim of this study is to investigate the potential use
of EIT boundary voltage dataset for detection of apnea for
premature neonates. More importantly, to identify which
component of a rawEIT dataset contains themost informative
features of an EIT dataset.

The contributions of this paper are as follows:
a. We present the first work undertaken on EIT boundary

measurement data obtained from infants in a clinical
study (cradlproject.org) for the automatic detection of
apnea.

b. The EIT is formed of two parts due to the nature of
the human tissue which has a real part (non-frequency
dependent) and a reactive component (frequency depen-
dent), which is due to the cell membranes acting as
capacitors. This research investigates the contribution
to the detection of apnea of each component of the
measured boundary voltage and highlights the need
to consider the reactive component, which is often
discarded, as is evident in the majority of published
research on EIT datasets, where only the real part of the
data is considered.

c. This research provides evidence that there is valuable
information in the imaginary part reactance) as well as
the real part of EIT data.

d. The method employed in this paper uses EIT boundary
voltage data without any pre-processing, filtering or
image reconstruction, to avoid losing the information
content. The image reconstruction algorithms used in
EIT filter the information content and could introduce
significant errors or misinterpretation of the clinical
indicators as well as affect the accuracy of the classi-
fication algorithm.

e. This paper also reports the first use of a hybrid
classification model (CNN and SVM) on real clinical
EIT datasets to predict apnea from a non-apnea datasets.

TABLE 1. Details of neonate patients used in this study.

III. EIT DATA DESCRIPTION
15 EIT datasets were obtained of premature neonate patients
provided by the Emma Children’s Hospital, Academic
Medical Centre (AMC), in the Netherlands under ethics
ID number NCT 02962505 in ClinicalTrials.gov. Data was
acquired using a Swisstom EIT system with 32 electrodes at
a rate of 49 frames per second. 32 electrodes are inserted
in the belt equidistant apart and the neonate patients wore
the belt around their chest as shown in Fig. 1. Details
about each neonate in this study are provided in Table 1.
In our datasets, we considered both male and female neonate
patients. The dataset from each neonate was recorded over
72 hours and were stored in sub-folders of approximately
20 minutes length. The dataset used for training and testing
of our classification model are from confirmed cases of apnea
and non-apnea samples provided by an experienced clinician
in the Academic Medical Centre (AMC), the Netherlands.

IV. METHODOLOGY
A. PREPARING DATASETS
No pre-processing techniques such as filtering, denoising or
image reconstruction were applied on the original boundary
voltage data from the EIT system. The reason was to avoid
losing any valuable information or introducing significant
errors to our datasets. Data was recorded from 32 sensors,
however, it is possible that a few electrodes did not
attach to the neonates’ bodies properly during the data
recording. If four or more electrodes were disconnected
the measurement was discounted until the electrodes could
be reattached. In addition, the output of each electrode
was checked to make sure it was within a valid contact
impedance threshold, otherwise the algorithm would exclude
this as a false measurement. The apnea files are annotated
with the time period of apnea, pre-apnea and post-apnea
within 20 minutes for each neonate patient by the clinicians
who looked at the visual patterns of the apnea signal based
on their experience. It must be noted that the clinician used
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FIGURE 1. Dataset preparation diagram. Three datasets are formed from
EIT complex number matrix: real part, imaginary part and absolute value
of complex numbers.

FIGURE 2. A Period of apnea. The signal of EIT from neonate N4 shows
the window of recording EIT data. The red signal is the area marked as
apnea.

the EIT reconstructed images which are produced by the
EIDORS software for their annotation. An example of an
apnea episode is shown in Fig. 2 where the red section of the
signal between 285 s and 315 s is marked as an apnea episode.
Clinicians use figures like this to annotate apnea in EIT data.

The two classes of dataset, apnea and normal (non-apnea),
are then ready for further analysis. Apnea frames which are
close to the pre-apnea or post-apnea episode are removed to
create high-quality apnea datasets.

B. CNN AND SVM HYBRID CLASSIFICATION MODEL
SVM and CNN are both state-of-the-art methods which solve
linear and non-linear classification problems [30]. In this
study we employed a hybrid classification method which
is a combination of CNN and SVM [30]. Pre-trained CNN
with Residual Network 50 (ResNet50) architecture, as an
automatic feature extractor, is usedwith a SVMas a classifier.
A hybrid classification model was used to explore which

components of the datasets contained more informative
features of apnea in EIT data. The data presented is amatrix of
complex numbers and we investigated the presence of apnea
features in their real, imaginary and absolute values.

SVM is a binary multi-class classifier which projects
data into feature space to find the optimal hyperplanes for
classifying data into groups. The mathematical details of
SVM algorithm can be found in [31]. CNN is one of the
deep learning algorithms which is formed from a core of
convolutional, max pooling and fully connected layers [32].
Many different architectures designed and reported in the
literature [33] are based on CNN algorithms. The number of
neurons in each layer and their order were chosen to solve a
specific task. A detailed comprehensive analysis is provided
in [33], which compares different types of CNN deep
architecture, their performance and application to medical
images. AlexNet, GoogleNet, CifarNet and ResNet50 are
popular CNN architectures successfully adapted to clas-
sify medical images [34], [35]. It has been reported
that ResNet50 produces notably better results, because it
solves both the degradation problem and vanishing gradient
problem [36], [37]. To test and evaluate the performance
of each network architecture, high quality databases such
as ImageNet dataset are used for training and learning
processes. ImageNet is a large-scale well-annotated dataset
which contains more than 1.2 million categorized natural
images of over 1000 classes.

Training CNN algorithms from scratch, using feature
sets from pre-trained CNN algorithms and developing
unsupervised pre-trained CNN with supervised fine-tuning
are three techniques which have frequently been used in
medical image classification problems [33]. Transfer learning
is another classification method in which the first network,
trained on a high quality large dataset such as ImageNet, and
the features learnt from the first training network transfer
and repurposed to the second network to train on a second
dataset [36]. Therefore, transfer learning can act as an
automatic feature extractor which is found to be particularly
useful when applied on raw medical images [33].

Transfer learning algorithms have two main properties
that make them an ideal approach for our application.
Firstly, transfer learning enables training of models using
small annotated datasets by leveraging of popular methods
that have already been trained on a very large labelled
dataset. Secondly, they significantly reduce the computa-
tional resources required, and training time as we do not need
to train all the layers to achieve the result [33]. Therefore,
we employed pre-trained transfer learning as an automatic
feature extractor using ResNet50 architecture. Fig. 3 presents
samples of raw EIT 2D-frames for both apnea and non-apnea
cases. ResNet50 trained on ImageNet dataset and its input
layer takes 224-by-224 RGB images. The ResNet50 network
is formed by a series of convolutional layers, max-pooling
layers and Softmax layers with rectified linear units (ReLu).
It is followed by the fully connected layer and finished
by a classification layer. The details of its architecture can
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FIGURE 3. Sample of apnea and non-apnea datasets from neonates. Sample of voltage data frame from different neonates in our case study are
presented across all three categories; real part (a), imaginary part (b) and absolute value (c). Complex impedance is divided into a real
part (resistance) and an imaginary part (reactance). The magnitude of complex impedance shows the absolute value.

be found in [38]. The first layers of the network learnt
the primary features of the dataset such as edges and
colors as shown in Fig. 4. The deeper layers learnt more
abstract and complex features and combined them with the
primary features. Therefore, the higher-level features are
more suitable for the classification task as they represent
richer information of the image.

We selected the feature map from immediately before
the final layer, which is the classification layer, for our
application. The extracted feature map from the training set
is used to train the SVM classifier with stochastic gradient
descent (SGD) solver. The implementation of the hybrid
classification algorithm using SVM is provided in [30] where
SVM is implemented with radial basis function (RBF) kernel.
Our datasets were recorded from premature neonates which
is a real-world dataset and the classification problem is non-
linear. RBF is a preferred kernel to solve a non-linear problem
compared with linear kernel that is only used to solve linear
problems. To evaluate the accuracy of the SVM classifier,
the same procedure is repeated but using the feature map from
the test set and calculating the mean of accuracy of predicted
label by the SVM classifier.

The final step was to use our trained SVM algorithm
to classify our EIT datasets. The block diagram of our
model is shown in Fig. 5. The size of each image in our
datasets is 32-by-32 and are grey scale images. The images
were resized to 224-by-224 and converted to RGB to match

FIGURE 4. First layer feature map. The primary features of ImageNet
dataset extracted from first layer of ResNet50 network. Filters on the first
layer learnt information about colors and edges of the input images.

the requirement of ResNet50 network. We had 15 neonate
patients and for each patient three datasets containing the
real, imaginary and magnitude components were prepared.
In each category, there were 1000 apnea voltage frames and
1000 non-apnea voltage frames. The SVM classifier was fed
with each category to investigate which one contained the

VOLUME 9, 2021 25135



N. Vahabi et al.: Deep Analysis of EIT Dataset to Classify Apnea and Non-Apnea Cases in Neonatal Patients

FIGURE 5. An overview diagram of our classification model. The extracted feature set from ResNet50 is used to train the SVM algorithm. Then,
the SVM classifier is fed with 1000 voltage frames in each category of our datasets (real part, imaginary part and absolute value) to identify which
category contains more apnea features. Complex impedance is divided into a real part (resistance) and an imaginary part (reactant). The EIT is formed
of two parts due to the nature of the human tissue which has a real part and a reactive component, which is due to cell membranes. The complex
impedance is dependent on the injected current frequency.

more informative apnea features. The results of our analysis
are presented in Section V.

V. RESULTS
The reported performance of our classification model is
based upon the proportion of the correctly classified samples.
We measured the accuracy of our model on both training and
testing datasets. Pre-trained ResNet50 network for feature
extraction is employed as it did not require any computation
overhead for training. Dataset from 10 patients (patient
number 1 to 10 in Table 1) were used to train the model,
2 patients (patient 11 and 12) for validation, and the last three
patients for testing. The pre-trained ResNet50 network was
not modified [39]. Our EIT training data was only used to
train the SVM classifier. Neural Network and Deep Learning
toolbox from Matlab2020a as well as NVIDIA GeForce
RTX 2080 GPU were used to implement the classification
model. Each patient dataset has three categories: real part,
imaginary part and absolute value. In each category, there
are two classes: apnea and non-apnea with 1000 sample EIT
images in each class. The average time it takes to run the
classification model for real part dataset is 42 s, for imaginary
part dataset is 50 s and for absolute value dataset is 35 s.

Fig. 6 illustrates the comparison between the performance
of our classification model using real data, imaginary data
and absolute value datasets of 10 neonate patients. The
classification model achieves optimal accuracy (97%) using
the imaginary part of datasets to classify apnea and non-apnea
images. As is shown in Fig. 6, out of the 10 neonate patients
in training datasets, the model has an accuracy between 78%
and 99% for 8 cases using the imaginary part of datasets. Our
model can classify apnea and non-apnea with an accuracy
between 65% and 98% amongst only 5 patients using the real
part of EIT datasets. The model produces the least accurate

result when the SVM classifier trained by the absolute
value of boundary voltage. Datasets from patients 11 and 12
(Table 1) are used to validate the model during the training
process and to fine-tune hyper-parameters. The final model is
evaluated by our testing set which was a completely unseen
dataset and made of data from the neonates 13, 14 and 15.
Fig. 7 shows the result of the classification model on testing
data. The result suggests that proposed classification model
produces more accurate results using the imaginary part of an
EIT datasets compared to the real part.

VI. DISCUSSION AND FUTURE WORK
In this study, we particularly avoided any pre-processing
techniques such as any filtering and normalization, to our
datasets to find out the performance of the classification
methods using EIT boundary voltage data. Apnea datasets
were labelled manually by experienced clinicians and whilst
this is very time consuming and labor intensive for the
clinician, it provides the ground truth. The automatic apnea
detection algorithm could help clinicians to identify the apnea
frames faster. However, further study is required to optimize
the performance of the algorithm and reduce the classification
error.

All the neonates in this study were premature, between
28 and 37 weeks old (Table 1). The best classification
result (99% accuracy) amongst all three datasets (real part,
imaginary part and absolute value) is the neonate number 14
(N14) which is the oldest patient (37 weeks). Interestingly,
the least accurate classification performance (50% accuracy)
represents to one of the youngest patients (28 weeks old) who
is also the lightest (930 gr) neonate.

We also analyzed the boundary voltage frames of the
youngest neonates and compared it with the older patients.
A consistent pattern is identified in the absolute value dataset
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FIGURE 6. A comparison between performance of the classification model using three datasets; real part, imaginary part and
absolute value.

FIGURE 7. A comparison between performance of the classification
model using three datasets; real part, imaginary part and absolute value.

of the youngest neonate (Fig. 8). There are a few faded circles
in all absolute value data frames, however, for the frames
belonging to the youngest neonates the brightness of those
circles is very poor and to the extent that some of the frames
look plain white. Fig. 8 shows three boundary voltage frames
of absolute value datasets belonging to the youngest neonates
(N15, N13 and N8). This could be one the of the reasons
that our classification model does not perform well using
absolute value datasets for the youngest neonate where the
classification accuracy for N15 is 52%, N13 and N8 are 50%
(Table 1).
High quality well-labelled data in medical imaging is

desirable but rarely available due to the cost and necessary
workload of clinicians. Our analyses have shown that a
pre-trained transfer network such as the ResNet50 algorithm
can be successfully applied to EIT raw images and act as
an automatic feature extractor. The results proved transfer
learning is one of the efficient methods to train a smaller
dataset. Furthermore, our findings emphasises the importance
of the imaginary part of EIT boundary voltage and should be
included in the EIT reconstruction algorithm.

FIGURE 8. Comparison of the absolute value datasets between the
youngest neonates and the older ones.

VII. CONCLUSION
In this paper, a hybrid transfer learning technique has
been proposed to classify apnea and non-apnea events in
EIT boundary voltage datasets from neonate’s patients with
an accuracy of between 71% and 97% when the testing
dataset is applied. For the proposed classification algorithm,
the imaginary part of the complex impedance contains more
unique identifiable features of apnea compared with the real
part or the absolute components. The real part only measures
the dc component; the body is made up of cells which have
reactive components and appear to be more sensitivity to
apnea. When the absolute is used the reactive component
is relativity small compared to the values of the real part
and this can result in increased inaccuracy. In addition,
transfer learning can successfully be utilized to classify
poor resolution EIT data frame without any pre-processing
and reconstruction techniques which generally introduce a
significant error to the outcome. Although the dataset in
this study was only from 15 neonate patients, it was formed
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from both male and female premature neonates with a
variety of weight and heigh ranges which makes the outcome
more reliable. However, there is a need to have a more
well-annotated patient dataset to increase the generalization
and robustness of the model for possible on-line application
in a clinical setting.
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