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The aim of the present work is to study the interaction between an oscillating bubble
and a free surface. We perform a series of experiments and numerical simulations and
attempt to characterize both early and late stages of the interaction. The focus is on
providing insight into the mechanisms of bubble-induced atomization. For this reason,
we are particularly interested in characterizing the patterns and dynamics of the liquid
jets that are formed at the free surface. Observations regarding the evolution of the free
surface are presented by measuring the jet’s surface area and volume. Finally, based on
these quantities, we introduce a metric that may be used to characterize the liquid jetting
and predict whether late-time atomization of the interface will occur.
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I. INTRODUCTION

Bubble dynamics has been an active topic of research for many years, owing to the regular
presence of bubbles in our world and the large host of relevant applications, which range from
medical treatment (e.g., shockwave lithotripsy [1,2]) to mechanical (e.g., cavitation-induced erosion
[3]) and chemical [4] systems. Bubbles often grow or form near free surfaces. The most prominent
example is the ocean, where bubbles bursting at the air-sea interface produce sea sprays, which
strongly influence the coastal ecosystems and global climate patterns [5–9]. The dynamics of a
bubble-free-surface system are also important to many technological applications, such as under-
water explosions [10–12], printing or deposition techniques [13–15], drug delivery systems [16],
and liquid fuel injection [17–21]. The bubbles in these applications may be oscillating, often quite
violently. The interaction of the bubble with the free surface leads to the formation of liquid jets at
the latter, an often desired outcome (e.g., aiding evaporation in liquid fuel injection).

The interaction between an oscillating bubble and a flat free surface was first studied theoretically
and experimentally by Chahine [22] and Blake and Gibson [23]. The dynamics and patterns of the
interaction were found to depend upon the ratio of the distance between the bubble and the surface to
the maximum radius of the bubble. More recently, Patrascioiu et al. [24] performed a simultaneous
visualization of both the bubble and free surface evolution, providing a better understanding of the
correlation between bubble dynamics and liquid ejection. The formation of the initial spike jet and
the subsequent thicker jet above the free surface were found to be related to the first expansion
and rebound of the bubble, respectively. A parametric experimental study was performed by Zhang
et al. [25], in an attempt to identify and categorize the different patterns that are observed during
the bubble-surface interaction. The interaction of two collapsing bubbles beneath a free surface was
studied by Ji et al. [26]. Both collapse and surface jets were found to be dependent on the interbubble
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distance and the bubble depth below the free surface. Kang and Cho [27] studied the evolution of the
free surface following its interaction with a spark-generated bubble and proposed a relationship for
the height of the surface jet when the interaction is weak (i.e., at large dimensionless bubble-surface
distances, where the free surface deforms without breaking up).

Numerical investigations of the interaction were first carried out by Blake et al. [28] using the
boundary integral method. Although simplified, the method was capable of describing the growth
and collapse of a vapor bubble generated sufficiently far from the free surface. In general, the
boundary integral method has been a popular choice for modeling the interaction of bubbles with
surfaces [29–32], but is typically restricted to the early stages of the interaction. More recently,
the problem was treated by Koukouvinis et al. [33] in an Eulerian framework, also taking into
account liquid compressibility effects. The simulations were successful in predicting the bubble
growth and collapse and in representing the fine details of the liquid-gas interface, such as the
mushroom caplike structure at the tip of the jet and the splitting of the torus in an agglomeration
of toroidal structures. The study focused on the dynamics of the bubble, and the motion of the free
surface was only briefly mentioned. In a more recent work, Li et al. [34] studied the interaction
between a gas bubble and a free surface using a similar numerical framework for a large range
of dimensionless bubble-to-surface distances. The liquid jets at the free surface were characterized
qualitatively, but discussion was as well focused on the characteristics of the bubble rather than the
evolution of the free surface. Furthermore, both studies simulated only a small number of bubble
oscillation cycles, reporting results up to the first stages of secondary jet formation.

In the present study, we characterize the evolution of the liquid jets at the free surface for
timescales that extend beyond those of the oscillating bubble. The systems that are considered
correspond to the “intermediate” regime [27], where the bubble oscillates without bursting at the
surface, but the interaction is strong enough so as to induce atomization of the free surface at a
later stage. As previously mentioned, past studies were mostly focusing on the dynamics of the
bubble and were limited to its first few oscillation cycles. Furthermore, discussion revolved around
quantities such as the jet height, width, or tip velocity that provide only limited insight into the
evolution of the jet. Here we measure the surface area and enclosed volume of the free surface
jet, providing further insight into its evolution. Based on these variables we are able to derive
a phenomenological criterion that may be used to predict whether late-time atomization of the
interface will occur. The paper is structured as follows: the experimental and numerical techniques
that are used in the present study are detailed in the section that follows (Sec. II). Section III presents
the set of experimental results, and Sec. IV presents the validation and results of the numerical
simulations. Finally, results are analyzed and discussed (in relation to the process of bubble-induced
atomization) in Sec. V.

II. METHODOLOGY

A. Experimental setup

The cavitation bubbles were generated by focusing laser light into deionized water at a well-
controlled distance from the water-air interface. As shown in Fig. 1, the experimental setup consisted
of two main parts: one for focusing laser into the cuvette to generate the cavitation bubble and
another for performing shadowgraph imaging. In the laser focusing part, a Nd:YAG laser (Spectra-
Physics LAB170/10) generated 6 ns-duration laser pulses with a 532 nm wavelength. The laser
pulses were attenuated by an attenuator composed of a half wave plate and a Glan laser prism. The
energy of the laser pulse was adjusted by rotating the half wave plate, which was installed in a
precision rotation mount. The laser beam was expanded by the concave lens L1 (−20 mm) and the
focal lens L2 (+100 mm). The expanded beam was focused into a glass cuvette in the shape of a
50 mm cube by the focal lens L3 (+75 mm). The cuvette was filled with deionized water, and the
laser light was focused beneath the water surface. The laser focus was fixed while the height of the
cuvette could be adjusted. In this way, the distance between the laser-induced cavitation bubble and
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FIG. 1. Schematic of the experimental setup.

the free surface could be varied. In the shadowgraph part, a plasma lamp (THORLABS HPLS200)
was used as the light source. The light was focused by a microscope L4 with 20 times magnification
and a numerical aperture of 0.4. The focused light passed through a pinhole whose diameter was
300 μm and was collimated by the focal lens L5. The collimated light passed through the cuvette
and was focused by the focal lens L6. A shape edge could be put at the focus point after L6 to
perform Schlieren imaging with the same setup. An intensified CCD (ICCD) camera (Princeton
Instruments, PI-Max 4) with a 180 mm lens (Nikon) and 2× teleplus (Kenko) was used to capture
the images. The camera was triggered by a photodiode which detected the laser light reflected by a
window inserted between L2 and L3. The exposure time was typically 3 ns.

B. Numerical simulations and computational setup

The flow was modeled by the compressible Euler equations, together with an equation for the
total energy. The effects of surface tension and gravity were also included, as they are essential
for the accurate description of the free surface dynamics [27]. The fluids were assumed immis-
cible, while the effects of diffusion (thermal and viscous) and phase change were neglected. The
former may be justified by consideration of the relevant dimensionless numbers and of the relative
magnitude of diffusivity coefficients; the Ohnesorge number can be estimated to be of the order of
O(10−3) (based on the maximum bubble radius and the liquid properties), suggesting that viscous
forces are small compared to inertial and surface tension ones. This argument can be extended to all
diffusion processes. Phase change was present in the experiments, but is of secondary importance
in the numerical simulations, due to the approach that was adopted for the modeling of the bubble
and its contents. Similar assumptions are made in most relevant studies [23,28–34] and have led to
overall successful predictions. This is observed in the present work as well, as the simulations are
shown to be in agreement with the experimental results. The system of equations was closed with
the stiffened gas equation of state, which relates the pressure with the density and internal energy of
the fluid,

p + (� + 1)p∞ = ρ�(e + e∞), (1)
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TABLE I. Thermodynamic parameters for the stiffened gas equation of state.

Fluid � p∞ (Pa) e∞ (J/kg)

Water 3.4 6 × 108 7.456 × 106

Air 0.4 0 0

where � is the Grüneisen exponent, p∞ the stiffened pressure constant, e the specific internal energy
and e∞ the energy translation factor. For the fluids considered in this study, these values are taken
from Hawker and Ventikos [35] and are given in Table I.

Simulations were performed using a well-established high-fidelity front tracking framework
[36–40] coupled with the grid-aligned ghost fluid method [41,42], enabling the fully sharp repre-
sentation of the interfaces and the jumps of variables across them. A fifth-order WENO scheme was
used for the calculation of the fluxes, and a second-order Runge-Kutta method for time integration.
This framework has been validated and used for bubble problems in previous works by the authors
[41,43]; the interested reader is referred to Refs. [41,42] for more details on the employed numerical
method.

In order to accurately replicate the experimental conditions, accounting for the presence of the
cuvette was desired. This raised the computational cost considerably, as the size of the cuvette
(50 mm × 50 mm × 50 mm) was much larger compared to the maximum bubble radius (�1 mm).
As a result, performing full three-dimensional simulations was not feasible. Instead, the problem
was modeled by the axisymmetric form of the flow governing equations. At this point a minor
discrepancy exists, as the cubic cuvette was modeled as a cylindrical container. However, this is not
expected to have a significant effect on the flow, as the cuvette walls are sufficiently far (based on a
number of test simulations with varying cuvette sizes). The size of the computational domain was
therefore equal to x ∈ [0 m, 0.025 m], y ∈ [−0.05 m, 0.0125 m]. Reflecting boundary conditions
were used to model the side and bottom cuvette walls (at x = 0.025 m and y = −0.05 m, respec-
tively) and symmetry conditions were applied along the axis of symmetry (x = 0 m). Nonreflecting
conditions were applied at the remaining boundary. For all cases considered in this work, the free
surface was placed at y = 0 m, and the bubble was placed at varying distances below it.

The laser-generated bubble was modeled as a high-pressure air bubble, as in Refs. [33,34].
However, the initial conditions of the bubble (size, pressure, and temperature) were unknown. These
were adjusted so as to match the size and period of the bubble for one of the experimental cases.
Still, there exist a large number of conditions that yield results in accordance with the experiment.
For reasons related to computational cost, the initial bubble cannot be infinitely small. On the other
hand, if the bubble has already expanded significantly, one would have to introduce the associated
velocity field. This was avoided by considering bubbles of sufficiently small initial size.

Definition of the initial bubble was achieved by scanning the phase space of conditions (size,
pressure, and temperature). In an attempt to narrow down the parametric domain, the bubble was
assumed to be in thermal equilibrium with its surroundings. Bubbles were eventually introduced
with an initial radius of Rin = 0.00015 m, about an order of magnitude smaller than their maximum
size (bubbles were reported to grow �100 times the size of the original plasma [44]). Such a value
was found to be sufficient for a proper description of the bubble growth, while keeping the required
resolution to realizable levels. An initial pressure of pin = 201 atm, corresponding to an initial
bubble energy of Epot = �p (4πR3

in )/3 = 0.29 mJ, about 5% of the laser pulse energy, was found
to give results in accordance with the experiment.

Other than the bubble interior, both fluids were initialized at atmospheric conditions. The domain
was discretized with a resolution corresponding to 12 points per initial bubble radius, yielding a total
number of 107 elements. As shown in Ref. [41], such a resolution is sufficient for the prediction of
both growth and collapse stages. This will be further verified in Sec. IV, where the numerical results
are compared with the experimental ones.
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TABLE II. Conditions and parameters of experimental configurations.

Case δ (mm) Rmax (mm) γ

E-0.86 1.12 1.29 0.86
E-0.94 1.02 1.08 0.94
E-1.10 1.36 1.24 1.10
E-1.27 1.60 1.26 1.27

III. EXPERIMENTAL RESULTS

In this section, an overall description of the bubble dynamics and induced surface defor-
mations is presented, based on the shadow images. More detailed data determined from the
experimental images will be presented in the sections that follow, along with the numerical
results.

The dimensionless parameter γ = δ/Rmax (also referred to as nondimensional stand-off parame-
ter), where δ is the distance between the bubble center and the free surface and Rmax is the maximum
bubble radius, was considered as a measure of comparison between the different experimental
conditions [24]. The laser pulse energy was adjusted to �6 mJ, so the maximum bubble radius
was almost the same for each case. Different γ values were achieved by varying the distance δ.
A total of four cases were considered in this study. The values describing each configuration are
presented in Table II.

Examples of shadowgrams of the collapsing bubbles and free surface deformations in differ-
ent conditions are shown in Fig. 2. Results from case E-0.94 will be presented in a following
section, together with the results of the numerical method. The time-resolved images were
obtained by capturing images at different time delays from the laser pulse. The bubble and
surface deformation events were highly reproducible, thus it was straightforward to construct a
sequence from images recorded at different bubble-induced events. The presented images are
representative examples from a set of at least five images recorded at the same time step and
conditions.

The horizontal black line slightly below the middle of the images shows the position of the
water-air interface. Below it, shadows of the bubble can be seen. At early times, during the first
growth period, the bubble retained an almost spherical shape and reached its maximum size around
t = 0.1 ms. The bubble then assumed a nonspherical shape while collapsing (before or around
t = 0.2 ms). The top of it, i.e., the side close to the free surface, was pushed downwards into
the bubble by a liquid jet [45]. This is the reason why the upper surface of the bubbles appears
flat in the images at t = 0.15 ms in Figs. 2(a) and 2(b). Torn by the downwards liquid jet, the
top of the bubble adopted the shape of a torus as it was shrinking, looking like a thick line
segment in the side view as seen in the images at t = 0.2 ms in Figs. 2(a) and 2(b). During
later stages, such as the rebound and recollapse, the bubble separated into multiple parts and
moved away from the surface, shown at t = 0.5 ms in Figs. 2(a) and 2(b) and at t = 0.4 ms in
Fig. 2(c).

Above the interface, the evolution of the surface deformations, jets, and protrusions can be
followed. In general, the bubble-induced free surface deformations can be divided in two stages.
The first one is the spikelike jet formed before the rebound of the bubble, as shown in the images
at t = 0.1 ms and t = 0.15 ms in Figs. 2(a) and 2(b). This spike jet forms a counterjet pair with the
one penetrating the bubble from the top as described above [46]. The second stage is the thick jet
formed after the first collapse and rebound of the bubble, as shown in the images after t = 0.3 ms
in Fig. 2(a), the images after t = 0.5 ms in Fig. 2(b), and the images after t = 0.6 ms in Fig. 2(c).

In the case where γ = 0.86, the spike jet was faster than the thick jet. In the case where γ =
1.10, although the spike jet started earlier, the thick jet grew faster and engulfed the spike jet after
t = 1.5 ms. The engulfed jet was also observed by Zhang et al. [25]. For the case where γ = 1.27,
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FIG. 2. Shadowgrams of the collapsing bubbles and free surface deformations at different conditions.
(a) Case E-0.86, (b) case E-1.10, (c) case E-1.27. Depicted window size 6 mm × 17 mm.

there was no spike jet but a small deformation on the surface, as shown in the image at t = 0.4 ms in
Fig. 2(c). At t = 0.6 ms, both the tip of the small deformation and a wider deformation around the
tip in the center were observed. After t = 0.7 ms this small deformation was no longer visible; the
thick jet was instead rising with an initially flat top, which later developed a peak in the center. The
shapes of the thick jet front were different in these cases. For γ = 0.86, the thick jet front was more
violent with a crown-like shape (thus also referred to as a crown jet), while in the case of γ = 1.10
it was more rounded. When γ = 1.27, the thick jet had initially a flat-shaped front. The cylindrical
shape of the thick jet is induced by the toroidal geometry of the rebounding bubble [24].
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TABLE III. Conditions and parameters of numerical configurations.

Case δ (mm) Rmax (mm) γ

C-0.61 0.650 1.072 0.61
C-0.77 0.840 1.097 0.77
C-0.92 1.017 1.105 0.92
C-1.06 1.180 1.110 1.06
C-1.22 1.361 1.116 1.22

IV. NUMERICAL RESULTS

A. Validation

In the present section, we demonstrate the validity of our simulations by performing a comparison
with the experimental results (for the conditions denoted as case E-0.94 in Table II). A qualitative
comparison between the numerical (denoted as C-0.92; see Table III) and experimental results at
different time instants is presented in Fig. 3. Excellent agreement is observed for the evolution
of both the bubble and the free surface. As the bubble expands (t = 0.10 ms), the free surface is

FIG. 3. Comparison between (left) experimental (case E-0.94) images and (right) numerical (case C-0.92)
results at different time instants following the generation of the bubble. Computational results are visualized
via numerical Schlieren (magnitude of density gradient) contours. Depicted window size 17 mm × 17 mm.
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FIG. 4. Time history of bubble evolution. (a) Bubble width, (b) bubble height. The shaded region around
the markers represents experimental uncertainty.

deformed, leading to the formation of the main (spike) liquid jet. The counterjet that is subse-
quently formed (t = 0.15 ms), pierces the bottom bubble wall, which then assumes a toroidal shape
(t = 0.20 ms). The bubble rebounds and then collapses for a second time, around t = 0.335 ms.
During this cycle, the crown-shaped thick jet is formed. In the cycles that follow, the bubble assumes
various complex shapes while radiating energy at every collapse. During these cycles, the tip of the
crown jet recedes (more evident in the absence of asymmetries and interfacial instabilities).

A quantification of the results is presented in Figs. 4 and 5. Results from two additional simula-
tions with discretizations corresponding to nine and six points per initial bubble radius (resulting in
meshes of 5.625 × 106 and 2.5 × 106 elements, denoted as M2 and M1, respectively) are presented
along with the results of the mesh used throughout the study (described in Sec. II, labeled M3).
In Fig. 4 the time histories of the bubble width and height are plotted for the first two and a half
bubble cycles, where experimental data are available for comparison. The dynamics of the first cycle

FIG. 5. Time history of free surface deformation. (a) Spike height, (b) crown height. The shaded region
around the markers represents experimental uncertainty.

013606-8



NUMERICAL AND EXPERIMENTAL INVESTIGATION INTO …

are in excellent agreement with the experimental results for all grid resolutions. However, numerical
simulations predict a larger rebound for the bubble. This is partially attributed to the modeling of the
bubble contents; the elastic behavior of the gas results in larger rebounds (i.e., a bigger percentage
of energy is stored in the bubble than being radiated away via shock waves) [47]. As the bubble has
more energy, the second collapse is slightly delayed. However, we note that there is another reason
for the overestimation of the bubble height: numerical results (except those of mesh M1, which fails
to predict the split of the bubble in toroidal structures) include the very thin (subgrid) filaments that
were detached from the bubble following the impact of the liquid jet at the bottom bubble wall [e.g.,
Fig. 3(c)].

With respect to the evolution of the free surface, the spike- and crown-like jets that were observed
in the experiments were also predicted by the simulations (see Fig. 3). In Fig. 5 the temporal
evolution of the spike and crown jet heights is plotted until the bubble has traveled sufficiently far
away and radiated all of its energy away. Up to this moment (t = 0.8 ms), the bubble has completed
seven cycles. Moreover, this is the moment when instabilities start taking over the atomization
process in the experiment, with the formation of drops at the tip of the jet. The idealized conditions
of the simulations in comparison to the experiments (e.g., perfectly spherical initial bubble and
flat free surface) delay somewhat the development of such instabilities. Overall, the trend of jet
evolution is accurately predicted by the simulations with grids M2 and M3. However, the height of
both jets at late-time stages is slightly underestimated.

B. Parametric study

Following the validation of the numerical method against the experimental results, a series of
simulations was performed in an attempt to characterize the process of bubble-induced atomization.
Four additional cases (with a computational setup similar to the one described in Sec. II) were
simulated, with the only parameter changing being the distance between the bubble and the
free surface. The conditions of the numerical configurations are presented in Table III. The data
presented in this section are extracted from the simulations every t = 5 μs.

A visual overview of the evolution of the bubble-free-surface system for the different nondi-
mensional stand-off parameters γ is presented in Fig. 6. The process is depicted by plotting the
pressure field along with the liquid-gas interfaces at four different time instants for each case. It
is clear that the interaction is stronger when the bubble is placed closer to the free surface. This is
reflected not only in the free surface jet, but also in the decrease of the expansion of the bubble in the
horizontal direction (see Table III), the decrease of the bubble collapse time, and the stronger and
thinner bubble microjets (in agreement with other works in the literature, e.g., Ref. [34]). During
early stages, shortly after the second bubble cycle (around t = 0.3 ms), the free surface has formed
both spike and thick jets for all nondimensional stand-off parameters under consideration (in the
case where γ = 1.22 this refers to the three distinct tips at t = 0.325 ms). At later stages, the tips
of the thick jets become less pronounced or get entirely engulfed, while for large γ values the thick
jets merge with the main one, forming a single jet. It is observed that for the cases where γ = 0.61,
γ = 0.77, and γ = 0.92 the interface of the spike jet displays Rayleigh-Plateau instabilities, which
lead to the formation and detachment of drops at a later stage. Overall, the results compare well
with the corresponding experimental cases (Fig. 2); the predicted interaction patterns are in good
agreement.

V. DISCUSSION

Other than presenting the different bubble-free-surface interaction patterns, the aim of the study
is to characterize the potential for atomization induced by the oscillation of bubbles. In that respect,
numerical simulations provide easy access to a plethora of useful data. In Figs. 7(a) and 7(b) the
deformation of the free surface is quantified by tracking its maximum height and its width close to
the root (at 0.7 mm above its initial position). Results are nondimensionalized using the maximum
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FIG. 6. Pressure (Pa) contours along with gas-liquid interfaces for different nondimensional stand-off
parameters. (a) Case C-0.61, (b) case C-0.77, (c) case C-0.92, (d) case C-1.06, (e) case C-1.22. Depicted
window size 17 mm × 17 mm.
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FIG. 7. Time history of jet evolution for the considered configurations. (a) Nondimensional jet height,
(b) nondimensional jet width. The shaded region around the markers represents experimental uncertainty. (c) Jet
tip velocity. Markers denote the beginning and end of the experimental data averaging period.

bubble radius (presented in Tables II and III). Numerical predictions are plotted along with the
experimental results, showing similar trends for the evolution of the free surface jet as a function of
the nondimensional stand-off parameter γ . Complementing the visual observations from Fig. 6,
it is found that the jets become longer and faster as the bubble gets closer to the free surface
while maintaining a rather constant width close to their root. The time history of the velocity of
the jet tip is presented in Fig. 7(c). Again, numerical results are compared with experimental ones
(which are averaged over the time period denoted by the start and end markers). At the initial stages
corresponding to the first growth cycle of the bubble, the free surface deforms very rapidly. At
later stages, jet tip velocity asymptotically progresses towards a constant value, different for each
nondimensional stand-off parameter.

Figure 8(a) shows the generated surface area for the initially flat free surface. Three distinct
phases (labeled in the figure as I, II, and III) of surface area generation may be distinguished
(more easily for the cases where γ = 0.61, γ = 0.77, and γ = 0.92), corresponding to the first,
second, and later bubble cycles, respectively. The largest slope, i.e., where surface area is most
rapidly generated, is observed for the second bubble cycle, which is the cycle where the thick jet is
formed. Broadly speaking, surface area generation can be assumed to be a linear function of time,
particularly for larger γ values. Figure 8(b) depicts the volume of the free surface jet (volume of
liquid above the y = 0 line). The nonmonotonous behavior of the volume against time is a result
of the growing bubble creating a wide, but not very high, bump, as can be seen in the images
at t = 0.1 ms in Figs. 2 and 3. This short-lived bump does not contribute much to the change in
surface area, but due to its relatively large width, the volume above the original surface level is large

FIG. 8. Time history of jet evolution for different nondimensional stand-off parameters. (a) Generated
surface area, (b) volume, and (c) nondimensional surface-area-to-volume ratio.
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FIG. 9. Experimentally measured nondimensional surface-area-to-volume ratio. Measurements are taken
from a height 0.7 mm above the free surface, omitting the base of the jet, and thus overestimate the surface-
area-to-volume ratio. Uncertainties are not shown in view of plot clarity.

compared to the volume of the spike jet. Disregarding the initial transients, the jet volume is shown
to also be growing linearly with time.

Based on the quantities of generated free surface area and liquid volume we may draw interesting
conclusions regarding the evolution of the surface jet. Figure 8(c) plots the nondimensional (based
on the maximum bubble radius) surface-area-to-volume ratio of the free surface jet, SA:V ∗ =
SA Rmax/V . This quantity describes the compactness of the jet and can be useful in deriving source
terms for models such as the � − ϒ model [48], where these variables are solved for and are
therefore known. Interestingly, following the first few oscillation cycles, the surface-area-to-volume
ratio of the jet is constant. This follows directly from the linear evolution of the surface area and
volume shown in Figs. 8(a) and 8(b), but their ratio gives an estimation of the magnitude of the
bubble-induced free surface stretching.

Data from the experiments may be used to support the above observation. The experimentally
measured nondimensional surface-area-to-volume ratio, plotted in Fig. 9, remains constant after the
first few cycles. A mismatch with the numerically predicted values is noticeable; the experimental
data overestimate the surface-area-to-volume ratio and may be used only as qualitative indications.
This is because the measurements are taken from a height 0.7 mm above the free surface and do not
include the base of the jet, where the area-to-volume ratio is small.

Atomization of the free surface is realized at stages later than those discussed up to this point.
However, a crucial factor to determine whether this will occur is the evolution of the free surface at
the early stages. It would therefore be interesting to determine whether the interaction between the
bubble and the free surface is able to produce sufficient stretching to allow for mechanisms such as
the Rayleigh-Plateau instability to take over and atomize the interface at a later stage.

Based on the experimental study, we may estimate a critical (maximum) stand-off parameter
for which atomization occurs. Figure 10 shows shadowgraph images depicting the very-late-time
evolution of the free surface for the case where γ = 1.27. This may be considered as a limit case for
bubble-induced atomization, as the drop forms very close to the free surface and has no momentum
left to travel away from it. Furthermore, in experiments where larger γ values were considered, no
droplets were observed detaching from the surface.

We attempt to make a link between early-stage interaction and bubble-induced free surface
atomization using the jet compactness measure that was presented in Fig. 8(c). We postulate that
the onset of atomization is related to a critical value of the nondimensional surface-area-to-volume
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FIG. 10. Late-time behavior of the bubble-free-surface system, case E-1.27. Depicted window size 6 mm ×
17 mm.

ratio, (SA:V ∗)crit = α (where α is a constant). Guided by the experimentally extracted limit case
(γ = 1.27), and by fitting the asymptotic values of the data from the numerical simulations
[Fig. 8(c)], we estimate the critical α value to be close to unity. However, as the simulations and
experiments are not strictly equivalent (e.g. due to the idealized conditions in the simulations),
we approximate this by assuming that the surface area of the jet (multiplied by the maximum
bubble radius) needs to be larger than its volume in order for atomization to occur (SA:V ∗ � 1,
i.e., α = 1). Second, an upper limit for the critical value α (effectively describing an uncertainty
region) may be identified by observing that droplet formation has already commenced, within the
simulated times (see Fig. 6), for cases where γ � 0.92, i.e., (SA:V ∗)crit � 1.98 [Fig. 8(c)]. Figure 11
plots the asymptotic values of the nondimensional surface-area-to-volume ratio for different values

0 1 2 3 4 5 6
0.4

0.6

0.8

1

1.2

1.4

Non-dimensional SA:V

γ

FIG. 11. Asymptotic behavior of nondimensional surface-area-to-volume ratio for different values of
the nondimensional stand-off parameter γ . (×) Numerical simulations, (◦) experiments. The bars denote
experimental uncertainty. The critical value α lies within the yellow region. The regions in green and red
indicate where atomization is expected or not, respectively.
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of the nondimensional stand-off parameter γ , along with the regions emanating from the above
rough approach at identifying the critical value α (depicted in different colors). The experimentally
measured values of nondimensional surface-area-to-volume ratio are also included, although for the
reason mentioned earlier, they may not be used to draw quantitative conclusions.

Of course, bubble-induced atomization is not a scale-free phenomenon, since surface tension and
gravity can have a significant part in the evolution of the flow [28,29]. This means that the critical
γ values are not universal, but have a dependency on the system’s size. It would be interesting to
investigate whether the critical surface-area-to-volume ratio α can be used to identify the critical γ

values for atomization in systems of different sizes.

VI. CONCLUSIONS

This work reported on an experimental and numerical investigation of the interaction between
a cavitation bubble and an initially flat free surface. The behavior of the system was studied for
a number of dimensionless distances that result in different interaction patterns and dynamics.
Particular focus was given to the dynamics and deformation of the free surface.

Results from a series of simulations were used to characterize the process of bubble-induced
atomization, by tracking the evolution of the jet volume and the generated liquid surface area. It was
found that surface area is most rapidly generated during the second bubble cycle, and that at later
times, the free surface evolves with a constant surface-area-to-volume ratio.

The latter quantity may be used to characterize the bubble-induced atomization process and has
the potential of being used to improve the models that are employed when this process is part
of a bigger picture (e.g., liquid fuel injection systems). Finally, a phenomenological criterion for
determining whether the interaction between the bubble and the free surface is strong enough to
allow for secondary mechanisms to atomize the free surface was proposed.

In the future, simulations will be carried out for bubbles of different sizes in an attempt to
characterize the patterns, dynamics, and atomization characteristics of the system over a wide range
of scales. Subsequent investigations could also involve the study of systems consisting of several
bubbles and/or curved free surfaces.
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