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Abstract—By fully exploiting the mobility of unmanned aerial
vehicles (UAVs), UAV-based aerial base stations (BSs) can move
closer to ground users to achieve better communication condi-
tions. In this paper, we consider a scenario where an aerial BS is
dispatched for satisfying the data request of a maximum number
of ground users, weighted according to their data demand,
before exhausting its on-board energy resources. The resulting
trajectory optimization problem is a mixed integer non-linear
problem (MINLP) which is challenging solve. Specifically, there
are coupling constraints which cannot be solved directly. We
exploit a penalty decomposition method to reformulate the opti-
mization formulation into a new form and use block coordinate
descent technique to decompose the problem into sub-problems.
Then, successive convex approximation technique is applied to
tackle non-convex constraints. Finally, we propose a double-loop
iterative algorithm for the UAV trajectory design. In addition, to
achieve a better coverage performance, the problem of designing
the initial trajectory for the UAV trajectory is considered. In the
results section, UAV trajectories with the proposed algorithm are
shown. Numerical results show the coverage performance with
the proposed schemes compared to the benchmarks.

Index Terms—Unmanned aerial vehicles, aerial base stations,
trajectory optimization, user scheduling and association

I. INTRODUCTION

IN particular, unmanned aerial vehicles (UAVs) serving as
aerial base stations (BSs) have gradually been an important

part of wireless service providers, thanks to their flexibility,
interoperability and the favourable line-of-sight (LoS) com-
munication conditions [1]–[4]. Aerial BSs can be deployed
to ease the burden of existing cellular systems in extremely
crowded areas, and applied in emergency or disaster scenarios
where terrestrial communication infrastructures are damaged
or even totally destroyed [2], [5]. Deploying UAV as a hub or
an aerial BS provides communication connectivity between
users and the core network. The use of UAV in this area
includes two typical cases. The more common case is that
the UAV is considered as an aerial BS which connects with
users and delivers traffic to or from the core network. The
second case is deploying the UAV as a fronthaul or backhaul
hub which is the relay between users and the core network
elements.

Some researches focus on static aerial BSs. The authors in
[6] and [7] studied the relationship between the altitude of a
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static UAV and its corresponding coverage area. The work in
[8] then extended the number of deployed UAVs to two by
considering the effect of inter-cell interference (ICI). In [9]–
[13], various algorithms have been proposed to maximize the
number of users that can be covered by static UAVs.

In order to fully exploit the potential of aerial BSs, recent
research focus has shifted to the high mobility of aerial BSs.
With the exploitation of controllable UAV mobility, distances
between the aerial BS and users can be reduced and then com-
munication path loss can be greatly descreased [14]. It is worth
mentioning that the endurance of aerial BSs is fundamentally
constrained by the limited built-in battery energy, and the effi-
cient use of on-board energy is thus of paramount importance
in UAV related applications [2], [15]. Without considering
the propulsion energy for supporting the movement of UAVs,
efficient usage of energy for communication related functions
have been studied in [16]–[18]. Authors in [19], [20] took
into account the propulsion power consumption. On one hand,
compared to static aerial BSs, moving aerial BSs can fly close
to ground users to improve the transmission channel quality,
thus serving more users. On the other hand, the trajectory of
UAV is intrinsically constrained by its limited on-board energy
which becomes an obstruction for serving more users.

In this paper, we consider a scenario that an aerial BS is dis-
patched from a charging base to meet the service requirement
of ground users. After flying follows a proposed trajectory, the
UAV is required to finish at the charging base for recharging
before exhausting its on-board energy. We assume that a user
is satisfied only when its entire data requested is delivered.
Fixed-wing UAVs which have a higher speed than rotary-wing
UAVs are chosen as the carrier for aerial BSs in this paper [2].
Our aim is satisfying the data demand of a maximum number
of ground users, weighted according to their data demand,
with a limited on-board energy resource via optimizing the
UAV flying trajectory. The trajectory optimization includes
the joint optimization of the user communication scheduling
and association, UAV flying status related parameters, UAV
completion time, as well as communication time among users,
and UAV transmit power1. Different from the existing research
in fixed-wing UAV trajectory design, time is variable and
an optimization parameter in our problem. This is essential
for problems where energy is studied. Since the trajectories

1Note that part of this work has been part of the thesis in [21]. Compared to
[21], our work extends the signalling and optimization to include variable path
slot durations, and further proposes a tailored power allocation. Accordingly,
we propose a novel algorithm to address the optimization problem compared
to the thesis. Additionally, we address the issue of initial trajectory design,
where we design two initial trajectories in this work.
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are not constrained by pre-determined completion time, the
coverage performance study influenced by energy will be more
meaningful. For instance, in previous study where time is
fixed, if the completion time is small, the UAV is not able to
consume all energy at the end of the service, which constrains
the UAV coverage ability. On the other hand, with increased
completion time, the battery capacity may not be enough to
support the whole service.

For clarity, the main contributions of this paper are summa-
rized as follows

• First, we formulate the trajectory optimization problem.
We apply a path discretization method to decompose the
UAV overall path into sub paths and define optimiza-
tion variables according to these sub paths [22]–[24].
Therefore, the optimization problem can be addressed
via optimizing variables, i.e. the variables about the user
communication scheduling and association, the comple-
tion time, and the communication time among users, the
UAV location, the UAV velocity, the UAV acceleration,
the transmit power in every sub path.

• Due to the fact that the completion time and commu-
nication time among users are optimization variables in
our optimization problem, the constraints of the problem
formulation contains two types of couplings. Firstly, there
are equality coupling constraints between a) time and
velocity, b) time and acceleration. By exploiting a penalty
decomposition method [25], [26], we introduce new vari-
ables to replace these couplings and add these coupling
constraints as penalty factors into the objective function.
An iterative algorithm is proposed for applying this
penalty method. Secondly, some inequality constraints
include couplings between a) time and transmit power,
b) time, data rate, and user communication scheduling
and association. We apply an iterative algorithm based on
block coordinate descent (BCD) technique to tackle these
couplings. Specifically, the entire optimization variables
will be divided into four subsets with four sub-problems
and the four subsets are alternately optimized within
each iteration. However, it is still challenging to address
some sub-problems due to some non-convex constraints
and objectives. Successive convex approximation (SCA)
technique [27] is then utilized in these non-convex con-
straints and objectives, and then we transform them into
convex forms. Finally, a double-loop iterative algorithm
is proposed for the entire optimization problem based on
the two iterative algorithms above.

• Furthermore, since the proposed algorithm is a double-
loop iterative algorithm, we need an initial trajectory
to start the iterative process. A feasible circular initial
trajectory (CIT) which is simple to implement is firstly
proposed. Furthermore, to improve the coverage perfor-
mance, we design another initial trajectory, which can
give all users a relatively fair chance to be scheduled
and satisfy all UAV flying status constraints, as well as
the energy constraint. Simulation results demonstrating
the comparison between these two initial trajectories are
shown in results section.

Fig. 1. Aerial BS serving ground users.

We add a list of the important insights obtained from our
proposed algorithm and the simulation results as follows
• Comparing our proposed trajectory with the UAV trajec-

tory based on a pre-specified completion time, we can see
that, allowing variable time between path slots, relaxes
the optimization and improves the coverage probability of
the proposed algorithm respect to the conventional UAV
trajectory.

• The gains of our energy-constrained trajectory design are
tightly related to the on-board battery capacity. An in-
crease in the available energy results in a larger trajectory
and completion time, which enables satisfying the quality
of service requirements of more users.

• Our proposed penalty method introduces a scalable
performance-complexity trade-off. Our results show that
a bigger absolute value of the penalty factors results in
a higher coverage probability, at the expense of a higher
number of optimization iterations. By tuning these factors
one can obtain a favourable trade-off between coverage
performance and algorithm processing time.

The remainder of this paper is organized as follows. Section
II introduces system model and formulates the problem.

The proposed iterative algorithm for the optimization problem
is shown in Section III. Section IV introduces a modified
circular initial trajectory based on the path discretization
and a designed initial trajectory for achieving better serving
performance. In Section V, benefits of the proposed techniques
are evaluated with numerical results. Finally, the paper is
concluded in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a square geographical target
area of a dimension Ls by Ls, containing M ground users.
We assume that users have low-mobility and are uniformly
distributed within the target area. We consider a 3-D Cartesian
coordinate system where the horizontal location of the m-
th user is wm = [xm, ym] ∈ R1×2. The UAV is able to
charge its battery at the charging base, represented by the
red dot as shown in Fig. 1. In this paper, we assume the
center of the target area as the charging base station, where
is s0 = [Ls

2 ,
Ls

2 ]. Following the proposed trajectory, the aerial
BS tries to cover as many users as possible before exhausting
its on-board energy and its flying finishes at the base for
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recharging 2.
Since a trajectory is characterized by the geographical

positions together with the flying velocity and acceleration
corresponding to the path, we describe the UAV trajectory
by employing the path discretization method in [22]–[24] by
applying the discrete linear state-space approximation to the
UAV trajectory. With path discretization, the UAV continuous-
time path is discretized into N sub paths. Each sub path
is a line segment, presented by N + 1 locations, where
s[n] = [sx[n], sy[n]] ∈ R1×2, n = 1, 2, ..., N + 1, with
s[1] = s0 and s[N + 1] = s0. The length of each line segment
should be chosen with a constraint ‖s[n+ 1]− s[n]‖ ≤ ∆,
where ∆ is chosen as ∆� H [22], [23]. We assume that the
UAV flies with a fixed altitude H , where H could correspond
to the minimum altitude required for safe operation. Therefore,
within each sub path, the distance between the UAV and each
user is approximately unchanged. To obtain a more tractable
form with a finite number of optimization variables, we denote
optimization variables corresponding to these sub paths. The
UAV flying time in n-th path slot is T [n]. The UAV velocity
at location s[n] is v[n] and the UAV acceleration in n-th path
slot is a[n]. The relationship among s[n], v[n] and a[n] can
be described by the following two equations

s[n+ 1]− s[n] = v[n]T [n] +
1

2
a[n]T 2[n],∀n, (1)

v[n+ 1]− v[n] = a[n]T [n],∀n. (2)

For simplicity, we assume that the air-to-ground (AtG) links
are dominated by LoS channels [28]–[30], but is also one of
the main reason that motivates us to deploy flying BS. The
distance between the UAV and m-th user in n-th path slot is
given by

dm[n] =

√
H2 + ‖s[n]−wm‖2. (3)

Correspondingly, the path-varying channel for m-th user in
n-th path slot at time t is expressed as

hm[n, t] =
β0|gm[n, t]|2

dm[n]2
=

β0|gm[n, t]|2

H2 + ‖s[n]−wm‖2
, (4)

where we denote β0 as the channel power at the reference
distance d0 = 1m, gm[n, t] as the channel coefficient which
captures the shadowing and the small-scale fading effect in
n-th path slot at time t with E

[
|gm[n, t]|2

]
= 1 [22]. The

achievable transmission rate in bits per second between m-th
user and the UAV in n-th path slot at time t is then expressed
as

rm[n] = B log2

(
1 +

Pt[n]hm[n, t]

σ2

)
, (5)

where B, Pt[n] and σ2 denote the total available bandwidth,
the transmit power of the UAV and the noise power respec-
tively.

We define a binary variable αm[n] indicating the communi-
cation scheduling and association status of m-th user in n-th

2Note that part of this work has been submitted in [24]. Different from
[24], our trajectory optimization work bases on fixed-wing UAV. Thus, the
formulation in this work contains coupling equality constraints and we propose
a double-loop algorithm for these couplings.

path slot. Specifically, if αm[n] = 1, the m-th user is served
by the UAV in n-th path slot, and otherwise αm[n] = 0. We
assume that at most one of the M users is associated with the
aerial BS in each path slot, which can be expressed as

M∑
m=1

αm[n] ≤ 1, ∀n. (6)

The aggregated communication throughput of m-th user in
n-th path slot is expressed as

R̃m[n] =

∫ T [n]

0

αm[n]B log2

(
1 +

Pt[n]hm[n, t]

σ2

)
dt. (7)

Since hm[n, t] is a variable in n-th path slot at different
time, we obtain the expected throughput to replace R̃m[n] as

R̄m[n]

=

∫ T [n]

0

αm[n]BE
[
log2

(
1 +

Pt[n]hm[n, t]

σ2

)]
dt

≈
∫ T [n]

0

αm[n]B log2

(
1 +

Pt[n]E [hm[n, t]]

σ2

)
dt

=

∫ T [n]

0

αm[n]B log2

(
1 +

Pt[n]ζ0

H2 + ‖s[n]−wm‖2

)
dt, (8)

where ζ0 = β0

σ2 denotes the referenced received signal-to-noise
(SNR). We note that the above throughput expression requires
the knowledge of the expectation value of channel’s small
scale fading. The communication throughput of m-th user in
n-th path slot is

Rm[n] = αm[n]T [n]Blog2

(
1 +

Pt[n]ζ0

H2 + ‖s[n]−wm‖2

)
.

(9)
Finally, the achievable total data received of m-th user in the
unit of bits is thus given by

Rm =

N∑
n=1

αm[n]T [n]Blog2

(
1 +

Pt[n]ζ0

H2 + ‖s[n]−wm‖2

)
.

(10)
The power consumption of the UAV consists of two parts,

i.e., the power consumed for communication and for support-
ing the UAV mobility. The communication-related power in
n-th path slot is denoted by Pt[n]. Propulsion power con-
sumption depends on the UAV flying status, and a theoretical
model was derived in [19]. We adopt the energy model in this
paper and then the propulsion power model in n-th path slot
is

Pp[n] = c1‖v[n]‖3 +
c2
‖v[n]‖

(
1 +
‖a[n]‖2

G2

)
, (11)

where c1 and c2 are constants related to UAV’s design, air
density, etc., and G = 9.8m/s2 represents the gravitational
acceleration. Correspondingly, the total consumed energy is

Ec =
N∑
n=1

Pp[n]T [n] +
N∑
n=1

Pt[n]T [n]. (12)
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B. Problem Formulation

Our goal is to maximize the number of data-satisfied users
with limited energy by the joint optimization of 1) the user
communication scheduling and association, 2) UAV flying
status related parameters, 3) UAV completion time, as well
as communication time among users, and 4) UAV transmit
power. The problem is firstly formulated as

(P1) : max
αm[n],s[n],v[n],a[n]
T [n],Pt[n],ηm

:
∑
m∈M

ωmηm

s.t. Rm ≥ ηmQm,∀m, (13a)
ηm ∈ {0, 1} ,∀m, (13b)
αm[n] ∈ {0, 1} ,∀n,∀m, (13c)
M∑
m=1

αm[n] ≤ 1,∀n, (13d)

N∑
n=1

(
c1‖v[n]‖3 +

c2
‖v[n]‖

(
1 +
‖a[n]‖2

G2

))
T [n]

+

N∑
n=1

Pt[n]T [n] ≤ Etot, (13e)

s[1] = s[N + 1] = s0, (13f)
s[n+ 1]− s[n]

= v[n]T [n] +
1

2
a[n]T 2[n],∀n, (13g)

v[n+ 1]− v[n] = a[n]T [n],∀n, (13h)
v[N + 1] = v0, (13i)
‖v[n]‖ ≤ vmax,∀n, (13j)
‖v[n]‖ ≥ vmin,∀n, (13k)
‖a[n]‖ ≤ amax,∀n, (13l)
‖s[n+ 1]− s[n]‖ ≤ ∆,∀n, (13m)
T [n] > 0,∀n, (13n)
0 ≤ Pt[n] ≤ Pmax,∀n. (13o)

A binary variable ηm is utilized for indicating whether the
data demand of m-th user is satisfied or not. We assume
that the data requested by m-th user is Qm, ηm = 1 when
Rm ≥ Qm, and otherwise, ηm = 0. Etot denotes the total
on-board energy of the UAV; v0, vmax, vmin and amax denote
the final velocity, maximum allowed speed, minimum required
speed and maximum allowed acceleration of the fixed-wing
UAV respectively; Pmax is the maximum transmit power. ωm
is a weighted factor of m-th user, where ωm = Qm

Q1+Q2+...QM
.

By applying the weighted factors, users with larger data
demand, which are usually more difficult to be satisfied, also
contribute greater to the objective value. Therefore, all the
ground users have a fair opportunity to be scheduled and
associated. Constraint (13k) and (13n) mean that UAV cannot
stay at one location, since the fixed-wing UAV cannot hover
in one place. As can be seen in the constraint (13a), when
the total received data of m-th user is equal or larger than
the required data Qm, ηm = 1 and the objective value is
increased by ωm correspondingly. However, when the data
demand of m-th user is not met, ηm = 0 and the objective
value remains the same. Note that, (13e) guarantees that the

UAV total consumed energy should be no larger than its on-
board energy. According to (13f), the UAV is dispatched from
the charging base at the first path slot, and should fly back to
the base for recharging at the end of the trajectory. In addition,
the UAV mobility is governed by the velocity constraints as
specified in (13j)-(13l).

III. PROPOSED ITERATIVE ALGORITHM FOR COVERAGE
MAXIMIZATION

In Section II, we propose the system model for our problem
and formulate the optimization problem in P1. In problem P1,
the constraints (13g) and (13h) are equality constraints which
contain couplings between a) T [n] and v[n] and between b)
T [n] and a[n]. Both (13a) and (13e) are inequality constraints
which include couplings and are non-convex. Furthermore,
constraint (13k) is non-convex. Therefore, problem P1 is non-
convex and it is difficult to find its globally optimal solution.
In this section, we propose an algorithm to find a solution for
P1 based on an iterative process.

A. The Penalty Method

As we mentioned above, there are couplings between vari-
ables in P1. A typical method to decouple multiple variables in
UAV trajectory optimization is the BCD technique. However,
(13g) and (13h) are equality coupling constraints. Due to we
cannot optimize some variables of an equation via one sub-
problem and optimize the remaining variables of the same
equation via another sub-problem, BCD technique is not
available here. Consequently, we exploit an algorithm which is
a high quality solution for these equality coupling constraints.
Specifically, we introduce auxiliary variables and constraints to
replace couplings of the original equations and then decouple
these couplings based on a penalty way.

Firstly, we introduce 3N new variables f1[n], f2[n], f3[n]
and 3N new equations, then rewrite P1 as

(P1′) : max
αm[n],s[n],v[n],a[n],T [n]
f1[n],f2[n],f3[n],Pt[n],ηm

:
∑
m∈M

ωmηm

s.t. s[n+ 1]− s[n] = f1[n] + f2[n],∀n, (14a)
v[n+ 1]− v[n] = f3[n],∀n, (14b)
f1[n] = v[n]T [n],∀n, (14c)

f2[n] =
1

2
a[n]T 2[n],∀n, (14d)

f3[n] = a[n]T [n],∀n, (14e)
(13a)− (13f) and (13i)− (13o).

It can be seen above, the couplings between a) T [n] and
v[n], b) T [n] and a[n] in (13g) and (13h) are decoupled in
(14a) and (14b). However, new couplings are introduced in
(14c), (14d) and (14e). Therefore, we introduce 3N penalty
parameters ρ1[n], ρ2[n] and ρ3[n], where ρ1[n], ρ2[n], ρ3[n]
> 0, n ∈ N and rewrite the objective function of P1′ as (15)
shown at the top of the next page. Thus, P1′ is converted to

(P1′′) : max
αm[n],s[n],v[n],a[n],T [n]
f1[n],f2[n],f3[n],Pt[n],ηm

: F

s.t. (13a)− (13f), (13i)− (13o), (14a) and (14b).
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F =ωmηm −
∑
n∈N

1

2ρ1[n]
‖f1[n]− v[n]T [n]‖2 −

∑
n∈N

1

2ρ2[n]

∥∥∥∥f2[n]− 1

2
a[n]T 2[n]

∥∥∥∥2

−
∑
n∈N

1

2ρ3[n]
‖f3[n]− a[n]T [n]‖2. (15)

It can be seen that, as ρ1[n], ρ2[n] and ρ3[n] tend to 0,
the convergent solution of P1′′ is an optimal solution of the
original problem. However, when ρ1[n], ρ2[n] and ρ3[n] are
very small, the process may cause difficulties in computation
[25], [26]. Therefore, we introduce 3N multiplier variables
λ1[n], λ2[n] and λ3[n] ∈ R1×2, n ∈ N and rewrite an
objective function as (16) shown at the top of the next page for
P1′′ by recovering an exact optimal solution of problem P1′′

and define the following augmented Lagrange penalty problem

(P1′′′) : max
αm[n],s[n],v[n],a[n],T [n]
f1[n],f2[n],f3[n],Pt[n],ηm

: F
′

s.t. (13a)− (13f), (13i)− (13o),

(14a) and (14b).

Notice that constraints (13g) and (13h) are decoupled and all
the couplings of problem P1′′′ are in inequality constraints
now. Therefore, the BCD technique can be used now for
problem P1′′′.

B. The BCD-type Iterative Algorithm

In this subsection, we propose an efficient iterative algo-
rithm by applying the BCD technique for P1′′′ solution. To
be specific, optimization variables αm[n], s[n], v[n], a[n],
T [n], f1[n], f2[n], f3[n] and Pt[n] of P1′′′ are partitioned
into four sets and alternately optimized while keeping other
sets fixed. Additionally, the optimized variables in each it-
eration are served as inputs of the next iteration. These
four sets includes user scheduling and association set A =
{αm[n],∀m,n}, UAV flying status related parameters set
Q1 = {s[n],v[n],a[n], f1[n], f2[n], f3[n],∀n}, UAV comple-
tion time and time in different slots set Q2 = {T [n],∀n},
and UAV transmit power allocation set P = {Pt[n],∀n}.
Meanwhile, we decompose the problem P1′′′ into four sub-
problems corresponding to these four sets. Specifically, with
given sets Q1, Q2 and P, the first sub-problem can be
formulated as

(P1.1) : max
{A,ηm}

: F
′

s.t. (13a)− (13d).

Note that except the two constraints (13b) and (13c), defin-
ing binary variables, P1.1 has a linear objective function, and
(13a) and (13d) are both linear constraints. Therefore, P1.1
is a mixed-integer linear problem, which can be addressed
efficiently by existing software toolboxs such as Gurobi and
MOSEK [9], [11].

Similarly, by fixing sets A, Q2 and P, set Q1 can be
optimized by addressing the following sub-problem

(P1.2) : max
{Q1,ηm}

: F
′

s.t. (13a), (13b), (13e), (13f), (13i)− (13m),

(14a) and (14b).

Note that constraints (13f), (13i), (14a) and (14b) are linear,
(13j), (13l) and (13m) are convex and (13b) specifies that ηm
is a binary variable3. So the difficulty of solving P1.2 lies in
constraints (13a), (13e) and (13k), which are all non-convex.

First, constraint (13a) can be handled with the SCA tech-
nique by deriving its global lower bound at any given point
[27]. Specifically, the left-hand-side (LHS) of (13a) is convex
with respect to ‖s[n]−wm‖2 4. By applying the fact that the
first-order Taylor expansion is the global lower bound of any
convex function, thus we find the lower bound Rlb

m for Rm
at any given UAV locations in (17) shown in the top of next
page, with s(l)[n] is the UAV location given by l-th iteration.
The equality of (17) holds at s[n] = s(l)[n].

Furthermore, for addressing the non-convexity of (13e)
and (13k), we introduce slack variables {τn} [19], [20] and
reformulate (13e) and (13k) as

N∑
n=1

(
c1‖v[n]‖3 +

c2
τn

(
1 +
‖a[n]‖2

G2

))
T [n]

+
N∑
n=1

Pt[n]T [n] ≤ Etot, (18)

τn ≥ vmin,∀n, (19)

‖v[n]‖2 ≥ τn2,∀n. (20)

With τn, variables v[n] and a[n] are no more coupled in
(18), and the LHS of (18) is now jointly convex with respect
to τn, v[n] and a[n]. It can be shown that at the optimal
solution to P1.2, we must have ‖v[n]‖ = τn. However, the
constraint (20) uses an inequality replacing ‖v[n]‖ = τn.
Now, we prove that the problem P1.2 with (13e), (13k) and
P1.2 with (18)-(20) still keeps the equivalence. Suppose that
the optimal solution to P1.2 with (18)-(20) does not satisfy
‖v[n]‖ = τn. Then one can appropriately increase τn to make
‖v[n]‖ = τn hold, which reduces the consumed energy in (18)
and results in an increase of the objective value. Therefore, at
the optimal solution to P1.2 with (18)-(20), all constraints in
(20) must be satisfied with equality.

By replacing (13e) and (13k) with (18)-(20), P1.2 is still
non-convex due to the new introduced non-convex constraint

3We relax the binary variable ηm into continuous variable, and rewrite the
constraint (13b) as 0 ≤ ηm ≤ 1, ∀m.

4Note that function h(x)
4
= log

(
1 + C1

x+C2

)
is convex for constant C1

and C2 when C1 ≥ 0 and x+C2 ≥ 0. The convexity of h(x) can be easily
verified by its second-order conditions [31].
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F
′

=
∑
m∈M

ωmηm −
∑
n∈N

1

2ρ1[n]
‖f1[n]− v[n]T [n] + ρ1[n]λ1[n]‖2

−
∑
n∈N

1

2ρ2[n]

∥∥∥∥f2[n]− 1

2
a[n]T 2[n] + ρ2[n]λ2[n]

∥∥∥∥2

−
∑
n∈N

1

2ρ3[n]
‖f3[n]− a[n]T [n] + ρ3[n]λ3[n]‖2. (16)

Rm =
N∑
n=1

αm[n]T [n]Blog2

(
1 +

Pt[n]ζ0

H2 + ‖s[n]−wm‖2

)

≥
N∑
n=1

αm[n]T [n]B · C(l)
m [n]−

N∑
n=1

αm[n]T [n]B·D(l)
m [n]

(
‖s[n]−wm‖2 −

∥∥∥s(l)[n]−wm

∥∥∥2
)

∆
= Rlb

m, (17)

where, C(l)
m [n] = log2

(
1 +

Pt[n]ζ0

H2 +
∥∥s(l)[n]−wm

∥∥2

)
,

D(l)
m [n] =

(log2e)Pt[n]ζ0

(H2 +
∥∥s(l)[n]−wm

∥∥2
)(H2 +

∥∥s(l)[n]−wm

∥∥2
+ Pt[n]ζ0)

.

(20). Similar to the solution to (13a), the SCA technique is
applied again for the LHS of (20). Specifically, ‖v[n]‖2 can
be replaced by its lower-bound obtained with any given local
point {v(l)[n]}, where v(l)[n] is the optimized velocity in l-
th iteration. By leveraging the first-order Taylor expansion of
‖v[n]‖2, we have the following inequality

‖v[n]‖2 ≥
∥∥∥v(l)[n]

∥∥∥2

+ 2v(l)[n]
(
v[n]− v(l)[n]

)T
∆
= ψlb(v[n]), (21)

where the equality holds at the point v[n] = v(l)[n]. Since the
right-hand-side (RHS) of (20) is linear and the LHS is convex
now, the inequality (20) is convex now.

By replacing the non-convex constraints (13a) and (13k) of
the original P1.2 with their corresponding lower bounds at the
l-th iteration obtained above and decoupling (13e) with a slack
variable τm, we have the following optimization problem

(P1.2′) : max
Q1,ηm,τn

: F
′

s.t. Rlb
m ≥ ηmQm,∀m, (22a)

ψlb(v[n]) ≥ τn2,∀n, (22b)
(13b), (13f), (13i), (13j), (13l),

(13m), (14a), (14b), (18) and (19).

Since all constraints of P1.2′ and the objective function
are convex or linear now, the optimization problem can be
efficiently addressed by standard optimization solvers, ie. 3dpt
solver in CVX. Note that due to the global lower bounds in
(13a) and (13k) are applied in P1.2′, if the constraints of P1.2′

are guaranteed, then those for the original sub-problem P1.2
are guaranteed as well, but the reverse is not true. Therefore,
the feasible region of P1.2′ is a subset of that for P1.2, and the
optimal solution of P1.2′ is in general a lower bound to that
of P1.2. Now, by successively updating the set Q1 in each
iteration via solving P1.2′, we can address the non-convex

sub-problem P1.2.
Then, with given sets A, Q1 and P, Q2 can be optimized

by solving the following sub-problem

(P1.3) : max
Q2,ηm

: F
′

s.t. (13a), (13b), (13e) and (13n).

In P1.3, (13a), (13e) and (13n) are convex and (13b) is a binary
constraint similar to that of P1.2′. But P1.3 is still non-convex
since the third term of the objective function is non-concave.
Similar to apply the SCA technique for addressing constraints
(13a) and (13k) in P1.2, this non-concave term can be handled
by the SCA technique.

We denote f2[n] = [fx2 [n], fy2 [n]], a[n] = [ax[n], ay[n]],
λ2[n] = [λx2 [n], λy2[n]] and rewrite the third term of the
objective function as (23) shown in the top of next page. It
can be seen that the first term in the RHS of (23) is fixed
in the sub-problem P1.3, and the second term is concave.
Thus, the concavity of the objective function of P1.3 depends
on the last term of the RHS of (23). And the concavity of
J [n]T 2[n] relies on J [n]. If J [n] ≤ 0, we denote n ∈ N1 and
J [n]T 2[n] is concave. Else if J [n] > 0, we denote n ∈ N2

and a lower-bound of J [n]T 2[n] can be obtained with any
given local point T (l)[n] by leveraging the first-order Taylor
expansion of J [n]T 2[n]. We then have the following inequality

J [n]T 2[n] ≥ J [n]
[(
T (l)[n]

)
+ 2T (l)[n]

(
T [n]− T (l)[n]

)]
.

(24)
Thus, F

′
of sub-problem P1.3 is rewritten as (25) shown in

the top of next page, and P1.3′ is reformulated as

(P1.3′) : max
Q2,ηm

: F
′′

s.t. (13a), (13b), (13e) and (13n).

It is verified that sub-problem P1.3′ is a convex optimization
problem, that can be efficiently solved as well. Note that due
to the global lower bounds in the objective function of P1.3′,
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−
∑
n∈N

1

2ρ2[n]

∥∥∥∥f2[n]− 1

2
a[n]T 2[n] + ρ2[n]λ2[n]

∥∥∥∥2

=−
∑
n∈N

1

2ρ2[n]

[
(fx2 [n] + ρ2[n]λx2 [n])

2
+ (fy2 [n] + ρ2[n]λy2[n])

2
]

−
∑
n∈N

1

2ρ2[n]
· 1

4

(
(ax[n])2 + (ay[n])2

)
T 4[n] +

∑
n∈N

1

2ρ2[n]
J [n]T 2[n],

(23)
where, J [n] = ax[n] (fx2 [n] + ρ2[n]λx2) + ay[n] (fy2 [n] + ρ2[n]λy2) .

F
′′

=
∑
m∈M

ωmηm −
∑
n∈N

1

2ρ1[n]
‖f1[n]− v[n]T [n] + ρ1[n]λ1[n]‖2

−
∑
n∈N

1

2ρ2[n]

[
(fx2 [n] + ρ2[n]λx2 [n])

2
+ (fy2 [n] + ρ2[n]λy2[n])

2
]2

−
∑
n∈N

1

8ρ2[n]

(
(ax[n])2 + (ay[n])2

)
T 4[n] +

∑
n∈N1

1

2ρ2[n]
J [n]T 2[n]

+
∑
n∈N2

1

2ρ2[n]
J [n]

[(
T (l)[n]

)2

+ 2T (l)[n]
(
T [n]− T (l)[n]

)]
−
∑
n∈N

1

2ρ3[n]
‖f3[n]− a[n]T [n] + ρ3[n]λ3[n]‖2. (25)

Algorithm 1 The proposed BCD-type iterative algorithm for
P1′′′

Initialization: Initialize variable sets A(0), Q1
(0), Q2

(0) and
P(0); Let l = 0;

1: repeat
2: solve P1.1 with {Q1

(l),Q2
(l),P(l)} and denote the

optimal solution as {A(l+1)}
3: solve P1.2′ with given {A(l+1),Q2

(l),P(l)} and de-
note the optimal solution as {Q1

(l+1)}
4: solve P1.3′ with given {A(l+1),Q1

(l+1),P(l)} and
denote the optimal solution as {Q2

(l+1)}
5: solve P1.4 with given {A(l+1),Q1

(l+1),Q2
(l+1)} and

denote the optimal solution as {P(l+1)}
6: update l = l + 1.
7: until the fractional increase of the objective value is below

a threshold ξ > 0.

the optimal value of P1.3′ is in general a lower bound to that
of P1.3. Now, by successively updating the set Q2 at each
iteration via solving P1.3′, we can address the non-convex
sub-problem P1.3.

Finally, by given sets A, Q1 and Q2, the transmit power
set P can be optimized by sub-problem P1.4 as

(P1.4) : max
P,ηm

: F
′

s.t. (13a), (13b), (13e) and (13o).

Note that P1.4 is convex which can be addressed directly.
Based on the solution of four sub-problems P1.1, P1.2′,

P1.3′ and P1.4, P1′′′ can be addressed now. By solving these
sub-problems alternatively in each iteration, the BCD-type

iterative algorithm is proposed. For simplicity, the iterative
algorithm is summarized in Algorithm 1. Additionally, the
iterative process will stop when the fractional increase of
the objective value is below a threshold. For saving the
computation time, in the simulation process in this paper, we
set the maximum iteration times for Algorithm 1 is 5.

In the following, we prove the convergence of Algorithm
1. Define Θ(A(l),Q1

(l),Q2
(l),P(l)) as the objective value of

P1′′′, Θlb
1 (A(l),Q1

(l),Q2
(l),P(l)) as the objective value of

P1.2′, and Θlb
2 (A(l),Q1

(l),Q2
(l),P(l)) as the objective value

of P1.3′. It then follows that

Θ(A(l),Q1
(l),Q2

(l),P(l))
a
≤Θ(A(l+1),Q1

(l),Q2
(l),P(l))

b
= Θlb

1 (A(l+1),Q1
(l),Q2

(l),P(l))
c
≤Θlb

1 (A(l+1),Q1
(l+1),Q2

(l),P(l))
d
≤Θ(A(l+1),Q1

(l+1),Q2
(l),P(l))

e
= Θlb

2 (A(l+1),Q1
(l+1),Q2

(l),P(l))
f

≤Θlb
2 (A(l+1),Q1

(l+1),Q2
(l+1),P(l))

g

≤Θ(A(l+1),Q1
(l+1),Q2

(l+1),P(l))
h
≤Θ(A(l+1),Q1

(l+1),Q2
(l+1),P(l+1)), (26)

where (a) holds since in step 2 of Algorithm 1, the optimal
solution of P1.1 is obtained based on given Q1

(l), Q2
(l) and

P(l); (b) holds since the first-order Taylor expansions in (17)
and (21) are tight at given Q1

(l), Q2
(l) and P(l), so P1.2 and

P1.2′ have the identical objective value; (c) holds since with
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Algorithm 2 The double-loop iterative algorithm
Initialization: the UAV trajectory optimization sets A(0),

Q1,(0), Q2,(0) and P(0); ρ1,(0)[n] = ρ2,(0)[n] =
ρ3,(0)[n] = ρ0,λ1,(0)[n] = λ2,(0)[n] = λ3,(0)[n] =
[λ0, λ0],∀n; Let k = 0;

1: repeat
2: address problem P1′′′ via Algorithm 1,
3: updating multiplier variables

λ1,(k)[n],λ2,(k)[n],λ3,(k)[n] via (27)-(29),
4: updating penalty parameters ρ,(k)[n], ρ2,(k)[n], ρ3,(k)[n]

via (30)-(32),
5: update k = k + 1.
6: until meet the termination criterion.

the given A(l+1), Q2
(l) and P(l), P1.2′ is optimally addressed

in step 3 of Algorithm 1 with solution Q1
(l+1); (d) holds as the

objective value obtained by solving P1.2′ serves as the lower-
bound of the original problem P1.2; (e) holds since P1.3 and
P1.3′ have the identical objective value since the first-order
Taylor expansions in the objective function are tight with given
A(l+1), Q1

(l+1) and P(l); (f) holds since P1.3′ is optimally
addressed; (g) holds as the objective value obtained by solving
P1.3′ serves as the lower-bound of P1.3; (h) holds since in
step 5 of Algorithm 1, the optimal solution of P1.4 is obtained
based on given A(l+1), Q1

(l+1) and Q2
(l+1). Therefore, (26)

suggests that the proposed algorithm is non-decreasing.

C. The Proposed Iterative Algorithm

In the subsection B, an iterative algorithm is applied for
addressing P1′′′ with the given values of the penalty method
. However, the penalty method is also an iterative process
which need to update its own λ1[n], λ2[n], λ3[n], ρ1[n],
ρ2[n] and ρ3[n]. Therefore, the overall proposed algorithm
will be a double-loop iterative process. The inner iteration
is employed for UAV trajectory design based on the BCD
technique and the outer iteration is used to update the penalty
method. In the outer iterative process, the multiplier variables
λ1[n], λ2[n], λ3[n] and the penalty parameters ρ1[n], ρ2[n],
ρ3[n] are updated. The multiplier variables are updated as [25],
[26]

λ1,(k+1)[n] = λ1,(k)[n] +
(f1,(k)[n]− v(k)[n]T(k)[n])

ρ1,(k)[n]
,∀n,

(27)

λ2,(k+1)[n] = λ2,(k)[n] +
(f2,(k)[n]− 1

2a(k)[n]T 2
(k)[n])

ρ2,(k)[n]
,∀n,

(28)

λ3,(k+1)[n] = λ3,(k)[n] +
(f3,(k)[n]− a(k)[n]T(k)[n])

ρ3,(k)[n]
,∀n,

(29)
where f1,(k)[n], f2,(k)[n], f3,(k)[n], v(k)[n], a(k)[n] and T(k)[n]
denote the optimal solution of f1[n], f2[n], f3[n], v[n], a[n]
and T [n] in k-th outer-loop iteration. The penalty parameters
are updated as (30)-(32) shown in the top of next page [25],
[26].

The double-loop iterative algorithm is summarized in
Algorithm 2. Specifically, it consists several steps. Firstly,

the optimization variables will be initialized via the initial
trajectory, which is introduced in Section IV. Meanwhile, we
set ρ1,(0)[n], ρ2,(0)[n] and ρ3,(0)[n] with a same value ρ0, i.e.,
0.9, and λ1,(0)[n], λ2,(0)[n] and λ3,(0)[n] with a same vector
[λ0, λ0], i.e., [40, 40]. Secondly, with fixed values of the
penalty method, P1′′′ is addressed via Algorithm 1. Then, the
penalty method is updated. Finally, update the outer iterative
process with k = k+1. The double-loop iteration is terminated
when the criterion is met, i.e.,

∥∥f1,(k)[n]− v(k)[n]T(k)[n]
∥∥ <

δ,
∥∥∥f2,(k)[n]− 1

2a(k)[n]T 2
(k)[n]

∥∥∥ < δ and∥∥f3,(k)[n]− a(k)[n]T(k)[n]
∥∥ < δ,∀n, where δ is a small

positive real number.

IV. INITIAL TRAJECTORY DESIGN: CIRCULAR VS
TAILORED PATH

The prerequisite for applying the proposed algorithm is
feeding a feasible initial trajectory sets Q1 and Q2 into the
system. Note that due to the existence of a large number of
constraints regarding velocity, acceleration and energy, it is
not straightforward to find a feasible initial trajectory which
satisfies all the constraints. Additionally, according to [32],
[33], both the converged solution and the performance of such
iterative algorithm depend on the initialization schemes. In this
section, we first design a feasible circular initial trajectory
which is simple to implement. Then, for achieving better
user coverage performance, we further devise another initial
trajectory which offers relatively fair association opportunity
to ground users. Since we assume the charging base as
s0 = [Ls

2 ,
Ls

2 ], which is mentioned in Section II. Therefore,
for the initial trajectory, both the start point and the end point
are the charging point. After a dispatch, the UAV will back and
be recharged at the charging base and then start for another
service fly.

A. Circular Initial Trajectory (CIT)

The typical initial trajectory for our scenario is a circular
trajectory [14], [34]. However, the effect of limited on-board
energy has not been studied in the related works. It is thus
important to devise a new feasible trajectory which satisfies
the additional energy and acceleration constraints. In this
subsection, we propose a low-complexity initial trajectory
based on the simple circular trajectory. For ease of exposition,
the designed circular initial trajectory (CIT) can be decom-
posed into three parts, which are denoted by ζ1, ζ2 and ζ3
respectively. Specifically, ζ2 is a circular trajectory, where the
circle center is the location of the charging base and the radius
is set as rt = Ls

4 , so the number of users inside and outside
the circle is balanced. Additionally, ζ1 represents the path from
charging base to ζ2 and is set to be a semicircle with radius
rs = rt

2 and center cs = s0 + [rs, 0]T . Furthermore, ζ3 and ζ1
are symmetric with respect to cs, so ζ3 is another semicircular
trajectory with the same center and radius. As can be seen in
Fig. 2, the dispatched UAV first flies along ζ1 represented by
the red solid line and meets ζ2 represented by the blue dashed
line at cross point sc, where sc = s0 + [rt, 0]T . After flying
along the large circle, the UAV returns to the cross point and
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ρ1,(k+1)[n] =

{
β · ρ1,(k)[n], if

∥∥f1,(k)[n]− v(k)[n]T(k)[n]
∥∥2
> γ

∥∥f1,(k−1)[n]− v(k−1)[n]T(k−1)[n]
∥∥2
,

ρ1,(k)[n], otherwise,
(30)

ρ2,(k+1)[n] =

 β · ρ2,(k)[n], if
∥∥∥f2,(k)[n]− 1

2a(k)[n]T 2
(k)[n]

∥∥∥2

> γ
∥∥∥f2,(k−1)[n]− 1

2a(k−1)[n]T 2
(k−1)[n]

∥∥∥2

,

ρ2,(k)[n], otherwise,
(31)

ρ3,(k+1)[n] =

{
β · ρ3,(k)[n], if

∥∥f3,(k)[n]− a(k)[n]T(k)[n]
∥∥2
> γ

∥∥f3,(k−1)[n]− a(k−1)[n]T(k−1)[n]
∥∥2
,

ρ3,(k)[n], otherwise.
(32)

Fig. 2. Illustration of circular initial trajectory.

follows the trajectory of the other semicircle ζ3 until arriving
at the charging base.

The UAV flies with constant flying speed ‖v[n]‖ = V ,
where Vmin ≤ V ≤ Vmax. In other words, the UAV follows
uniform circular motion with respect to two different circle
centers. Note that the value of V should be chosen appro-
priately such that the acceleration constraint is satisfied. It is
known that uniform circular motion leads to an acceleration
with constant value ‖a[n]‖ = V 2

r , where r denotes the radius
of circular trajectory. However, due to the application of
path discretization technique, the resulting trajectory consists
of N line segments with same length and forms a regular
polygon which is less smooth than circle. This requires sharper
direction change and thus larger acceleration at each path
slot. Since both velocity and acceleration are vectors, the
relationship between v[n] and a[n], which is shown in (13h),
can also be depicted by the geometrical interactions of two
vectors as in Fig. 3, where θ measures the direction change.
We first note that the sum of the interior angles of a polygon
with n sides is (n− 2) ·π, where n also equals to the number
of path slots allocated to the corresponding circle. The number
of path slots allocated to the two semicircles can be found by

n1 =
2πrs

2πrs + 2πrt
N =

1

3
N. (33)

Correspondingly, flying along ζ2 takes n2 = 2
3N path slots.

Thus, the direction change between adjacent path slots for the
semicircular trajectory and the circular trajectory are computed
as θ1 = n1−2

n1
π and θ2 = n2−2

n2
π respectively. We initialize

that the total completion time is Ttot in CIT. And Ttot is
divided into N equal slots which are denoted as Tn. Since
‖v[n]‖ = ‖v[n+ 1]‖, we can find the relationship between V

Fig. 3. Geometrical representation of constraint (13h).

and ‖a[n]‖ through the geometrical relationship as follows

V =
‖a[n]‖ · Tn
2sin

(
π−θ

2

) , 0 < θ < π. (34)

Since more path slots are allocated to ζ2 compared to ζ1 and
ζ3, we have larger θ value for ζ2. Furthermore, (34) indicates
that the value of V increases monotonously with respect to θ,
so flying along ζ2 requires smaller acceleration than the two
semicircular trajectories with a given velocity. Therefore, by
letting ‖a[n]‖ = amax, the resulting maximum velocity which
satisfies the acceleration constraints is computed as

V amax =
amaxTn

2sin
(
π−θ1

2

) . (35)

In addition to satisfy the acceleration constraints, UAV
flying along the proposed CIT should consume less energy
than the total on-board energy. By letting a[n] = amax and
Pt[n] = P0, where P0 is the original inputs for transmit power,
the critical value of V can be found by solving the following
equation(

c1V
3 +

c2
V

(
1 +

amax
2

G2

)
+ P0

)
· Ttot = Etot, (36)

where (36) has two solutions, which are V Emin and V Emax.
According to the monotonicity with respect to V , all the
values within the range V Emin ≤ V ≤ V Emax are feasible.
By applying the parameters shown in Table 1, the consumed
energy is dominated by the term c1V

3, and V Emin is much
smaller than Vmin. Therefore, for satisfying both the acceler-
ation and energy constraints, the velocity of UAV is set as
VCIT = min(V Emax, V

a
max, vmax).

With ‖v[n]‖ = VCIT, the radius of CIT may not be always
achievable given the mission period Ttot if 6πrs > VCITTtot.
Therefore, for guaranteeing that the UAV will return to the
charging base with the given time horizon, the radius of
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Fig. 5. Trajectory around turning points.

semicircle is set as rcit = min(VCITTtot

6π , rs). The angle with
respect to the circle center is represented as

Γn =


π + π n−1

n1
, n = 1, ..., n1,

2π n−n1−1
n1−1 , n = n1 + 1, ..., n1 + n2,

π n−n1−n2

N−n1−n2
, n = n1 + n2 + 1, ..., N.

(37)

Based on the circle center and radius of CIT, the initial
trajectory of UAV in path slot n is then obtained as (38) shown
in the top of next page. After obtaining s0[n], v0[n] and a0[n]
can be computed.

B. Designed Initial Trajectory (DIT)

In our specific problem, when the total number of users
is small, the optimal objective value is trivial and equals to
one. However, when the total number of users is sufficiently
large, only part of the ground users can be scheduled and
associated. In this case, if CIT is applied to Algorithm 2,
users which are closer to the initial trajectory has a higher
opportunity to be considered for association due to the lower
path loss. Therefore, CIT does not consider fair scheduling and
association and may lead to a performance loss. This motivates
us to design an initial trajectory which ensures all the ground
users can get close to the UAV in certain path slots, so the
users have a relatively fair opportunity to be considered for
scheduling and association.

To this end, we design an initial trajectory where the UAV
flies straightly from one ground user to the other with constant
speed ‖v[n]‖ = V in the horizontal dimension, and finally
backs to the charging base. Specifically, we first convert the

location of ground users into polar coordinate system with
s0 serves as the coordinate origin and vf = sc − s0 serves
as the reference direction, that is wP

m = [rm, φm], where
rm = ‖s0 −wm‖ and φm = arctan

(
ym−Ls

2

xm−Ls
2

)
∈ (0, 2π).

Starting from the charging base location, DIT is formed by
connecting each of the ground users with a line segment based
on the size of angle φm, so user j will be visited before
user m if φj < φm. Additionally, if two users have the same
angle, the initialization path prioritizes the user which has a
smaller rm, and the resulting trajectory connecting all user
points is shown as DIT (original) in Fig. 4. Note that, the
trajectory flying directly from one ground user to the other
may incur abrupt direction change at turning points, thus
violates the acceleration constraints. For obtaining a feasible
DIT, the path around the turning points is designed as a smooth
trajectory consisting of three line segments of the same length.
As illustrated in Fig. 5, instead of flying along the trajectory
which requires a direction change of 2ϕ at point w, the UAV
follows a more smooth trajectory which is comprised of three
line segments df , fe and ec, where df = fe = ec = ls.
With the designed trajectory, moving close to a certain user
point requires equal direction change θ at four points which
correspond to point c, point d, point e and point f in Fig. 5
respectively. The relationship between ϕ and θ can be derived
geometrically as θ = 3π

4 + ϕ
2 . Since 0 < ϕ ≤ π

2 , the direction
change between adjacent path slots is tiny and θ is in the
range of 3π

4 < θ ≤ π. For applying the designed trajectory, it
is imperative to find the location of new turning points. First,
with a given ls which can be chosen as any value larger than
Tnvmax, we find lb = ls

2sin(π4 +ϕ
2 )

, where lb is the length of

line segments ae, ac, bd and bf as shown in Fig. 5. Besides,
the position of point a and point b can be found by measuring
the value of la, which denotes the distance between a certain
user location and the corresponding point. The value of la can
be obtained geometrically as

la =
ls
2 + lb

sin(ϕ)
=

ls
sin(ϕ)

·
sin
(
π
4 + ϕ

2

)
+ 1

2sin
(
π
4 + ϕ

2

) . (39)

After obtaining la and lb, the location of all the new turning
points can be easily found. There are a total of 4M turning
points, and the location of the i-th turning point is denoted as
ti = [xi, yi]. We denote by θmin the smallest direction change
of DIT, which corresponds to the smallest ϕ value. Similar
to the case of CIT, the maximum velocity which satisfies the
acceleration constraint can be found by substituting amax and
θmin into (34) as follows

V amax =
amaxTn

2sin
(
π−θmin

2

) . (40)

Note that (36) serves as the upper bound of the total
consumed energy of a UAV flying along DIT, so the feasible
velocity which satisfies all the constraints can also be set
as VDIT = min(V Emax, V

a
max, vmax), where V amax takes the

value of (40) and V Emax is the solution of (36). The resulting
trajectory is shown as DIT (smooth) in Fig. 4.

In order to guarantee that the UAV will return to the
charging base with the given time horizon, the total travelling
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s0[n] =


[Ls

2 + rs + rscos(ψn), Ls

2 + rssin(ψn)], n = 1, ..., n1,

[Ls

2 + rtcos(ψn), Ls

2 + rtsin(ψn)], n = n1 + 1, ..., n1 + n2,

[Ls

2 + rs + rscos(ψn), Ls

2 + rssin(ψn)], n = n1 + n2 + 1, ..., N.

(38)

TABLE I
SIMULATION PARAMETERS

parameter value parameter value
B 106 Hz H 100 m

Pmax 42 dBm G 9.8 m/s2

β0 -50 dB ∆ 30 m
σ2 -110 dBm vmax 60 m/s
c1 2× 10−3 vmin 3 m/s
c2 70.698 amax 5 m/s2

P0[n] 0.5 w ρ0 0.9
λ0 [40, 40] initial Ttot 90 s

distance should be no larger than VDITTtot. To this end, We
further introduce a variable λDIT, with 0 < λDIT ≤ 1, such
that

λDIT =

{
VDITTtot

dsum
, if dsum > VDITTtot,

1, if dsum ≤ VDITTtot,
(41)

where dsum denotes the total distance of DIT, and is calculated
as

dsum =

4M−1∑
i=1

‖ti+1 − ti‖+ ‖s0 − t1‖+ ‖s0 − t4M‖ . (42)

Therefore, the trajectory with a total distance of λDITdsum

guarantees that the UAV will return to the base with a
given mission period. By applying the property of similar
triangle, such a feasible trajectory can be found by connect-
ing each of the 4M points, which are denoted by tpi =

[λDIT ‖s0 − ti‖ , φi = arctan
(
yi−Ls

2

xi−Ls
2

)
∈ (0, 2π)], based on

the size of angle φi. The proposed feasible DIT is also shown
in Fig. 4.

For better illustration of the proposed initial trajectory, Fig.
4 also compares CIT and DIT. Note that, the users which
are located far away from CIT may never be scheduled and
associated by applying Algorithm 2 with CIT due to the large
path loss. On the contrary, these users could be served by
applying Algorithm 2 with DIT thanks to the significantly
reduced transmission distance.

V. SIMULATION RESULTS AND ANALYSIS

This section provides numerical results to evaluate the
performance of our proposed techniques. We assume M = 6
users which are distributed randomly within the square target
area of 1.2 × 1.2km2. Correspondingly, the charging base
is located at [600, 600]T . In addition, the data demand of
each user is a random value within the range of [100, 600]
Mbits. The coverage performance is evaluated with regard to
user coverage probability, which is defined as the ratio of the
number of served users to the total number of ground users M .
For ease of presentation, the proposed algorithm in Section III
initializing with initial trajectories CIT and DIT are termed as
IA-CIT and IA-DIT respectively.
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Fig. 6. Optimized trajectories.

Fig. 7. UAV time and speed corresponding to IA-DIT shown in Fig. 6 (b).

A. Proposed Iterative Algorithm and the Impact of Energy
Constraint

In Fig. 6 (a), we first illustrate optimized trajectories ob-
tained by applying IA-CIT based on different on-board energy
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Etot. Firstly, both these two paths show that the UAV flies
close to some ground users when it attempts to serve them.
Approaching to these users enables the aerial BS to reduce the
communication path loss and thus transmits more data to the
corresponding target user. Comparing two IA-CIT trajectories
constrained by different Etot, we notice that the UAV can fly
closer to all users and can fly a longer distance with more
energy. Thus, the UAV can cover more ground users. The
UAV trajectories in both Fig. 6 (a) and Fig. 6 (b) are nearly
smooth, and this is a result of UAV acceleration constraint,
which forbids the UAV to change its direction abruptly.

In Section III, we apply the SCA technique in constraints
(13a), (13k) and in the objective function of P1.3. Meanwhile,
we exploit some approximations in (14c)-(14e) when decouple
the couplings among v[n], a[n] and T [n] by applying the
penalty method. To evaluate the accuracy of these applied ap-
proximations, we illustrate an example about the comparative
paths between UAV exact locations and approximate locations.
By applying the optimal solution of a[n] and T [n], we can
calculate the UAV exact velocities and then, obtain UAV exact
locations and exact path. In Fig. 6 (b), we can find that the
exact IA-DIT path and the approximate IA-DIT path from one
simulation quite match each other.

Fig. 7 shows the path-varying UAV time and speed as
well as the user communication scheduling and association
corresponding to the trajectory shown in Fig. 6 (b). It can
be seen that the UAV first flies toward the target users with
faster speed and less time, then gradually reduces its speed and
spends more time when it starts to have a good communication
channel with the corresponding users. Since fixed-wing UAV
is utilized, the UAV has a minimum speed requirement for
maintaining the movement and cannot hover above the served
users with zero speed. Note that not all the path slots are
allocated for the covered users. This indicates that the UAV
tries to allocate redundant path slots to users which cannot
be fully served after satisfying the requirement of the covered
users.

Fig. 8 compares the achieved coverage probability among
seven different schemes, i.e., 1) Static UAV with Time Divi-
sion Multiple Access (TDMA), where the aerial BS is placed
at a location which is 100 meters above the charging base
and remains static for the whole service period. In addition,
the user communication scheduling and association variables
are optimized; 2) Static UAV which is same with 1) but with
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Fig. 9. Coverage performance and CDF versus on-board energy Etot of
IA-CIT and IA-DIT.

Frequency Division Multiple Access (FDMA); 3) Circular
trajectory (CT), a scheme follows CIT while optimizing user
communication scheduling and association, as well as the
transmit power; 4) IA-CIT-Fix, which utilizes the proposed
algorithm based on CIT but T [n] is pre-determined with
T [n] = Ttot

N , where Ttot is the total completion time; 5) IA-
DIT-Fix, which is same with 4) but based on DIT; 6) IA-CIT,
7) IA-DIT. Note that, since T [n] is optimized in 6) and 7), to
consider about the fairness, the UAV total completion time of
IA-CIT and IA-DIT should be no more than Ttot we set for
other schemes.

As regards the performance observed, we can first con-
clude that, by exploiting the UAV mobility, a much better
coverage performance can be achieved thanks to the reduced
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communication path loss. Even the CT scheme which has
the worst performance among techniques considering moving
aerial BSs satisfies more users than static aerial BSs with a
larger time. As expected, trajectory based on DIT satisfies a
clearly increased number of served users compared to CIT.
Finally, the proposed trajectory applying time optimization
outperforms the trajectory with fixed T [n]. With variable T [n],
the trajectory optimization variables can be optimized in a
wider range. As such, the UAV can afford more time for data
transmission and can reduce the waste of time and energy
on the way to approach corresponding users. Therefore, the
proposed trajectory outperforms the trajectory with fixed time
slots.

A performance comparison between our proposed algorithm
based on circular initial trajectory and designed initial trajec-
tory are shown in Fig. 9. In Fig. 9 (a), it can be observed
that the coverage of IA-DIT outperforms IA-CIT. Comparing
the exact coverage and the optimal solution of P1′′′, we
observe that the two curves match quite well with each other
and the obtained optimal solution of P1′′′ provides a lower
bound for the exact UAV coverage performance. The gains
of our energy-constrained trajectory design are tightly related
to the on-board battery capacity. We notice that in Fig. 9
(a) and Fig. 9 (b), with the increasing energy, a UAV larger
trajectory and completion time is obtained, which enables
satisfying the quality of service requirements of more users.
Fig. 9 (c) illustrates that the devised initial trajectory requires a
higher number of outer-loop iterations for the penalty method.
But, the difference about cumulative density function (CDF)
between IA-CIT and IA-DIT is very small.

B. Proposed Iterative Algorithm based on Penalty Method
Parameters

In our proposed iterative algorithm based on the penalty
method, we set the initial input of multiplier variables as
λ1,0[n] = λ2,0[n] = λ3,0[n] = [λ0, λ0]. In this subsection, we
analyze the performance of our proposed algorithm impacted
by different λ0. Fig. 10 (a) illustrates that, we are able to
obtain an improvement of UAV coverage probability if we
increase the absolute value of λ0. According to Fig. 10 (c), we
realize that with a higher value of |λ0|, T [n] can vary within
a wider range among path slots, which means the trajectory
optimization is relaxed in a wider range. Accordingly, a higher
value of |λ0| results in a higher coverage probability. However,
Fig. 10 (b) shows that a higher |λ0| requires a higher number
of iterations for the iterative penalty method. Therefore, if
we apply the proposed trajectory optimization techniques in
practical scenarios, the real ground users demand and the target
area should be taken into consideration, in designing the trade-
off between higher coverage performance and less processing
time. For example, if the ground scenario requires a quick
service from the UAV, a smaller value of |λ0| will be chosen
to decrease the processing time for calculating the trajectory,
at the expense of a reduced coverage performance.

VI. CONCLUSION

In this paper, a fixed-wing UAV transmission communi-
cation is considered, where an aerial BS is dispatched from
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Fig. 10. Proposed algorithm performance versus different |λ0|, Etot = 4KJ.

the charging base, flies following an optimized trajectory for
covering a maximum number of ground users before exhaust-
ing the on-board energy. A double-loop iterative algorithm
has been proposed. By applying the penalty method, the
difficulties of coulping constraints are addressed. By applying
successive convex optimization and block coordinate descent
techniques, the iterative algorithm alternately optimizes the
user communication scheduling and association, UAV flying
status related parameters, UAV completion time, as well as
communication time among users, and transmit power in each
iteration. In order to achieve a better coverage performance,
the initial trajectory is carefully designed so all the ground
users have a fair opportunity to be scheduled and associated.
Numerical results verifies that the proposed initial trajectory
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results in a performance improvement.
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