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Abstract—In this paper, we introduce the design of a multi-
antenna Joint Radar-Communication (JRC) system with Rate
Splitting Multiple Access (RSMA) and low resolution Digital-to-
Analog Converter (DAC) units. Using RSMA, the communication
messages are split into private and common parts, then precoded
and quantized before transmission. We use a problem formulation
to design the JRC system with RSMA and low resolution DACs
by maximizing communication sum-rate and the proximity of the
resulting JRC waveform to an optimal radar beampattern under
an average transmit power constraint. We solve the joint sum-
rate maximization and beampattern error minimization problem
using Alternating Direction Method of Multipliers (ADMM)
method. The numerical results show that RSMA achieves a
significantly higher sum-rate compared to SDMA while providing
the same Normalized Mean Square Error (NMSE) for the
designed radar beampattern.

Index Terms—Rate splitting multiple access, joint radar-
communication, radar beampattern, low resolution DACs.

I. INTRODUCTION

Joint Radar-Communication (JRC) systems share the com-
mon spectral and hardware resources to efficiently use the
limited radio frequency spectrum [1]–[3]. Some existing JRC
systems focus on the single-antenna radar systems [4], [5],
which can be upgraded to multi-antenna systems to obtain
improved radar performance [6]. In this direction, the use
of multiple antennas has been discussed in existing literature
to exploit more degrees of freedom in joint sensing and
communication systems [7]–[9]. For the multi-antenna JRC
systems, managing the interference among the communication
users and radar targets efficiently has significant importance.

Rate-Splitting Multiple Access (RSMA) is a multiple access
technique for multi-antenna systems that relies on linearly
precoded RS at the transmitter and successive interference
cancellation (SIC) at the receivers [10], [11]. RSMA manages
interference in a flexible and robust manner by partially
decoding interference and treating the remaining interference
as noise. The RSMA technique outperforms existing multi-
ple access schemes such as Space Division Multiple Access
(SDMA) and Non-Orthogonal Multiple Access (NOMA) [11]–
[13]. Therefore, RSMA is a natural candidate to be employed
in JRC system to manage the interference efficiently.

In addition to the interference management, reducing the
hardware complexity and designing a power efficient system is
also of high importance in JRC systems. In [14]–[16], the au-
thors provide energy efficient frameworks using low-resolution

Digital-to-Analog Converters (DACs) and Analog-to-Digital
Converters (ADCs) for communication-only Multiple-Input
Multiple-Output (MIMO) systems. The authors provide radio-
frequency chain optimization for MIMO based JRC systems
in [17]. Low resolution sampling can be implemented to
further save power consumption, as discussed in [18] for a
communication-only system. References [19], [20] suggest the
use of low resolution ADVs for the JRC systems. However,
the use of low resolution DAC sampling has not been widely
exploited for multi-antenna JRC systems.

RSMA was first considered for JRC in [21]. However, the
impact of low resolution DACs in such JRC system has not
been investigated. In this paper, we formulate an optimization
problem for the communication rate and the proximity of the
JRC waveform to a designed radar beampattern, by involving
the RSMA strategy and the impact of low resolution DAC dis-
tortion. The resulting non-convex problem is solved using Al-
ternating Direction Method of Multipliers (ADMM) method.
We analyze the sum-rate and Normalized Mean Square Error
(NMSE) performances, all with respect to the variation in the
number of DAC quantization bits. We consider a total transmit
power budget to be shared among the transmit precoders and
the DACs. By simulation results, we demonstrate that the
maximum sum-rate is achieved by a number of quantization
bits which is smaller than the maximum number allowed under
the total transmit power budget. Furthermore, we show that
RSMA achieves a significantly higher sum-rate than SDMA
for all considered numbers of quantization bits.

Notation: Vectors and matrices are denoted by bold lower-
case letters and bold uppercase letters, respectively; |.| and
||.||2 are the absolute value of a scalar and l2-norm of a
vector, respectively. The vector aH is the Hermitian transpose
of a vector a. CN (0, σ2) denotes the Circularly Symmetric
Complex Gaussian distribution with zero mean and variance
σ2. The matrix In denotes the n-by-n identity matrix. The
operator Diag(X1, . . . ,XK) builds a matrix X by placing the
matrices X1, . . ., XK diagonally and setting all other elements
to zero. The operator diag(X) builds a vector x from the
diagonal elements of X.

II. RSMA AND QUANTIZATION BASED SYSTEM MODEL

A. System Model

We consider a JRC system consisting of one transmitter with
Nt transmit antennas serving K single-antenna users indexed



by K = {1, . . . ,K} while detecting a single target. We employ
RSMA to perform multiple-access communications. Fig. 1
shows the RSMA based JRC system with low resolution DAC
quantization.

RSMA splits the user messages into common and private
parts, encodes the common parts of the user messages into
a common stream to be decoded by all receivers, encodes
the private parts of the user messages into private streams and
superposes them in a non-orthogonal manner. We consider that
the messages intended for the communication users, Wk, are
split into common and private parts, i.e., Wc,k and Wp,k, ∀k ∈
K. The common parts of the messages, Wc,k, are combined
into the common message Wc. The common message Wc and
the private messages are independently encoded into streams
sc and sk, ∀k ∈ K, respectively. Linear precoding is applied
to all streams with P = [pc,p1, . . . ,pK ], where pc, pk ∈
Cnt are the precoders for the common and private stream for
the k-th user, respectively. The communication signal at the
transmitter is expressed as

x = pcsc +

K∑
k=1

pksk. (1)

We assume that the streams have unit power, so that
E
{
s(s)H

}
= I, where s = [sc, s1, . . . , sK ]. We assume sfc ,

sfk and sej , ∀k ∈ K, ∀j ∈ J are chosen independently from a
Gaussian alphabet for theoretical analysis. The signal received
by k-th user is written as

yk = hHk x+ zk, ∀k ∈ K, (2)

where hk ∈ Cnt is the channel vector and zk ∼ CN (0, σ2
n) is

the Additive White Gaussian Noise (AWGN) component for
the k-th user.

The detection of the messages is carried out using the SIC
algorithm. The common stream is detected first to obtain the
common message estimate Ŵc by treating the private streams
as noise. The common stream is then reconstructed using
Ŵc and subtracted from the received signal. The remaining
signal is used to detect the private messages Ŵp,k. Finally,
the estimated message for the kth user, Ŵk, is obtained by
combining Ŵc,k and Ŵp,k.

B. Quantization Model

We consider a linear model approximation for the quantiza-
tion noise of the DACs, as also discussed in [22]. We define
the uniform scalar quantizer function Q(x) for an RF chain
as

Q(u) ≈ δu+ ε, (3)

where the parameter δ represents the quantization resolution
of b bits and is expressed in terms of b as

δ =

√
1− π

√
3

2
2−2b. (4)
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Fig. 1: JRC system with RSMA and Low Resolution DACs.

The quantization noise ε ∼ CN (0, σ2
e) is uncorrelated with the

input signal u. The quantization noise variance is expressed
as σe = δ2(1− δ2)2.

We assume that each RF chain has identical number of
quantization bits and quantization error variances. Then, fol-
lowing (1), the transmitted signal x is written as

Q(x) ≈ δx+ ε, (5)

where ε ∼ CN (0, σ2
eInt) and independent of x. The power

consumption of each active DAC is proportional to the num-
ber of quantization bits. The power consumption model is
expressed as

P (δ) =

PDAC

√
π
√
3

2(1− δ2)

 , (6)

with PDAC being the power consumption coefficient. In the
next section, we discuss the sum-rate maximization and radar
beampattern design problem which includes the impact of low
resolution DACs, and present the ADMM-based solution.

III. SUM-RATE MAXIMIZATION AND TRANSMIT RADAR
BEAMPATTERN DESIGN

A. Problem Formulation

We can express the transmitted signal for RSMA under the
quantization effects of the DACs from (1) and (5) as

x̃ = Q(x) = δ(pcsc +

K∑
k=1

pksk) + ε = δPs+ ε. (7)

Using (2) and (7), the received RSMA signal at the i-th user
under DAC quantization error is written as

ỹi = hHi x̃+zi = hHi δpcsc+

K∑
k=1

hHi δpksk+hHi ε+ zi︸ ︷︷ ︸
ηi

, (8)

where ηi ∼ CN (0, σ2
η,i) and σ2

η,i = σ2
eh

H
i hi + σ2

n. As it can
be observed from the expression in (8), the effects of DAC



quantization is reflected by a multiplicative factor δ on the
precoders and an increased noise variance.

We express the received SINR values for the common and
private streams as

γc,k(P, δ, σe) =
δ2|hHk pc|2

σ2
η,i + δ2

∑
i∈K |hHk pi|2

,

=
|hHk pc|2

σ2
η,i

δ2 +
∑
i∈K |hHk pi|2

, (9)

γk(P, δ, σe) =
δ2|hHk pk|2

σ2
η,i + δ2

∑
i∈K,i6=k |hHk pi|2

=
|hHk pk|2

σ2
η,i

δ2 +
∑
i∈K,i6=k |hHk pi|2

. (10)

We extend the optimization problem in [21] to ob-
tain the optimal precoders for JRC with DAC quan-
tization. Our objective function jointly maximizes the
sum-rate and minimizes the radar beampattern error∑M
m=1 |αPd(θm)− aH(θm)Ra(θm)|2, with θm represent-

ing the m-th azimuth angle grid in degrees, for m =
{1, 2, . . . ,M}, Pd(θm) representing the desired beampattern
amplitude at θm and R = E

{
x̃x̃H

}
is the covariance matrix

of the signal at the transmitter [23], calculated as

R = E
{
(δPs+ ε)(δPs+ ε)H

}
= δ2PPH + σ2

eINt . (11)

The cross-correlation terms do not appear in (11) due to
the random quantization error being zero-mean and in-
dependent of the transmit symbols. Substituting (11) into
the error metric, the radar beampattern error is obtained
as
∑M
m=1 |αPd(θm)− δ2aH(θm)PPHa(θm)− σ2

eNt|2. Note
that the effect of the random quantization noise ε on the radar
beampattern error is independent of the precoder matrix.

The transmit steering vector a(θm) is defined as
a(θm) = [1, ej2πsin(θm)d, . . . , ej2π(Nt−1)sin(θm)d], where d is
the normalized distance between adjacent array elements with
respect to wavelength. We substitute the SINR expressions (9)
and (10) and the multiplicative factor δ into the considered
formulation to capture the effects of quantization. Furthermore,
we include the power consumption of each DAC, P (δ), in
the total transmitter power budget to be shared with power
allocated to the precoders. The problem formulation is given
as

max
α,c,P

∑
k∈K

(Ck +Rk(P, δ, σe))

− λ
M∑
m=1

|αPd(θm)− δ2aH(θm)PPHa(θm)− σ2
eNt|2

(12a)

s.t.
∑
k∈K

Ck ≤ Rc,k(P, δ, σe), k ∈ K (12b)

c ≥ 0 (12c)

diag
(
PPH

)
+ P (δ)1 =

Ptotal1

Nt
(12d)

α > 0. (12e)

Algorithm 1: ADMM-Based Algorithm

t← 0, v0
r , u0

r , d0

while ||rt||2 ≤ ε and ||qt||2 ≤ ε do
vt+1
r ← argminvr Lρ(vr,u

t
r,d

t) via
WMMSE-AO algorithm
ut+1
r ← argminur Lρ(v

t
r,ur,d

t) via SDR
algorithm
yt+1 ← yt + ρDpr(v

t+1
r − ut+1

r )
rt+1 ← Dpr(v

t+1
r − ut+1

r )
qt+1 ← Dpr(u

t+1
r − utr)

t← t+ 1
end

The rates Ck and Rk(γk) are the common and private rates of
user-k, respectively, and c = [C1, C2, . . . CK ]T is the vector
of common rates. The parameter λ in the objective function is
the regularization parameter that performs weighting between
the communication sum-rate and radar beampattern error.
Ptotal denotes the total transmit power budget to be shared
between the transmit precoders and the DACs at each antenna.
From the constraint (12d) and the expressions (4) and (6), the
power allocated to the precoders is obtained as

tr(PPH) = Ptotal − P (δ) = Ptotal − 2bPDAC.

Next, we discuss the ADMM approach to solve problem
formulation (12).

B. ADMM-Based Solution

For a given number of bits b, or equivalently δ, the opti-
mization problem in (12) can be solved by the ADMM method
[24]. Such a solution has been also discussed in the context
of RSMA for JRC in [21] without considering the effects of
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Fig. 2: Convergence behaviour of the algorithm
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Fig. 3: Sum-rate and NMSE performances of RSMA and SDMA.

low resolution DACs in the system. First, we reformulate the
problem (12) into an equivalent form

min
v,u

fc(v) + gc(v) + fr(u) + gr(u) (13a)

s.t. Dp(v − u) = 0, (13b)

where v = [α, cT , vec(P)T ]T , α ∈ R++, c ∈ RK+ and
Dp = [0(K+1)Nt×(K+1), I(K+1)Nt ]. The vector u is intro-
duced to split the problem according to the ADMM procedure.
The function fc(v) is the objective function for sum-rate
maximization expressed as a minimization problem and in
terms of v as

fc(v) = −
∑
k∈K

(ek+1v +Rk(Dpv, δ, σe)), (14)

where ek is the k-th standard basis vector of length
Nt(K + 1) +K + 1. Similarly, fr(u) is the objective function
for radar beampattern error minimization expressed as

fr(u) = λ

M∑
m=1

|αPd(θm)− δ2aH(θm)(Dcuu
HDH

c

+
∑
k∈K

Dkuu
HDH

k )a(θm)− σ2
eNt|2,

where

Dc = [0Nt×(K+1), INt , 0Nt×(KNt)],

Dk = [0Nt×(K+1+kNt), INt , 0Nt×((K−k)Nt)].

The functions gc(v) and gr(u) are the feasible sets for the set
of vectors v satisfying the constraint (12b) and set of vectors
u satisfying the constraint (12d), respectively.

We express the augmented Lagrangian function for the
optimization problem (13) as

Lρ(vr,ur,d) = fc(vr) + gc(vr) + fr(ur) + gr(ur)+

yT (Dpr(vr − ur)) + (ρ/2)||Dpr(vr − ur)||22.

The vectors ur and vr are real valued vectors consist-
ing of the real and imaginary parts of the correspond-
ing complex-valued vectors to match with the definition of
ADMM [24], which are defined as vr = [R(vT ), I(vT )]T ,
ur = [R(uT ), I(uT )]T and Dpr = Diag(Dp,Dp). The up-
dates of the iterative ADMM procedure steps are written as

vt+1
r = argmin

vr

Lρ(vr,utr,dt) (15)

ut+1
r = argmin

ur

Lρ(vtr,ur,dt) (16)

yt+1 = yt + ρDpr(v
t+1
r − ut+1

r ) (17)

The ADMM-based algorithm to solve the problem formulation
(13) is given in Algorithm 1. The algorithm benefits from
the Weighted Minimum Mean Square Error - Alternating
Optimization (WMMSE-AO) based algorithm in [12] to solve
the sum-rate maximization problem and Semi-Definite Re-
laxation (SDR) method to solve the radar beampattern error
minimization problem [25]. In the next section, we evaluate
the performance the described algorithm by simulation results.

IV. SIMULATION RESULTS

In this section, we present simulation results to evaluate
the performance of RSMA in a JRC system under DAC
quantization, and compare it with SDMA. We note that the
optimal precoders for SDMA are obtained by turning off
the common stream in the optimization problem. We set the
system and antenna settings as K = 2, Nt = 4, d = 0.5.
The total transmit budget is Ptotal = 1W, the DAC power
consumption coefficient is PDAC = 100µW and the noise
power at the receiver is N0 = 10µW. We generate single
realizations of Rayleigh fading channels independently for
each user and perform the simulations over these specific
realizations.

The convergence behaviour of the Algorithm 1 is demon-
strated in Figure 2 in terms of the primary residual ||rt||2
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Fig. 4: NMSE vs. sum-rate for varying b.

for λ = 1 and varying b. As observed from the figure,
the algorithm converges for the investigated b values, with
different number of iterations for each b.

We investigate the Normalized Mean Square Error (NMSE)
of the radar beampattern to evaluate the radar performance,
which is defined as

NMSE=

∑M
m=1|αPd(θm)− δ2aH(θm)PPHa(θm)− σ2

eNt|2∑M
m=1 |αPd(θm)|2

Figures 3a and 3b present the sum-rate and NMSE per-
formances of RSMA and SDMA for λ = 10. As observed
from Figure 3a, the NMSE of the radar waveform retains
a monotonic decreasing behaviour with increasing b. On the
other hand, the sum rate performances in Figure 3b do not
follow a monotonic behaviour. Such phenomenon is explained
as follows. The sum-rate depends on the SINR of the streams,
as given in (9) and (10), and the power allocated to the
precoders as in the constraint (12d). As discussed in Sec-
tion III-A, the power allocated to the precoders decreases with
increasing b. The improvement in the quality of the precoders
with increasing b improves the sum-rate performances of

both RSMA and SDMA. The improvement in the quality
of the precoders become limited after a certain number of
quantization bits, leading to a saturation in the sum-rate with
increasing b. In turn, the affect of the decreasing transmit
power is observed and the sum-rate performances of both
RSMA and SDMA decrease with increasing b.

As observed from Figures 3a and 3b, RSMA achieves
significantly higher sum-rate than SDMA for similar NMSE
values. The improved performance of RSMA is a result of
its ability to manage the interference resulting from the radar
beampattern under the strict per antenna power constraint
(12d). The SINR expressions (9) and (10) show that the
quantization error affects the sum-rate performance only by
altering the operating SINR of the system and does not yield
an additional source of manageable interference, since the
additive random quantization noise ε is independent of the
transmitted signal. The performance gain of RSMA varies with
b as the SINR is dependent on the number of quantization bits.

Finally, we investigate the sum-rate performance with re-
spect to NMSE for varying number of quantization bits in
Figures 4a-4d. As observed from the figures, RSMA achieves



significantly higher sum-rate compared to SDMA in the con-
sidered NMSE regions. The performance gain varies with the
number of quantization bits, as also observed in Figure 3b.

V. CONCLUSION

In this work, we studied RSMA for JRC systems under DAC
quantization errors. We designed optimal precoders which
maximize the sum-rate and minimize the radar beampattern
error jointly for given number of quantization bits and total
transmit power budget. We analyzed the trade-off induced by
increasing the number of quantization bits to improve the
quality of the precoders, which in turn increases the power
consumption of DACs in the system and decreases the transmit
power due to the considered total transmit power budget. We
demonstrate by simulations that the maximum sum-rate is
achieved by a number of quantization bits that is less than the
maximum number allowed by the transmit power budget. We
further show that RSMA achieves a significant performance
gain in terms of sum-rate with respect to SDMA for similar
achieved radar beampattern NMSE. We conclude that RSMA
outperforms SDMA in JRC systems with low-resolution DACs
and a total transmit budget.
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