
https://doi.org/10.1177/0956797621991137

Psychological Science
 1 –13
© The Author(s) 2021

Article reuse guidelines: 
sagepub.com/journals-permissions
DOI: 10.1177/0956797621991137
www.psychologicalscience.org/PS

ASSOCIATION FOR
PSYCHOLOGICAL SCIENCEResearch Article

We encounter familiar people every day. Most commonly, 
these are friends, partners, and family members—but we 
also encounter people whom we know less well, such 
as work colleagues or television and radio presenters. 
As we get to know someone new, we develop the abil-
ity to recognize their identity from their voice. We are 
also better able to understand words spoken by familiar 
people than people we have never met (Domingo et al., 
2019, 2020; Holmes et al., 2018; Kreitewolf et al., 2017; 
Levi et al., 2008; Nygaard & Pisoni, 1998; Nygaard et al., 
1994; Yonan & Sommers, 2000; Zheng et  al., 2013). 
However, our understanding of how long it takes to 
become familiar with new voices is relatively limited. 
Here, we investigated the extent to which recognition 
and intelligibility of a voice improve after different 
lengths of voice training. (Note that throughout this 
article, “voice training” and “trained voice” refer to train-
ing that familiarized participants with specific voices, 

not to voice training that the speakers themselves 
received or the voice in which they spoke.)

Voice Familiarity Improves Speech 
Intelligibility

Speech can be difficult to understand when several 
people speak at the same time (“cocktail party prob-
lem”; Cherry, 1953, p. 976). Yet when a competing 
talker is present, large intelligibility benefits have been 
demonstrated for voices that are highly familiar, such 
as a spouse the participant has been living with for 
more than 18 years ( Johnsrude et  al., 2013) or the 
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Abstract
When people listen to speech in noisy places, they can understand more words spoken by someone familiar, such 
as a friend or partner, than someone unfamiliar. Yet we know little about how voice familiarity develops over time. 
We exposed participants (N = 50) to three voices for different lengths of time (speaking 88, 166, or 478 sentences 
during familiarization and training). These previously heard voices were recognizable and more intelligible when 
presented with a competing talker than novel voices—even the voice previously heard for the shortest duration. 
However, recognition and intelligibility improved at different rates with longer exposures. Whereas recognition was 
similar for all previously heard voices, intelligibility was best for the voice that had been heard most extensively. The 
speech-intelligibility benefit for the most extensively heard voice (10%–15%) is as large as that reported for voices 
that are naturally very familiar (friends and spouses)—demonstrating that the intelligibility of a voice can be improved 
substantially after only an hour of training.
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participant’s mother (Barker & Newman, 2004). Even 
friends are substantially more intelligible than unfamil-
iar people (Domingo et al., 2020; Holmes et al., 2018). 
In fact, Domingo et al. (2020) found no significant dif-
ference in the magnitude of the intelligibility benefit 
for the voices of friends known for at least 1.5 years 
and the voices of long-term spouses (> 5 years). People 
who had known each other for less than 1.5 years were 
not included in the study, which raises the question of 
how much training on a voice is required to derive the 
maximum intelligibility benefit.

Several experiments have shown that when pre-
sented in conjunction with a masker, voices that par-
ticipants have been trained on in the lab over 2 to 9 
days have better intelligibility than unfamiliar voices 
(Kreitewolf et al., 2017; Nygaard & Pisoni, 1998; Nygaard 
et  al., 1994; Yonan & Sommers, 2000). However, the 
magnitude of the speech-intelligibility benefit for arti-
ficially trained voices seems to be smaller than for natu-
rally familiar voices: Voice training improves participants’ 
ability to report words by up to 10% (Nygaard et al., 
1994) when speech intelligibility is measured in terms 
of percentage of correct responses or by 0.52 dB 
( Kreitewolf et al., 2017) when a threshold is estimated 
on the basis of manipulations of the target-to-masker 
ratio (TMR). For friends’ voices, the benefit has been 
estimated as 10% to 15% (Domingo et al., 2019, 2020; 
Holmes et  al., 2018) or 5 dB to 9 dB (Holmes & 
 Johnsrude, 2020; Johnsrude et al., 2013). A direct com-
parison of these studies is difficult because they tested 
intelligibility with different maskers (white noise in 
Nygaard et al., 1994; speech-shaped noise in Kreitewolf 
et  al., 2017; a single competing talker in the experi-
ments with familiar voices), and baseline performance 
in the unfamiliar condition differed across studies. Nev-
ertheless, these findings imply that improved intelligi-
bility of familiar voices is not an all-or-none phenomenon 
but instead may depend on the length of exposure or 
the setting in which voices are encountered (trained or 
natural). Our first aim was to assess whether brief voice 
training could produce speech-intelligibility benefits 
and, if so, how speech intelligibility relates to the length 
of time that participants have been trained on that 
voice.

Recognition of Familiar Voices

Participants are also able to explicitly recognize voices 
they have been trained on in the lab (e.g., Doddington, 
1985; Nygaard & Pisoni, 1998; Nygaard et  al., 1994; 
Yonan & Sommers, 2000). Studies measuring speech-
intelligibility benefits from trained voices have typically 
measured recognition of those voices at several times 

during training. For example, Nygaard and Pisoni (1998) 
found that the ability to identify 10 talkers improved 
steadily over 9 days of training. Yonan and Sommers 
(2000) presented participants with 120 sentences spoken 
by four different talkers on 2 consecutive days; on each 
day of training, participants were also tested on voice 
identification for 80 sentences. Young adults’ perfor-
mance was almost perfect after only 1 day of training.

It is unclear how new voices become recognizable 
following shorter exposures and whether improve-
ments in speech intelligibility parallel improvements 
in recognition. Our second aim in this study was to 
compare explicit recognition of a voice with any 
speech- intelligibility benefit for the same voice. The 
acoustic features —fundamental frequency and acoustic 
correlates of vocal-tract length—that are used to rec-
ognize voices and to derive the intelligibility benefit 
from them are at least partially overlapping (Holmes 
et  al., 2018; Nygaard & Pisoni, 1998; Nygaard et  al., 
1994; Remez et al., 1997; Sheffert et al., 2002). However, 
Holmes et al. (2018) demonstrated that a familiar voice 
can benefit intelligibility even if it is not explicitly rec-
ognizable. Given that speech intelligibility and voice 
recognition are partially dissociable, it is plausible that 
the intelligibility benefit from and the recognition of a 
previously heard voice may develop at different rates.

Statement of Relevance 

Many people find it difficult to understand speech 
in noisy places. Yet voice familiarity provides a 
large benefit to intelligibility. We investigated the 
duration of voice exposure required to improve 
intelligibility. Speech presented with a competing 
talker was more intelligible when it was spoken 
in a voice that was previously heard for 10 to 60 
min than in a novel voice. Training for 60 min 
provided an intelligibility benefit of 10% to 15%, 
commensurate with the large benefit that has 
been reported for naturally familiar voices, such 
as those of friends and spouses. These findings 
demonstrate that speech intelligibility can be dra-
matically improved with as little as 1 hr of train-
ing, highlighting the great potential of such 
training for improving intelligibility in everyday 
settings. This may particularly benefit older peo-
ple and people with hearing loss, who experience 
particular difficulty listening in noisy settings, and 
people whose occupations require accurate 
speech perception in noisy surroundings, such as 
aircraft pilots.
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Type of Training

The way that voices are trained (i.e., the type of train-
ing) has been proposed to influence how voices are 
learned. Case et al. (2018) examined whether similarity 
of encoding and retrieval conditions (face-to-face inter-
actions compared with repeating prerecorded sen-
tences) affects implicit learning, although they found no 
difference. The acoustic background against which novel 
voices are heard might affect voice learning, but this has 
not yet been tested. Previously, some researchers have 
trained participants in quiet contexts (e.g., Nygaard & 
Pisoni, 1998; Nygaard et al., 1994), whereas others have 
trained participants in noisy contexts (e.g., Kreitewolf 
et al., 2017). However, the speech- intelligibility benefits 
for participants trained on voices in quiet and noisy 
contexts have not been compared.

Our third aim was to compare two different training 
conditions: voices presented alone and voices pre-
sented in the presence of multitalker babble. We might 
expect benefits for voices trained in noise if back-
ground noise increases cognitive load during training 
(Mattys et al., 2012), making participants work harder 
to recognize the voices (Best et al., 2018) and therefore 
learn the voices more quickly—leading to a larger intel-
ligibility benefit and better recognition. We also might 
expect benefits for participants trained on voices in 
noise if noise guides listeners to learn parts of a voice 
that are most distinct from background noise (Mattys 
et al., 2005), consistent with transfer-appropriate pro-
cessing (Morris et al., 1977) and the encoding-specificity 
hypothesis (Tulving & Thomson, 1973)—which could 
help participants to better understand speech or rec-
ognize a voice when it is masked by similar sounds but 
would likely have no effect on intelligibility or recogni-
tion in quiet.

On the other hand, we might expect benefits for 
voices trained in quiet if increased cognitive load 
because of background noise means there are fewer 
resources available to encode voice information 
( Rabbitt, 1968)—leading to a larger intelligibility benefit 
and better recognition following training in quiet. We 
also might expect benefits for voices trained in quiet if 
increased background noise masks voice characteristics 
useful for recognition or intelligibility, such as funda-
mental frequency or formant frequencies—which might 
produce distinct effects on intelligibility and recogni-
tion, depending on which voice characteristics are 
masked (Holmes et al., 2018).

The Current Study

Here, we investigated how different amounts of experi-
ence with a voice affect recognition and intelligibility. 
We trained participants on three voices, each speaking 

for a different amount of time. We then tested partici-
pants’ ability to identify those voices, and sentences 
spoken in the same voices, in the presence of another 
talker. We also compared performance with these 
trained voices to performance with novel voices that 
were not heard during training (trained and novel voices 
were counterbalanced across participants). Half of the 
participants were trained on the voices with babble 
noise presented simultaneously, whereas the other half 
heard the voices alone (in quiet) during training.

Method

Participants

We recruited 53 participants. Of these, three did not 
complete the study. The remaining 50 participants were 
between the ages of 18 and 28 years (Mdn = 18.6 years, 
interquartile range = 1.1); 12 participants were men, 36 
were women, and two preferred not to disclose gender. 
A sample size of 50 provides 80% power to detect 
within-subjects effects (i.e., among four familiarity con-
ditions) of f ≥ .17, between-subjects effects (i.e., 
between two training groups) of f ≥ .32, and within-
between-subjects interactions of f ≥ .17 (Faul et  al., 
2007). The familiar-voice benefit to speech intelligibility 
found in previous studies has a large effect size (f = 
0.72 in Johnsrude et al. (2013) and f = 0.88 in Holmes 
et al. (2018), and familiarity effects of this size should 
be detectable with power of about 100% in the current 
design.

All participants were native Canadian English speak-
ers and had no history of hearing difficulties. They had 
average pure-tone hearing levels (HLs; measured at four 
octave frequencies between 0.5 and 4 kHz) better than 
15 dB HL in each ear. The study was approved by 
Western University’s Health Sciences Research Ethics 
Board, and all participants gave informed consent.

Design

The study contained four parts: familiarization, training, 
an explicit-recognition test, and a speech-intelligibility 
test. Schematics of the four tasks are displayed in Figure 1. 
Participants completed all four parts in a single session 
that lasted approximately 4 hr. Participants could take 
breaks between blocks within each task and were 
encouraged to take longer breaks between tasks.

Each participant heard three voices during familiar-
ization and training. During familiarization, participants 
heard 10 sentences spoken by each of the three talkers 
(randomly interleaved). During training, one of the 
voices was heard speaking 78 sentences, another 156 
sentences, and the third 468 sentences. In the explicit-
recognition and intelligibility tests, they heard the same 



4 Holmes et al.

three voices and two other voices they had not previ-
ously heard. Across participants, the five talkers were 
counterbalanced across familiarity conditions.

Half of participants (n = 25) heard sentences alone 
during training (i.e., in quiet) and the other half heard 
the training sentences in the presence of babble noise.

Apparatus

Acoustic stimuli were recorded using a Sennheiser 
e845-S microphone (Sennheiser Electronic, Wedemark, 
Germany) connected to a Steinberg UR22 sound card 
(Steinberg Media Technologies, Hamburg, Germany) in 

“The guards took a
short break between

their watches”

Familiarization

MikeBrad Jeff

CORRECT!
Talker was: Jeff

“The actors learned their
scripts that afternoon”

Training

Brad

“Bob bought nine
big pens”
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“Bob bought five cold toys”

“Pat lost nine small hats”
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Fig. 1. Schematics of the four phases of the study. In the familiarization phase (a), participants saw a name on the screen (e.g., “Brad”) and 
heard a single meaningful spoken sentence (e.g., “The guards took a short break between their watches”) presented without any extraneous 
noise (i.e., in quiet). Each sentence was spoken by one of three talkers (30 trials, 10 per condition). In the training phase (b), participants 
heard a single meaningful spoken sentence and had to identify which of three voices spoke each sentence. One of the voices was heard 
speaking 78 sentences, another 156 sentences, and the third 468 sentences (702 trials in total). Participants received feedback about whether 
their response was correct and were shown the correct talker name. For half of participants, all of the sentences were presented with babble 
noise; for the other half, all were presented in quiet. In the explicit-recognition test (c), participants judged whether closed-set sentences were 
spoken by familiar (three previously heard) or unfamiliar (two novel) talkers. Each sentence was presented in quiet (105 trials, 21 per talker). 
If the talker was familiar, participants then had to select the name that matched the voice. In the speech-intelligibility test (d), participants 
simultaneously heard two closed-set sentences, each of which was spoken by a different talker. They had to attend to the sentence that began 
with a particular name (here, “Bob”) and report the other four words from the sentence by clicking one button from each of four columns. 
Note that only three rows of words are shown here for clarity, but the study always contained eight rows, corresponding to all of the words 
in the corpus (see Table 1). The competing sentence was always spoken by one of the two unfamiliar talkers, and the target sentence was 
spoken either by one of the three previously heard talkers or by the other unfamiliar talker (640 trials, 160 per condition).
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a single-walled, sound-attenuating booth (Model CL-13 
LP MR; Eckel Industries, Morrisburg, Ontario, Canada). 
Stimuli were recorded in monophonic sound at a sam-
pling rate of 44100 Hz.

During the study, participants sat in a comfortable 
chair in the same single-walled, sound-attenuating 
booth facing a 24-in. LCD monitor (either ViewSonic 
VG2433SMH or Dell G2410t). Acoustic stimuli were pre-
sented through the sound card and were delivered 
diotically through Grado Labs SR225 headphones 
(Grado Labs, Brooklyn, NY). Acoustic stimuli were pre-
sented at a comfortable listening level—approximately 
67 dB(A) sound-pressure level. We maintained the same 
overall presentation level throughout the study (regard-
less of whether participants heard a single sentence, 
two sentences, or one sentence mixed with babble 
noise), so the level of the target sentence differed 
between the recognition and intelligibility tests and also 
between the higher and lower TMR conditions in the 
speech-intelligibility test.

Stimuli

Two different sentence corpora were used in this study: 
one for familiarization and training and another for 
testing. For familiarization and training, we used mean-
ingful sentences based on the sentence corpus used by 
Rodd et al. (2005), such as “The boy was able to climb 
the mountain.” We also created new sentences based 
on the syntactic and syllabic structure of the existing 
sentences. We used 354 meaningful sentences in total 
(177 from Rodd et al., 2005), which are listed in the 
Supplemental Material available online. Of these, 351 
were presented during training. During familiarization, 
the remaining three sentences were presented to all 
participants, along with a subset of 27 sentences (a 

different subset for different participants) that were also 
presented during training. We used such everyday natu-
ralistic sentences because we wanted to approximate 
the natural phonetic, phonological, and semantic vari-
ety encountered when one becomes familiar with a 
talker in everyday life.

For testing, we wished to harness the psychometric 
accuracy of a closed-set procedure. We used the word 
set from the Boston University Gerald (BUG) corpus 
(Kidd et al., 2008), recorded as sentences by our par-
ticipants. These sentences each contain five words, in 
the form “Name verb number adjective noun.” An exam-
ple is “Bob found three old socks.”

Word report for open-set, everyday sentences is 
problematic. If participants are biased to report guesses, 
they will report more words, which could lead to higher 
intelligibility values when the total number of words 
reported is not taken into account. Guessing in open-
set tests is likely to lead to correct responses when 
sentences are semantically meaningful or when there 
are few lexical neighbors (Sommers et  al., 1997). In 
contrast, the BUG matrix task requires participants to 
generate exactly four responses (one for each word 
after the name) on each trial. Intelligibility is therefore 
unconfounded by guessing. We used two name words 
(“Bob” and “Pat”). The other words each had eight pos-
sible options, which are displayed in Table 1. We cre-
ated a subset of 384 sentences to be recorded from the 
BUG word set. The probabilities of each pair of words 
occurring together within a sentence were equated 
across the set.

We recorded five male talkers (20–24 years old) 
speaking the same 738 sentences. All talkers had a 
Canadian accent and had no speech impediments. To 
ensure that all sentences were spoken at similar rates, 
we played videos (Holmes, 2018) indicating the desired 
pace for each sentence while participants completed 
the recordings. Participants saw the written sentence 
on the screen and were instructed to speak each word 
at the same time that a vertical bar passed the begin-
ning of the written word. They were told to speak the 
sentences as naturally as possible. The recorded famil-
iarization and training sentences each had an average 
duration of 3.1 s (SD = 0.7). The recorded test sentences 
each had an average duration of 2.4 s (SD = 0.2). The 
levels of recorded sentences were normalized for root-
mean-square power. The babble noise was a mixture 
of 12 male and female talkers speaking different sen-
tence material.

Procedure

Familiarization. During familiarization (Fig. 1a), par-
ticipants passively listened to 30 unique meaningful 

Table 1. Words From the Boston University Gerald (BUG) 
Corpus Used in the Speech-Intelligibility Test

Column 1 Column 2 Column 3 Column 4

bought two big bags
found three blue cards
gave four cold gloves
held five hot hats
lost six new pens
saw eight old shoes
sold nine red socks
took ten small toys

Note: In the speech-intelligibility test, participants simultaneously 
heard two different five-word sentences, one beginning with “Bob” 
and the other with “Pat,” and they had to report the other four words 
from the sentence by clicking one of eight options from each of the 
four columns shown.
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sentences. Of these, 10 sentences were spoken by each 
of three talkers. As participants listened to each sentence, 
a name word—“Brad,” “Jeff, ” or “Mike”—was displayed 
on the screen. Participants were asked to associate each 
of these names with the talker’s voice. After the sentence 
had ended, participants clicked a mouse to hear the next 
sentence. Across participants, the sentences spoken by 
each talker were counterbalanced, as were the name 
words assigned to each voice. The familiarization proce-
dure lasted approximately 10 min.

Training. In the training phase (Fig. 1b), participants 
completed 702 trials. Each trial contained one sentence 
in one of the three voices. They heard one talker (most 
familiar) speak 468 sentences (i.e., 67% of sentences), 
another talker (moderately familiar) speak 156 sentences 
(i.e., 22% of sentences), and the remaining talker (least 
familiar) speak 78 sentences (i.e., 11% of sentences). 
We selected the number of sentences to roughly corre-
spond to 60, 20, and 10 min of training (respectively), 
which we predicted would be sufficient to observe dif-
ferences among training conditions. Participants heard 
351 unique sentences during training: Each sentence 
was heard twice (once spoken by the moderately famil-
iar or least-familiar talker and once or twice spoken by 
the most-familiar talker). Across participants, the voices 
and sentences assigned to the three familiarity condi-
tions were counterbalanced.

Half of participants (n = 25) heard the training sen-
tences alone (i.e., in quiet), as during familiarization, 
whereas the other half heard the same sentences in the 
presence of simultaneous babble noise, which was pre-
sented at a signal-to-noise ratio of 0 dB. The sentence-
babble mixtures were presented diotically. The babble 
noise began 250 ms before the sentence began and 
ended 250 ms after the sentence had been spoken.

After each spoken sentence had ended, a pop-up 
box appeared on the screen prompting participants to 
indicate the name associated with the talker who spoke 
the sentence. Feedback was provided after each 
response: Text presented on the screen told participants 
whether they had answered correctly or incorrectly and 
displayed the correct name; the text was colored green 
if participants had answered correctly and red if they 
had answered incorrectly. Training lasted approximately 
1.5 hr and was divided into six blocks, each containing 
117 trials.

Explicit-recognition test. The explicit-recognition test 
was presented after training. It tested whether partici-
pants recognized previously heard (trained) and novel 
voices as familiar and unfamiliar and whether partici-
pants could identify the names associated with the trained 
voices. During the explicit-recognition test (Fig. 1c), 

participants heard BUG sentences spoken by the three 
trained talkers and two novel talkers. After each sentence, 
they indicated whether or not they had heard the talker 
during the training phase. If they indicated they had 
heard the talker during training, they were prompted to 
indicate the name of the talker. No feedback was pro-
vided. The recognition task contained 105 trials, each 
containing a unique BUG sentence: 21 sentences were 
spoken by each of the five talkers. Across participants, 
the sentences assigned to the five talkers (and condi-
tions) were counterbalanced.

Speech-intelligibility test. Finally, participants com-
pleted a speech-intelligibility test. On each trial of this 
test, participants simultaneously heard two BUG sen-
tences, each of which was spoken by a different talker. 
The BUG sentences were different from those presented 
during the explicit-recognition test. The five words con-
tained within the two simultaneously presented sen-
tences were always different. Participants were instructed 
to listen to the target sentence that began with a specified 
name word (“Bob” or “Pat”) and report the remaining 
four words from that sentence by clicking words from a 
list of options on the screen, in any order (see Fig. 1d). 
Participants completed 640 trials; each of the two name 
words—either “Bob” or “Pat”—was the target for half of 
the trials (in separate blocks counterbalanced across 
participants).

The target sentence could be spoken in any of the 
five voices, representing four training conditions—most 
familiar, moderately familiar, least familiar, and unfamil-
iar (two voices). The masker sentence was always in one 
of the two unfamiliar voices, and when the target was 
in an unfamiliar voice, the other unfamiliar voice spoke 
the masker sentence. Equal numbers of trials (160) were 
administered in the four conditions. Half of the masker 
sentences within each condition were spoken by one of 
the unfamiliar talkers; the other half were spoken by the 
other unfamiliar talker. This aspect of the design ensured 
that the masker talkers in all four conditions were identi-
cal. Within each condition, we presented the sentences 
at two different TMRs: −6 and +3 dB.

Analyses

For the explicit-recognition test, hits (correct responses) 
were defined as trials in which participants heard one 
of the trained talkers and identified the correct name. 
Misses were defined as trials in which participants 
responded that the trained talker was unfamiliar or 
selected an incorrect name. Hits and misses were cal-
culated separately for the three trained talkers. Correct-
rejection and false-alarm rates were calculated from the 
42 trials in which participants heard a novel voice. 
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Sensitivity (Hautus, 1995) was calculated for each of 
the three trained talkers. Chance d′ was 0.3, and the 
maximum attainable d′ was 4.3.

For the speech-intelligibility test, we calculated the 
percentages of sentences that were reported correctly 
in each of the 16 conditions (4 familiarity conditions × 
2 TMR conditions × 2 training groups). We calculated 
the familiar-voice-intelligibility benefit as the difference 
in the percentage of correct responses between the 
unfamiliar baseline condition and each of the three con-
ditions in which a trained talker was the target (most 
familiar, moderately familiar, and least familiar).

To examine whether the pattern of results across 
manipulations differed significantly between the 
speech-intelligibility and explicit-recognition tasks, we 
converted d′ from the explicit-recognition task and the 
familiar-voice benefit to intelligibility (the difference in 
the percentage of correct responses between each of 
the familiar conditions and the unfamiliar baseline con-
dition) into z scores, which were calculated separately 
for the two training groups.

We conducted four planned mixed analyses of vari-
ance (ANOVAs). One ANOVA was conducted for each 
task (training, explicit recognition, and speech intelligibil-
ity) to compare training groups (between subjects) and 
familiarity conditions (within subjects). For the speech-
intelligibility test, we included an additional factor of TMR 
(within subjects). A fourth ANOVA directly compared 
performance on the explicit-recognition test and speech-
intelligibility test. We did not correct for multiple ANOVAs, 
given that all of these were planned analyses. Where 
Mauchly’s test of sphericity was significant, we report 
statistics with Greenhouse-Geisser correction.

We also conducted a two-way within-subjects ANOVA 
to look for voice learning over the course of the study, 
comparing the percentage of correct responses between 
the beginning and end of the speech-intelligibility task. 
These results are also uncorrected and should be treated 
as exploratory because this analysis was unplanned. For 
this analysis, we took the first 20 trials from each famil-
iarity-by-TMR condition (i.e., 40 trials total) and the last 
20 trials from each familiarity-by-TMR condition (i.e., 40 
trials total). The ANOVA compared effects of familiarity 
and trial position (beginning or end), collapsing across 
the two TMRs and training groups. 

In all instances, we calculated effect sizes and con-
fidence intervals (CIs) for effect sizes using MOTE 
(Buchanan et al., 2018).

Results

Training

Recognition performance in the training conditions was 
high (Fig. 2a). The most-familiar voice was recognized 

correctly on 98.3% (SE = 0.2) of trials, the moderately 
familiar voice was recognized correctly on 94.4% (SE = 
1.0) of trials, and the least-familiar voice was recog-
nized correctly on 94.3% (SE = 1.2) of trials. A two-way 
mixed ANOVA investigating whether performance dur-
ing training differed across groups (quiet, babble; 
between subjects) and familiarity conditions (most 
familiar, moderately familiar, least familiar; within sub-
jects) revealed no effect of group, F(1, 48) = 0.36, p = 
.55, ωp

2 = −.01, 95% CI = [.00, 1.00],1 and no significant 
interaction between group and familiarity, F(2, 96) = 
0.21, p = .81, ωp

2 = −.01, 95% CI = [.00, 1.00]. There was, 
however, a significant effect of familiarity, F(1.4, 67.3) = 
12.64, p < .001, ωp

2 = .19, 95% CI = [.01, .28], with better 
performance in the most-familiar condition than in the 
moderately familiar condition, t(49) = 4.29, p < .001, 
dz = 0.61, 95% CI = [0.30, 0.91], and in the least-familiar 
condition, t(49) = 3.56, p = .001, dz = 0.50, 95% CI = [0.21, 
0.80]. Performance did not differ between the moderately 
familiar and least-familiar conditions, t(49) = 0.16, p = .88, 
dz = 0.2, 95% CI = [−0.26, 0.30].

Explicit recognition

The percentage of correct responses in the explicit-
recognition test was good but below ceiling. The most-
familiar voice was recognized correctly on 73.2% of 
trials, the moderately familiar voice was recognized 
correctly on 73.1% of trials, and the least-familiar voice 
was recognized correctly on 73.4% of trials. The unfa-
miliar voices were correctly recognized as unfamiliar 
on 84.4% of trials. Hits and false-alarm rates are dis-
played in Table 2.

Figure 2b shows the d′ values in the explicit-recog-
nition test. We conducted a two-way mixed ANOVA 
with the factors training group (quiet, babble) and 
familiarity (most familiar, moderately familiar, least 
familiar). Again, there was no effect of training group, 
F(1, 48) < 0.01, p = .95, ωp

2 = −.02, 95% CI = [.00, 1.00], 
and no interaction, F(2, 96) = 2.58, p = .08, ωp

2 = .02, 
95% CI = [.00, .08]. There was also no effect of familiar-
ity, F(2, 96) = 0.12, p = .89, ωp

2 = −.01, 95% CI = [.00, 
.08]. Collapsing across training groups, we compared 
recognition d′ in each familiarity condition with chance 
level (d′ = 0.3) using sign tests. Participants were able 
to identify all three voices with above-chance accuracy 
(S ≥ 40, p < .001).

Speech intelligibility

Intelligibility data are shown in Figure 3. A three-way 
mixed ANOVA with the factors training group (quiet, 
babble), familiarity (most familiar, moderately familiar, 
least familiar, unfamiliar), and TMR (−6 dB, +3 dB; 
within subjects) revealed no effect of group, F(1, 48) = 
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0.20, p = .66, ωp
2 = −.02, 95% CI = [.00, 1.00], and no 

interactions involving group—Group × TMR: F(1, 48) = 
1.19, p = .28, ωp

2 < .01, 95% CI = [.00, .09]; Group × 
Familiarity: F(3, 144) = 0.17, p = .91, ωp

2 = −.01, 95% 
CI = [.00, 1.00]; Group × Familiarity × TMR: F(3, 144) = 
0.15, p = .93, ωp

2 = .00, 95% CI = [.00, 1.00].
There was an interaction between TMR and familiar-

ity, F(3, 144) = 7.47, p < .001, ωp
2 = .03, 95% CI = [.00, 

.10]. The overall pattern across familiarity conditions 
was generally preserved at the two TMRs. All familiar 
voices were more intelligible than the unfamiliar voices, 
−6 dB TMR: t(49) ≥ 2.11, p ≤ .040, dz = 0.30; +3 dB TMR: 
t(49) ≥ 2.89, p ≤ .006, dz = 0.41, and the moderately 
familiar voice did not differ from the least-familiar 
voice, −6 dB TMR: t(49) = 0.26, p = .79, dz = 0.04, 95% 
CI = [−0.24, 0.31]; +3 dB TMR: t(49) = 1.03, p = .31, dz = 
0.15, 95% CI = [−0.13, 0.42]. At both TMRs, the most-
familiar voice was more intelligible than the moderately 
familiar voice, although this difference was significant 

only at the higher TMR, −6 dB TMR: t(49) = 1.61, p = 
.11, dz = 0.23, 95% CI = [−0.05, 0.51]; +3 dB TMR: t(49) = 
2.56, p = .014, dz = 0.36, 95% CI = [0.07, 0.65].

Consistent with these comparisons, results showed 
that the main effect of familiarity was significant, F(2.6, 
125.4) = 10.49, p < .001, ωp

2 = .12, 95% CI = [.03, .23]. 
Overall, intelligibility was significantly better at +3 dB 
than at −6 dB TMR, F(1, 48) = 140.96, p < .001, ωp

2 = 
.59, 95% CI = [.38, .74].

Dissociation between recognition and 
intelligibility

In the analyses above, there was a significant effect of 
familiarity for speech intelligibility but not for explicit 
recognition. To examine whether the pattern of results 
across familiarity conditions differed between the 
speech-intelligibility and explicit-recognition tasks, we 
converted d′ from the explicit-recognition task (Fig. 2b) 
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Fig. 2. Task performance in each of the three familiarity conditions. In (a), the percentage of correct responses in the training phase is 
shown. The dashed line indicates chance performance (33%). In (b), d′ values in the explicit-recognition test are displayed. The dashed line 
indicates chance d′. In (c), the familiar-voice benefit to intelligibility is shown, collapsed across target-to-masker ratios. The familiar-voice 
benefit is the difference in the percentage of correct responses between each of the familiar conditions and the unfamiliar baseline condi-
tion. The shaded region in each plot shows the density of the data; data from individual participants is indicated by transparent dots. The 
black dots represent means, and error bars show 95% within-subjects confidence intervals (Morey, 2008). Asterisks indicate the significance 
of performance in each condition compared with chance (*p < .05, **p < .01, ***p < .001).

Table 2. Mean Hit and False-Alarm Rates in the Explicit-Recognition Test

Training group

Hits

False alarms
Most-familiar  

condition
Moderately familiar  

condition
Least-familiar  

condition

Quiet .73 (.06) .67 (.06) .79 (.06) .16 (.04)
Babble .73 (.05) .79 (.06) .68 (.07) .17 (.04)

Note: Values in parentheses are ±1 SEM.



Familiar-Voice Training 9

and the speech-intelligibility-benefit scores (Fig. 2c) for 
each of the three familiar voices into z scores and 
entered the data into a two-way within-subjects ANOVA. 
Given that effects involving training group were never 
significant, we pooled the groups for this analysis. The 
two-way interaction between task (explicit recognition, 
speech intelligibility) and familiarity (most familiar, 
moderately familiar, least familiar) was significant, 
F(1.8, 86.7) = 4.55, p = .017, ωp

2 = .01, 95% CI = [.00, 
.08]. We confirmed with follow-up one-way ANOVAs 
that this was driven by a significant effect of familiarity 
on speech-intelligibility-benefit scores, F(2, 98) = 4.27, 
p = .017, ωp

2 = .04, 95% CI = [.00, .13], and a nonsignifi-
cant effect of familiarity on explicit-recognition scores, 
F(2, 98) = 0.15, p = .87, ωp

2 = .00, 95% CI = [.00, 1.00]. 
These results confirm that the pattern of findings across 
familiarity conditions differed between the explicit-
recognition and speech-intelligibility tasks.

No evidence for voice learning during 
the intelligibility task

In an exploratory analysis, we investigated whether 
participants achieved better intelligibility at the end of 
the intelligibility task than at the beginning—which 
could potentially indicate voice learning during the 
intelligibility task (Fig. 4). We replicated the effect of 
familiarity, F(3, 147) = 8.42, p < .001, ωp

2 = .04, 95% 
CI = [.00, .10], but found no main effect of trial position, 
F(1, 49) = 0.01, p = .91, ωp

2 = .00, 95% CI = [.00, 1.00], 
and no interaction between trial position and familiar-
ity, F(3, 147) = 0.37, p = .77, ωp

2 = .00, 95% CI = [.00, 
1.00]. Thus, we found no evidence that intelligibility 

improved throughout the duration of the task for any 
of the voices; voice learning instead seems to have been 
restricted to the training phase of our study.

Discussion

Our results demonstrate that recognition and improved 
speech intelligibility for previously heard (trained) 
voices emerge rapidly. Even for the least-familiar talker, 
to which participants were exposed for approximately 
10 min, we found successful voice recognition and a 
significant intelligibility benefit. We found a different 
pattern of results for explicit recognition and intelligi-
bility, confirmed by a significant interaction between 
task and familiarity. Explicit recognition did not differ 
among the three voices that had been trained for dif-
ferent durations. However, speech intelligibility was 
best for the most-familiar voice and significantly lower 
for the moderately familiar and least-familiar voices. 
Thus, whereas recognition was relatively stable over 
the range of exposures we tested, intelligibility was 
better after longer durations of training.

We found a significant intelligibility benefit for all 
three trained (i.e., familiar) talkers, despite the fact that 
training focused on voice identification rather than 
reporting speech content. This demonstrates that when 
people learn about voices, they learn characteristics 
that subsequently can be exploited to enhance intelli-
gibility, even when intelligibility is not challenged dur-
ing learning. Our results demonstrate that training on 
voice identification provides rapid learning that 
improves intelligibility of the trained voices after as 
little as 10 min of voice training.

The benefit that we observed for the most-familiar 
talker (10%–15%) is similar in magnitude to that previ-
ously reported for naturally familiar voices with the 
same masker and task (Domingo et al., 2020; Holmes 
& Johnsrude, 2020). This highlights the great potential 
of voice training for improving intelligibility in everyday 
settings. Voice training may be particularly beneficial 
for older people or people with hearing loss who expe-
rience particular difficulty listening in noisy settings 
(e.g., Dubno et al., 1984). There is already some evi-
dence that older people (Yonan & Sommers, 2000) and 
older people with confirmed hearing loss (Souza et al., 
2013) benefit from familiar-voice information. Unlike 
participants in previous experiments that tested the 
intelligibility of trained talkers after 2 or more days of 
training (Kreitewolf et al., 2017; Nygaard & Pisoni, 1998; 
Nygaard et  al., 1994; Yonan & Sommers, 2000), our 
participants were trained on the voice of the most-
familiar talker for only about 1 hr. This duration of 
training is comparable with everyday situations in 
which people become familiar with new colleagues or 
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with radio and television presenters. The short duration 
of the training used here suggests that voice training 
could be an accessible way to improve speech intelli-
gibility in everyday settings. Such benefits may also be 
relevant for people in occupations that require accurate 
speech perception when other sounds are present—
aircraft pilots, for example. Whether familiar voices are 
associated with less effort as well as better intelligibility 
could also be investigated in future work.

These results also contribute to an emerging idea 
that recognition of familiar voices, and the intelligibility 
benefit gained from them, are at least partially disso-
ciable. The distinction between intelligibility and rec-
ognition touches on a long debate about whether 
indexical properties of a voice (i.e., consistent aspects 
of an individual’s speech across utterances; see Remez 
et al., 2007) are separate from properties that convey 
speech content (i.e., the words that were spoken). It 
was once thought that speech was stripped of indexical 
information in order to understand lexical content (e.g., 
Abercrombie, 1967; Bricker & Pruzansky, 1976; Liber-
man et al., 1967). However, the fact that speech is more 
intelligible when it is spoken by familiar people (e.g., 
Nygaard & Pisoni, 1998; Nygaard et al., 1994; Remez 
et al., 1997) demonstrates that indexical properties of 
speech are used to access speech content. In addition, 
a functional MRI study demonstrated distinct neural 
activations, depending on whether participants attended 
to the identity of a talker or to the words they spoke 
(von Kriegstein et  al., 2005). Fewer studies have 
explored whether people use familiar-voice information 
differently depending on whether the goal is to recog-
nize someone’s identity or to understand the words they 
are speaking. One previous study (Holmes et al., 2018) 
provided evidence for a dissociation by showing that 

recognition and intelligibility of familiar voices are dif-
ferentially sensitive to acoustic characteristics: Some 
participants gained an intelligibility benefit for a 
friend’s voice after its vocal-tract length had been 
manipulated so it was not explicitly recognizable. Here, 
we provide new evidence for this dissociation by 
showing that recognition and intelligibility improve at 
different rates as voices become familiar through 
training.

The dissociation between intelligibility and recogni-
tion is unlikely to be fully explained by differences in 
difficulty. Although recognition of all three trained talk-
ers was moderately high and did not differ across 
voices, these results cannot be explained by a ceiling 
effect: The average d′ was 2.2, whereas the maximum 
attainable d′ was 4.3, and the percentage of correct 
responses was also below ceiling at 73%. Thus, recogni-
tion could have differed among conditions but did not. 
Although average performance on the recognition test 
(73%) was better than average performance on the 
intelligibility test, it was not substantially better than 
intelligibility at the most-favorable TMR (+3 dB TMR in 
the most-familiar condition: 64%)—and the difference 
in intelligibility between the most-familiar and moder-
ately familiar conditions was more distinct at the most-
favorable TMR. In contrast, there was no evident trend 
toward better explicit recognition of the most-familiar 
or moderately familiar talker compared with the least-
familiar talker.

We do not find it surprising that the explicit-recog-
nition test showed performance below ceiling, despite 
participants’ near-perfect performance during training. 
Training was a three-alternative forced-choice task with 
a chance rate of 33%, whereas the chance rate for the 
explicit-recognition task was lower than this. During 
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familiarization and training, participants may have 
learned characteristics that distinguished the three 
trained voices from each other, but those characteristics 
may not have enabled them to distinguish these voices 
from novel voices in the larger (five-talker) pool of 
voices. Further, the sentences presented during the rec-
ognition test were from a different corpus than those 
presented during training. Participants may have 
become very good at identifying a talker’s voice in 
naturalistic open-set sentences, but this learning did 
not fully transfer to the closed-set BUG sentences. For 
these reasons, we do not consider the difference 
between training and test performance to be an inter-
esting or important feature of our results.

Participants performed the explicit-recognition test 
before the intelligibility test, but they were exposed to 
the three trained voices equally often in both tests, so 
this exposure cannot account for differential effects in 
intelligibility among the three trained voices. Also, 
exposure to the novel voices in the explicit-recognition 
test should only reduce the magnitude of the familiar-
voice benefit (not improve it). Thus, it could only work 
against the effect we were trying to measure, which we 
found to be significant for all three trained talkers. In 
addition, if additional voice exposure affected perfor-
mance in the intelligibility test, then we would expect 
to find a different pattern of results between the first 
and last trials of the intelligibility test, but we found no 
evidence for this.

Recognition and intelligibility were similar regardless 
of whether participants were trained to recognize the 
talkers in quiet or in simultaneously presented babble 
noise—reinforcing the idea that similar training and test 
conditions are unnecessary for familiar-voice learning 
(Case et al., 2018). These results are also consistent with 
the conclusion mentioned above: that intelligibility is 
enhanced when a voice is learned, even when intelli-
gibility is not challenged during learning, as all of our 
participants found it easy to report the sentences in 
quiet.

We selected quiet and babble for the training condi-
tions because they both differed from a single compet-
ing talker, which is the masker we presented during the 
intelligibility test. A drawback of using exactly the same 
masker (i.e., a single competing talker) during testing 
and training is that it is difficult to determine whether 
any training benefit arises because of similarity between 
training and testing conditions or because of practice 
effects with highly similar stimuli during training and 
testing, which would not generalize to other conditions. 
Of the two training conditions we tested, babble is more 
similar to a single competing talker because it provides 
both informational and energetic masking, albeit less 
informational masking than a single competing talker 

(Brungart, 2001; Brungart et al., 2001). Our data provide 
no evidence for the encoding- specificity hypothesis 
(Tulving & Thomson, 1973) or for the idea that the 
additional challenge associated with listening in babble 
during training improves recognition or intelligibility—
otherwise, we should have found better intelligibility 
and recognition for participants who were trained in 
babble than for those who were trained in quiet. It is 
possible that our training-in-babble noise—at 0 dB 
TMR—was not sufficiently challenging to promote 
enhanced learning, although detrimental effects of 
noise on recognition memory have been found at simi-
lar TMRs and at more positive TMRs in previous studies 
(Koeritzer et  al., 2018; Rabbitt, 1968). Nevertheless, 
these findings demonstrate that the benefit to intelligi-
bility is relatively robust and is not overly sensitive to 
voice-training conditions.

The training task required participants to identify 
which of three talkers spoke on each trial. There was 
no difference in accuracy for participants trained in quiet 
and those trained in background babble. This suggests 
that performance during the explicit-recognition task, 
when participants had to say whether or not a given 
voice had been heard during training, would not have 
been affected if babble had been added. This is con-
sistent with findings of previous studies showing that 
familiar voices are still recognizable in the presence of 
noise (Best et al., 2018; Clarke et al., 1966; Wenndt & 
Mitchell, 2012).

In summary, we showed that a relatively small amount 
of training (~10 min) is sufficient for listeners to identify 
someone’s identity from their voice and to realize a ben-
efit to intelligibility when a competing talker is present. 
Nevertheless, we found that recognition and intelligibility 
develop over different timescales. Recognition was simi-
lar for the three voices participants were trained on for 
different lengths of time (~10–60 min), but intelligibility 
was best for the voice participants were trained on the 
most (~1 hr). Overall, our results demonstrate the great 
potential of voice training for improving intelligibility in 
everyday settings.
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Note

1. It is not uncommon for ωp
2 to be negative, because it cor-

rects for bias. However, effect sizes cannot be less than 0. In 
this article, we report ωp

2 and associated CIs from MOTE, which 
outputs CIs between 0 and 1.
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