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Abstract

Due to the fast pace at which randomized controlled trials are published in the health domain, researchers, consultants
and policymakers would benefit from more automatic ways to process them by both extracting relevant information
and automating the meta-analysis processes. In this paper, we present a novel methodology based on natural language
processing and reasoning models to 1) extract relevant information from RCTs and 2) predict potential outcome values
on novel scenarios, given the extracted knowledge, in the domain of behavior change for smoking cessation.

1 Introduction

Medical evidence is disseminated in unstructured, natural language scientific evaluation reports that describe the con-
tent and results of randomized controlled trials (RCTs). The evidence-based research is so vast that, at present, more
than 100 reports of RCTs are published on average every day1.

Systematic reviews seek to collate evidence that fits pre-specified eligibility criteria in order to answer a specific
research question2. However, the time taken to complete them is estimated at about 1,000 hours of highly skilled
manual work3 or 67 weeks4, from pre-registration stage to publication. It is evident that systematic reviews across the
vast amount of literature are very time consuming and cannot cope with the fast pace at which new research studies
get published. More evidence is produced and published than it is possible for researchers to be able to use, synthesize
and analyze effectively with these conventional methods5–7. This is also true for behavior change researchers, health
professionals and consultants that explore the literature of behavior change intervention reports, in order to understand
the most effective methodology (or intervention) to help a certain population improve a specific target behavior (for
example, stopping smoking). The volume and rate at which research is produced about behavior change is beyond the
capability of human researchers to compare and understand which interventions are most effective and to be able to
generalize the results to varying populations in different contexts8.

In this context, health consultants and policy makers, as well as researchers, would benefit from automatic ways to
extract information from RCTs and synthesize it in order to predict reasonable estimates of outcomes for new trials
without waiting for a real-world evidence-based study to be conducted. Some effort in developing automatic ways to
analyze RCT reports has been conducted in the NLP and health communities, by applying rule-based9, 10, or machine
learning approaches11–14 to the automatic extraction of information from evaluation reports. However, none of these
studies present a systematic way to both extract the information and make prediction based on that information. An
additional challenge stands in the complex structures of RCT reports. Usually RCT reports compare two or more
‘arms’ representing groups of participants that receive different interventions, most commonly the intervention being
evaluated versus a comparator condition. Therefore, it is necessary to associate features such as characteristics of the
population being studied with each arm. The task is made more difficult by the propensity of authors of reports to refer
to arms using many different terms at different points in the report. Few studies at the moment have investigated arm
detection15.

Our Contributions. In this work, we intend to take a step forward in the research on the automatization of meta-
analysis, by combining information extraction and regression solutions studied to extract information from RCT re-
ports and make inferences on the potential success of a new intervention. We introduce a novel system that first
recognizes the relevant information in RCTs, and then uses this information to estimate outcome values in new situa-
tions with a given population and set of interventions.
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2 Related Work

Conducting systematic reviews of published literature is a common method by which literature, including RCTs among
other types of scientific studies, can be synthesized and analyzed effectively to answer specific research questions16.
An ongoing challenge in conducting systematic reviews is the time taken to complete them and it has become clear that
the current method of conducting systematic reviews is not sustainable given the amount of time and effort required by
researchers to manually conduct each review. There are a number of ways in which researchers are coming together
in an attempt to develop more efficient approaches to analyzing evidence at a rate which would reduce the waste
which is increasingly being recognized5, 7, like rapid systematic reviews17 or living systematic reviews6. As well as
altering existing traditional methods to conducting systematic reviews in an attempt to speed up the systematic review
process, technology is being used where possible to automate the process and reduce the manual work required by the
researchers. A list of current tools available is the SR Toolboxa, a publicly available online catalog of software tools
to aid the production of systematic reviews. A review of such tools has produced a practical guide of how and when
to use them18.

On the other hand, to enable those technologies, work has been done in the area of Natural Language Processing
and specifically information extraction to automate the task of extracting knowledge from existing RCT reports or
systematic reviews. Jasch19 provides an exhaustive survey of IE approaches on BCI literature. Previous work has
mainly concentrated on identifying PICO attributes10, 20, 21 (P = patient, population or problem, I = intervention, C
= comparison and O = outcome) either at the word or sentence level. We do not use the PICO classification, but
rather the more fine-grained Human Behaviour Intervention Ontology (BCIO)22, described below. The reason is the
necessity to extract fine-grained information to be able to provide more detailed information to the final user and to
improve the feature space used later for prediction. Most research has extracted information from medical abstracts,
although some studies have used the full text of the articles23. Some of the methods are rule-based9, 10, some are
based only on abstracts manually chosen to be more suitable to the study11. A few works have been conducted on
supervised approaches for medical information extraction, which usually concentrate only on abstracts12–14. Other
studies have exploited the entire article, for the extraction of papers’ metadata24: the authors propose a preliminary
system based on CRF for extracting formulaic text (authors’ names, email and institution) as well as some key study
parameters in a free text form, from PubMed Central articles. They reach promising results for the formulaic text, but
only moderate success for the free text attributes. Similarly to Lin et al.24, we exploit the entire text of the article, but
our task of extracting attributes and arms is much more challenging than the extraction of formulaic text, as it varies
from Behavior Change Techniques (BCTs) to numbers, such as outcome values or ages, which are highly ambiguous.

Few studies to the best of our knowledge have tackled the problem of arm extraction (i.e., extracting arm names and
associating entities to the correct arm). One of the seminal studies25 in PICO extraction collapsed intervention arms
and comparison arms. In another study15, the authors experiment with the use of co-reference for arm identification.
The authors try to identify if tokens in medical abstracts are part of an arm name. We also exploit a statistical approach
to extract arm name mentions, and then further try to associate the extracted entities with the those arm names.

With respect to prediction, recent work26 has looked into inferring whether a given treatment is effective with a spec-
ified outcome from clinical trial reports. Differently from our work, they do not take into account any information
outside the treatment itself for inferring the outcome and manually annotate the treatments and the outcome, concen-
trating only on the inference part.

To summarize, given previous work in information extraction from RCTs and prediction of outcome of clinical trials,
our contribution differs for the following aspects: 1) to the best of our knowledge this is the first attempt to provide
outcome predictions based on automatically extracted data; 2) we extract a wide variety of information (around 60
entities) based on the BCIO; 3) we propose a first method for extracting armified results.

3 Ontology and Dataset

Ontology. To evaluate the effectiveness of a behavior change intervention there are many characteristics of the study
which are relevant to consider. To be able to compare across multiple published reports it is necessary to have a

ahttp://systematicreviewtools.com/about.php
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common structure to extract the relevant information needed to understand which methodology is most effective for
particular interventions (e.g., interventions for smoking cessation). To facilitate the extraction of relevant information
from published reports, an ontology of behavior change interventions22 was developed as part of the Human Behaviour
Change Project.b The ontology was created following a methodology developed for the projectc and provided a
structured classification of terms relevant to behavior change interventions.

The upper level of the Behaviour Change Intervention Ontology (BCIO) was developed using a basic structure of key
entities and causal relationships about behavior change. The lower levels were developed to a more granular level
using both a top-down approach, i.e., searching for key relevant terms in other classification systems or ontologies,
and a bottom-up approach, i.e., from expert manual annotation. The lower levels of the ontologies were used as the
structure for information extraction of data from full text reports. The entities in the lower level ontologies can be
grouped into a number of upper level entities, which represent the most relevant information to extract from published
reports to compare and evaluate the effectiveness of interventions. The upper level entities are:

• Population: An aggregate of people who are exposed to a behavior change intervention.
• Setting: An aggregate of entities constituting the environment in which a behavior change intervention is pro-

vided.
• Outcome behavior: Human behavior that is an intervention outcome.
• Effect estimate: A behavior change evaluation finding that characterizes the difference between behavior

change intervention outcome estimates of two behavior change intervention scenarios.
• Source: A role played by a person, population or organization that provides a behavior change intervention.
• Delivery: A part of a behavior change intervention that is the means by which behavior change intervention

content is provided.
• Reach: The difference between the behavior change intervention study sample and the planned behavior change

intervention population.
• Content (BCTs): A planned process that is part of a behavior change intervention and is intended to be causally

active in influencing the outcome behavior. A behavior change technique (BCT)27, specifically, is a planned
process that is the smallest part of intervention content that is observable, replicable and on its own has the
potential to bring about behavior change.

From these eight upper levels, 57 lower level entities were used to extract data from the published reports, these entities
and examples of the data extracted can be found in Table 1. Of the hundreds of lower level entities across the BCIO
these 57 were chosen as they were 1) found the most often in reports, 2) included in other relevant ontologies such as
PICOd or 3) believed to be most relevant for predicting intervention effectiveness.

Dataset. A total of 407 behavior change intervention reports were manually annotated, according to the structure of
the BCIO, to create a database of relevant information related to smoking cessation intervention RCTs. The reports to
annotate were identified through the Cochrane Database of Systematic Reviewse and through a collaboration with the
IC-Smoke projectf. A full account of the source of reports can be found online on OSFg. To be included for annotation
the reports had to be 1) a randomized controlled trial (RCT), 2) included in a systematic review on smoking cessation,
3) included in a meta-analysis in a systematic review, and 4) have a behavioral outcome value related to smoking
cessation.

A total of seven researchers with expertise in psychology and behavior change independently annotated the reports
using EPPI-Reviewer.h Each report was annotated by two researchers and the pairs were varied across each 10-15
papers to minimize inconsistencies in the data. An annotation is a chunk of text assigned to its corresponding entity
in the ontology (e.g., 19.5 years of age represents the entity “Mean age”). As well as capturing the value of the entity,
annotators label the context in which it appears. A full account of the annotation procedure was provided by Bonin

bhttps://www.humanbehaviourchange.org/
chttps://osf.io/86m75/
dhttps://linkeddata.cochrane.org/pico-ontology
ehttps://www.cochranelibrary.com/cdsr/about-cdsr
fhttps://osf.io/23hfv/
ghttps://osf.io/myje6/
hhttp://eppi.ioe.ac.uk/eppireviewer4/
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Figure 1: Overall pipeline of the knowledge system

et al.28 Given the complexity of the task, double coding was required. Each annotated report was reconciled between
two researchers and discrepancies were resolved. Finally, to ensure a high quality of data the inter-rater reliability
(IRR) for pairs of annotators was assessed at various time points during the process. Krippendorf’s alpha29 was used
to quantify the agreement (observed disagreement/expected disagreement) between the researchers. The agreement
for individual entities varied, but overall a score above the acceptable threshold of agreement (α=0.67) recommended
by Krippendorf30 was achieved. The HBCP-corpus, constituting 407 published reports, was created as a part of our
previous work28. To alleviate legal issues regarding open access, a subset of this collection, named OA-HBCP-corpus,
was also created, comprising a sub-collection of fully open-access papers with annotation for 57 entities.

4 Knowledge System

In order to extract information from unstructured RCT reports and to make inferences over the extracted information,
the methodology developed relies on two core components:

• a knowledge extraction module, which takes as input the text extracted from RCT PDFs, and returns relevant
entities associated with the respective arms; and

• a knowledge prediction module, which uses the extracted information to estimate outcome values in unseen
settings.

Both modules leverage the BCIO ontology. Figure 1 shows the entire workflow and, in the subsequent sections, we
describe the methodologies behind the two components.

4.1 Knowledge Extraction Methodology

The aim of the knowledge extraction module is to extract structured knowledge from RCT reports in the form of
entities (described in Table 1) with an associated arm. We first extract each entity and then associate it to the correct
arm. The association of an entity with the corresponding arm is conducted by the arm associator described below.
Specifically, the knowledge extraction module starts by taking as input a parsed PDF document. It has been tested
using the ABBYY PDF parseri and a parser based on GROBID31 with improved table parsing32. However, the code is
easily adaptable to other PDF parsers. Then extraction is done by framing the problem as a named entity recognition
task, for which we can use supervised machine learning. Figure 2 shows the pipeline of this module. The advantage
of supervised approaches is their scalability and the fact that they do not require handcrafted rules. However, they
also require large amount of data, which can be difficult to acquire. One of the challenges of our task is the variety in
the entities to extract. Some of them, like BCTs are strings of text, others like ‘outcome value’ are numbers (usually
percentages). In addition, usually those relevant entities are mentioned only once in a paper, so the variety of context
from which a system can learn is limited.

In practice, we trained a named entity recognition model to extract RCTs listed in Table 1. We use BIO tagging for our
task, where B, I and O represent the beginning, inside and outside of an entity, respectively. We employ a BiLSTM-
CRF model, using the recent Flair framework33 based on the concatenation of the following embeddings: GloVe
(pre-trained on Wikipedia and Gigaword)34, flair news-forward and news-backward contextual string embeddings
(pre-trained on 1-billion word corpus). It is worth noting that annotations were created per document and, for each
annotated entity, a snippet of text that contains the annotated entity is also highlighted as the corresponding context

ihttps://www.abbyy.com/
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UL BCIO Class Entities Example annotation

Population

Mean age The mean age of participants in the smoke-less-app group was 45
Proportion identifying as female gender Sixty-one participants (65.6% female; mean age of 47.3 years)...
Proportion identifying as male gender Seventy (62%) participants were female and 43 (38%) were male
Proportion identifying as
belonging to a specific ethnic group Latinos accounted for 83.4% (n = 371) of the participants
Proportion belonging to
specified individual income category 15% of participants have annual incomes of <£10000
Proportion belonging to specified
family or household income category 15% of participants had household annual incomes of <£10000
Mean number of years in education completed Participants had completed 10 years of education on average.
Proportion achieved university or college 60% of participants had obtained university degrees.
Proportion employed In the intervention group, 75% of participants were in paid employment.
Aggregate relationship status 60% of participants reported being single or never married
Proportion in a legal marriage or union Most participants (95%) were married.
Aggregate patient role [...] a smoking cessation intervention for hospital patients with COPD.
Aggregate health status type [...] a smoking cessation intervention for hospital patients with COPD.
Mean number of times tobacco used Participants smoked on average 20 cigarettes per day.

Setting

Country of intervention The intervention took place in 18 GP clinics in Greater Manchester, UK.
Lower-level geographical region [...] took place in 18 GP clinics in Greater Manchester, UK.
Healthcare facility [...] health centre within easy access of participant’s homes.
Hospital facility Hospital inpatients were given brief advice at their hospital bedside
Doctor-led primary care facility The intervention took place in 18 GP clinics in Greater Manchester, UK.

Outcome behaviour

Smoking We measured smoking cessation through a self-report questionnaire.
Longest follow up [...] smoking status at 1 month,[...], 12 month follow-up points.
Self report Smoking status was assessed via a self-report questionnaire
Biochemical verification Abstinence was defined as expired CO below 10ppm
Outcome value 54% of participants were biochemically verified abstinent at 6 months [...]

Effect estimate
Odds Ratio Odds ratios were calculated to test the effectiveness [...]
Effect size estimate The intervention was effective (OR 1.07, (0.47, 0.9)
Effect size p value The intervention was effective (OR 1.07, (0.47, 0.9), p<0.05)

Delivery

Face to face the three interventions consisted of ten 90-min sessions
Distance counselling included an initial intake and counselling phone call
Printed material All five booklets compared in this study were identical
Digital content type Patients also received [...] and a relaxation audio tape.
Website / Computer Program / App [...] plus access to a smoking cessation website [...]
Somatic Those who smoked were offered nicotine replacement therapy
Patch [...] in the form of the nicotine patch
Pill Participants began taking one pill (150-mg of bupropion SR or placebo)[...]
Individual Participants [...] received up to four one-on-one sessions [...]
Group-based All participants received 10 weeks of group-based CBT [...]

Source

Health Professional All patients attended a 30-min individual counselling by the study nurse.
Psychologist Therapists were a male clinical psychologist [...]
Researcher not otherwise specified All instructions were provided by trained research assistants [...]
Interventionist not otherwise specified Two patient navigators received 10 hours [...]
Expertise of Source Counsellors were three Master’s-level professionals

Reach Individual-level allocated Smokers (n = 94) from 26 states [...]
Individual-level analysed Psychodrama group (n= 61) Control group (n= 52).

Content - BCT

1.1.Goal setting (behavior) During the counselling sessions, [...] solutions, set a goal to quit [...]
1.2 Problem solving [...] encouraged to reflect on barriers to change and identify solutions,
1.4 Action planning [...] come up with a detailed action plan to help them quit
2.2 Feedback on behaviour [...] GPs gave participants feedback on their current smoking levels
2.3 Self-monitoring of behavior [...] to closely monitor their smoking [...]
3.1 Social support (unspecified) During the counselling sessions, [...]
4.1 Instruction on how to perform the behavior In addition to being offered NRT and a quit smoking self-help guide, [...]
4.5. Advise to change behavior [...] participants were advised to quit,[...]
5.1 Information about health consequences [...] informed of the negative health effects of smoking ,[...]
5.3 Information about social
and environmental consequences [...] social impact of smoking, and were informed [...]
11.1 Pharmacological support In addition to being offered NRT [...]
11.2 Reduce negative emotions [...] informed about meditation as a useful stress-reduction tool.

Table 1: Extracted entities grouped according to the higher level ontology classes with example annotation. Bold-face
text represents the annotated text within its context (which is truncated to fit the table width).
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Figure 2: Knowledge extraction module workflow

(Table 1). One of the challenges is that 40% of the information to be extracted occurs in tables. Since tables usually
exhibit diverse formatting structures across a collection, it is particularly difficult to correctly extract the values from
them. To overcome this issue, we transform the content, structured in table format, into text. Specifically, to generate
the training instances for our model, we first generate pseudo-sentences for each table element transforming every cell
in a table in the following format: < rowheader > of < columnheader > has a value of < cellvalue >. We then
map all annotated entities back to their contexts in the BIO tagging format.

During the inference stage, given a test document in PDF, we first extract all sentences from the document. We then
augment this with the pseudo-sentences generated from each table. Next, we apply the trained model to these sentences
(both original and pseudo) to extract the RCT entities.

We also extract arm names as one of the entities. Once the list of potential arm name mentions and the list of entities
are extracted the arm associator module creates tuples of<armName,entity>, by detecting, for each entity, the closest
instance of an arm name in a window of size t (t is set empirically). If no instance of arm name is found, the entity is
associated to the default arm. The default arm indicates that the entity value is common to all arms in the study.

Since each arm can have many mentions in the RCT report, we need to cluster the arm name mentions and as a
consequence the associated extracted entities. We use a complete-link clustering algorithm where the similarity of two
clusters is the similarity of their most dissimilar members35. We cluster the different arm names into n classes with n
corresponding to the number of arms. n is detected by exploiting the common pattern that authors often use to indicate
the number of groups, e.g., ′into/in′ + n+ groups and extracting the value n corresponding to the number of arms.
In the end, for each cluster, the more frequent arm name mention is elected as cluster label.

It is worth noting that associating predicted entities to the corresponding arm names is a very challenging problem.
The task requires performing cross-sentence information extraction and inference. It is left to future work to explore
novel arm association methodologies.

4.2 Knowledge Extraction Evaluation

In this section, we describe how we test the knowledge extraction module. We use the corpus described in Section 3
and focus on extracting the 57 entities mentioned there (plus the arm names). We split the corpus into training and test
sets so that we can learn an extraction model on the training data and then test that model with unseen test data. We
have 300 PDFs in training and 97 in test, while 10 reports were excluded that did not have relevant annotationj. After
training the BiLSTM-CRF model on the 300 RCTs of the training set, we extract entities from the test set and evaluate
whether the extracted entities are correct or not. We compare our model with an unsupervised rule-based baseline36,
which involves first, retrieving passages that are more likely to contain a relevant entity, and then extract the value
within this passage using a series of ad-hoc extractors based on pattern matching and regular expressions. Our choice
of baseline is motivated by previous work37 showing that an unsupervised approach (i.e., without machine learning
but using expert queries) performs well against supervised and semi-supervised approaches. Our goal in this work is
not to optimize the machine learning approach but show that the system we propose, automatic information extraction
feeding into a prediction system, is a viable alternative to handcrafted manual approaches.

jThe dataset is available at https://github.com/HumanBehaviourChangeProject/Info-extract/blob/master/
HBCP-Corpus.zip and more details about the dataset are provided by Bonin et al.28
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Rule-based Flair (w/o Table) Flair (w/ Table)
Upper level ontology Prec Rec F1 Prec Rec F1 Prec Rec F1

Population 14.37 29.40 17.33 17.24 13.88 11.21 27.42 31.99 25.51
Content 41.37 83.33 53.04 60.61 55.89 53.62 57.97 59.00 56.52
Source 14.25 12.72 12.11 19.13 11.37 13.41 21.52 17.28 17.86
Delivery 17.89 24.75 15.74 55.14 38.30 37.25 50.10 48.08 46.37
Outcome Behaviour 22.18 26.65 23.93 43.00 53.48 44.43 37.63 64.62 44.92
Effect estimate 28.87 41.42 33.86 31.75 40.92 32.51 28.55 47.07 31.70
Reach 29.92 48.74 37.07 11.17 21.71 14.74 9.92 14.94 11.92
Overall 24.12 38.14 27.58 34.00 33.65 29.60 33.30 40.42 33.55

Table 2: Mean precision, recall, and F1 per upper level ontology for the Flair model trained with (w/ Table) and
without the pseudo-sentences from tables (w/o Table) compared with the unsupervised rule-based baseline. Macro-
averages are used for precision, recall, and F1 of presence value-type attributes.

Table 2 reports arm-agnostic performance, grouped by upper level ontology categories, for the baseline and the Flair
approaches. For the Flair approach we report both results of the model trained with and without the table pseudo-
sentences. For each value attribute, recall is calculated as the number of attributes where the target values are correctly
predicted divided by the number of these annotated attributes. Precision is calculated as the number of predicted
attributes with correct values out of all the ones predicted for this attribute. F1 score is the harmonic mean of the
precision and recall. The attributes listed in Table 1 are associated with different value types. For example, content
entities (e.g., BCTs) are Boolean variables ({0, 1}) denoting the presence or absence of the entity in the arm, while
the population and outcome behavior attributes are real numbers. The matching criteria for true positives therefore
depends on the type of attribute, e.g., Boolean values must match true or false for presence, but mean age can match
the real value to a given level of precision.

From Table 2, we observe that the supervised machine learning approach (Flair) outperforms the rule-based one
in almost all the upper level categories (with some exceptions, such as Effect estimate and Reach, for which there
exists only a small number of annotations). In addition, we notice that using the table contents for training the
model improves the results. Specifically, table content makes a difference for those entities, such as outcome value or
population, that are often reported in table format. As expected, recall is higher for Flair with table sentences because
it can recover more annotation, but this is at the expense of precision, which is generally better without tables. Recall
is better still with the rule-based approach, which could be altered to have even better coverage, however the current
baseline strikes a balance between precision and recall.

The F1 results, even with our state-of-the-art statistical approach remain fairly low. There are a few contributing
factors, some of which we are addressing in future work. The entity extraction is a feasible, but still quite difficult task
as evidenced by the IRR in Section 3. The heterogeneity of the entity representation make it difficult to learn without
sufficient data. We also note that current results come from a unique trained model, but improvements are possible
when training dedicated models. It remains the case that the supervised approach presents two main advantages 1) it
is more flexible and scalable, as in it can learn new context, given new documents, and 2) it shows better results for
the majority of the entities.

4.3 Knowledge Prediction Methodology

After extracting relevant information from each study arm of an RCT on smoking cessation, we use it as input to
predict outcome values, i.e., the percentage of people who stopped smoking. The aim is to provide a user with an
estimated prediction of the success of a set of BCTs on a specific population with a given set of outcome qualifiers,
particularly useful for situations where no RCT with the given situation exists. To obtain the outcome value predictions,
we employ a regression based approach, which models the outputs, y ∈ R, as a function φ of input vectors x of feature
values. Given a training set of feature vectors associated with the outcome values, the function φ can be estimated
with standard approaches such as minimizing the hinge-loss (for SVM). Specifically, in our experiments, we employed
SVM as our regression approach (i.e., Support Vector Regression (SVR)38) because it can handle any non-linearities
to be introduced for estimating the regression coefficients. One of the rationales for employing feature-based models
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Trained with RMSE MAE

Ground truth 11.99 8.53
RB extraction 12.96 9.03
Flair extraction 12.78 8.94

Table 3: Comparison of outcome prediction as a regression problem, using different training sets. For both RMSE
and MAE, a lower value indicates a more effective outcome prediction.

in our study (over data-driven ones) is that, firstly, the feature-based models are more conducive to debugging and
explanations (e.g., by observing what set of input features are strongly correlated with the output values), and secondly,
they can be trained on small quantities of data (which is the situation in our case). We also experimented with other
regression models but they were exhibiting the same trends as SVM, so, in this paper, we chose to focus on comparing
configurations of the training data rather than of the machine learning algorithms.

A feature vector x, in our regression experiments, is constructed with all the entities corresponding to one arm of one
study. The entities can be numerical or categorical, in which case they are turned into numerical values, e.g., a BCT is
treated as a categorical variable with two values, namely {0, 1}. To give specific details about the experiment setting,
the total number of features (dimensions of the input vectors) is 168, whereas the total number of instances used in
our experiments is 819, which we split into a 4:1 ratio of train and test, respectively. The outcome values, which
correspond to the percentage of people who stopped smoking, were normalized in the range [0, 1], the mean being
0.16. We conduct the regression experiments under three settings, each using a different training sets:

• with ground-truth input features and outcome values;
• with input features and outcome values automatically extracted using the baseline rule-based system (RB);
• with input features and outcome values automatically extracted using Flair.

The objective is to investigate to which extent the automatic extraction process (Section 4.1) affects the effectiveness
of outcome value prediction. Predicting from automatically extracted input indeed corresponds to the realistic scenario
where the prediction system can be regularly re-trained using the most recent publications in the field without going
through a long and costly manual annotation process first.

4.4 Knowledge Prediction Evaluation

Table 3 presents the results of our experiments. We use standard metrics for regression: root mean square error
(RMSE)k and mean absolute error (MAE)l, both evaluated using the ground-truth outcome values of the test instances.
In all cases, the SVM parameters are identical: the regularization parameter (c - higher values prevent over-fitting on
the training set) and the kernel width (γ - lower values associate more importance to local effects in the input feature
space) are both set to 0.1, determined by a grid-search we conducted using the ground-truth input and outcome values.

As expected, the best prediction is obtained by the model trained on the ground-truth entities, that uses manually
annotated data. However, the performance gap between the model trained on ground truth data and the models trained
on automatically extracted data is small. The only small increase in error for the systems trained on automatically
extracted entities indicates that we can output predictions of comparable quality without needing to manually annotate
an ever increasing quantity of new studies. We also note that the prediction systems trained on automatically extracted
entities have a similar performance drop compared to ground-truth training, but we still note that the model trained
on Flair extractions, which was our better approach in the task of extraction (Section 4.1), performs better than the
rule-based baseline on the downstream task of outcome value prediction.

5 Conclusions and Future Work

In this paper, we presented a novel methodology based on information extraction and prediction models to extract
relevant information from RCTs and predict potential outcome values on unseen setting scenarios in the domain of

kRMSE measures how spread out these residuals are with respect to the actual values.
lMAE measures the absolute value of the difference between the predicted and the ground-truth outcome values.
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behavior change for smoking cessation. We showed that statistical information extraction approaches can be used to
extract a wide variety of behavior change entities, with the advantage of being more adaptable to new contexts and
new data than rule-based approaches. We also showed that the data automatically extracted can be used to train a
prediction model for the identification of outcome values with similar performance to the one trained on manually-
extracted entities. The work described in this paper is part of an ongoing effort, where we are focusing on improving
the effectiveness of both components. Future works along this direction could involve improving the arm association,
extracting multiple outcome values at different follow-up points and incorporating text information from documents
to further improve outcome value prediction.
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