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Abstract—Marine growth has been observed to cause a drop in
the horizontal and vertical velocities of underwater gliders, thus
making them unresponsive and needing immediate recovery. Cur-
rently, no strategies exist to correctly identify the onset of marine
growth for gliders and only limited data sets of biofouled hulls
exist. Here, a field test has been conducted to first investigate the
impact of marine growth on the dynamics and power consumption
of underwater gliders and then design an anomaly detection system
for high levels of biofouling. A Slocum glider was deployed first for
eight days with drag stimulators to imitate severe biofouling; then,
the vehicle was redeployed with no additions to the hull for further
20 days. The mimicked biofouling caused a speed reduction due to
a significant increase in drag. Additionally, the lower speed causes
the steady-state flight stage to last longer and the rudder to become
less responsive; hence, marine growth results in a shortening of
deployment duration through an increase in power consumption.
As actual biofouling due to p. pollicipes occurred during the second
deployment, it is possible to develop and test a system that suc-
cessfully detects and identifies high levels of marine growth on the
glider, blending model- and data-based solutions using steady-state
flight data. The system will greatly help pilots replan missions to
safely recover the vehicle if significant biofouling is detected.

Index Terms—Biofouling, condition monitoring, fault detection,
marine growth, underwater glider (UG).

1. INTRODUCTION

NDERWATER gliders (UGs) are a type of autonomous
U underwater vehicle (AUV), which are designed for long-
term observation of key physical oceanographic parameters [1].
The vehicles profile vertically through the water by changing
their buoyancy through a variable buoyancy device (VBD), with
wings generating a forward-motion component. Their simple
propulsion system, which consists of the VBD, pitch control,
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and either roll control or a rudder, is highly efficient. Therefore,
although they operate at low velocities (=0.3 m/s), the UGs can
be deployed for several months at a time.

The long deployment duration, in addition to regular surfacing
to send data and receive new commands by satellite, can result in
significant marine growth problems [2]. This issue is particular
pronounced in shallow, warm, or tropical waters. Implementing
design solutions to reduce the impact of biofouling, e.g., the
use of antifouling paints and filling between the hull sections;
or operational solutions, e.g., reducing the amount of time the
vehicle spends in waters shallower than 150 m, has proven gen-
erally effective to reduce, although not fully avoid, the problem.
Marine growth results in an increase in the mass and mass of the
glider, and a significant drop in speed. Therefore, biofouling can
represent a severe operational problem, with the vehicle possibly
needing premature retrieval at sea.

While some researchers have investigated the impact of ma-
rine growth on glider performance from field measurements,
to date, there have been no systems developed to expressly
detect and track marine growth for AUVs in real time. For
instance, Haldeman, er al. [2] detected a significant drop in
the vertical velocity of the glider due to biofouling from a
4-month-long deployment in the South Atlantic. Marine growth
was observed in [3] to cause an increase in the drag coefficient
and of 1° in the angle of attack for the same pitch command for
a glider deployment in the Indian Ocean lasting 7 months. Other
researchers have investigated the impact of marine growth on
glider performance using numerical approaches only. For exam-
ple, medium-to-severe biofouling levels could cause a decrease
in the lift coefficient of up to 40% and an increase in the drag
coefficient of 90% [4] on lifting bodies.

To achieve a fully functional marine growth detection and
isolation system, it would need be either embedded within the
vehicle’s software or operated remotely with the decimated
data sent by the vehicle ashore via satellite after every dive.
A remote condition monitoring system seems most appropri-
ate, since onboard computational power is limited and power
consumption should be reduced to a minimum to lengthen the
mission duration [5].

It is possible to differentiate condition monitoring strategies
into model- and data-based diagnostics [6]. While the former use
dynamic models of the physical system, the latter analyze the
sensor data. Model-based methods are more suitable for condi-
tion monitoring of new systems with limited data, whereas data-
driven approaches are more general and can improve accuracy
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significantly if large amounts of data are available. Hong et al. [7]
summarized model-based condition monitoring solutions with a
focus on applications to strongly nonlinear and coupled systems.
Reviews for machine learning and deep learning diagnostics
could be found in [6] and [8] with a focus on machinery, and in
[9] with a focus on wind energy.

Specifically for AUVs, most studies on fault detection and
isolation focus on thrusters, inclusive of model-based solu-
tions [10], radial basis function networks [11], Gaussian particle
filter [12], and artificial immune system [13]. Harris [ 14] applied
clustering solutions to identify a greater range of faults with
unsupervised learning. Raanan et al. [15]-[17] introduced an
automatic fault-detection system for long-range AUVs simi-
lar to UGs based on Bayesian nonparametric topic modeling
techniques. The nearest neighbor classifier was found to be
especially highly accurate over two different test sets. In [18]
and [19], model-based methods were used to detect the loss of
a wing and high levels of marine growth specifically for UGs.
Here, the second study is extended with the design of data-driven
solutions for the detection and isolation of marine growth on
UGs.

This article describes field tests run as part of an EU Marine
Robots Transnational Access (TNA) project to investigate the
change in the dynamics of a Slocum G2 UG under simulated
high levels of marine growth. In [2], it was clear that biofouling
due to p. pollicipes could be severe and was represented by the
growth of the shellfish along the junctions between different
hull sections on a Slocum UG. Hence, marine growth will be
simulated for the first time through rings with model molluscs
attached to them, in a similar way to studs drag stimulators being
used to induced turbulent flow in model ship scaled resistance
tests [20]. As a result, the impact of biofouling on the dynamics,
rudder performance, power consumption, and cost of transport
(COT) of UGs will be investigated for the first time.

The data from the field test are then used to develop a new
system that helps pilots detect and track the onset of marine
growth. The tool merges the response of the UGs dynamic
model in the vertical plane under steady-state conditions and an
alternative data-based solution. As the collected data are limited
to only two deployments of UG lasting less than one month
combined, ensembles of regression trees are preferred over deep
learning solutions due to their higher performance with small
data sets [21]. Random forests have successfully been used for
fault detection of steady-state faults [22]. Here, ensemble of
regression trees are used for the first time to detect the onset of
high levels of marine growth on UGs by tracking the residual
of the predicted vertical velocity of the vehicle in the water.
The residuals are used as input to a nearest neighbors clustering
algorithm in addition to the AUVs drag coefficient estimated by
a dynamic model to introduce a novel method for the detection,
isolation, and identification of biofouling on UGs. The system is
validated during a deployment presenting natural marine growth.

In Section II, the field test is described. Then, the marine
growth detection and isolation system are developed. Finally,
results are used to discuss the method’s performance and its
implications for UG operations.
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Fig. 1.

Slocum G2 operated by PLOCAN.

II. MARINE GROWTH FIELD TEST
A. Deployment Description

Slocum is a type of UG manufactured by Teledyne Webb
Research that has been in operation since the late 1990s [23],
[24]. In this field test, the Slocum G2 UG operated by PLOCAN,
as showninFig. I, was employed (unit 492). The main actuator is
the VBD (see Fig. 2), which consists of an oil bladder that can be
extended or retracted from the pressure hull. When the bladder is
outside the pressure hull, the vehicle’s displacement and, thus,
its net buoyancy increase and vice versa. Pitch is controlled
by shifting the position of one movable battery pack with a
dedicated mechanism. Yaw is controlled through a rudder, which
is magnetically coupled to a servomotor to avoid an opening in
the pressure hull.

As can be seen in Fig. 2, Slocums can perform multiple “yos”
per dive (two in this particular case), i.e., the vehicle can sample
the water column multiple times before returning to the surface
to send and receive data by satellite and get a new position
fix [25]. In particular, the minimum depth that the glider reaches
between yos can be set to be lower than the surface to avoid
marine traffic and reduce biofouling [2]. The data sent ashore
need to be decimated to reduce the time that the vehicle spends
on the surface, the power expenditure, and the actual financial
cost associated with the transmission of the data by satellite
(specifically, via Iridium). The data usually include the vehicle’s
orientation, its depth (from which the vertical velocity can be
obtained), the actuator’s signals, the capacity and voltage of the
battery, the estimated location, samples of the scientific data of
interest, and warnings from onboard health monitoring systems.

The data signals of interest from this field test are shown in
Table I, in addition to the respective raw and decimated sample
rates. Note that Slocums have two onboard central processing
units (CPU): the navigation and scientific computers. The water
conductivity, pressure, and temperature come from the scientific
CPU, while all other variables from the navigation CPU. The
navigation CPU is also connected to a pressure sensor that
is used to estimate the vehicle’s depth. In this field test, the
only scientific sensor connected to the UGs scientific bay is the
Seabird Scientific CTD sensor.

Example time series data for a typical dive cycle can be seen in
Fig. 3. The vertical position of the vehicle in the water column
(positive upward) is indicated by z, which is measured by an
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Fig.2. Concept of operation of the UG. The drawing is not to scale: The vehicle operated in depths up to 1000 m deep and with the pitch angle ranging from 15°
to 30°.
TABLE I 0
SAMPLE RATES OF THE DATA SIGNALS OF INTEREST
: ; £ 100} ]
Signal Raw [s] Decimated [s] N
Battery capacity 60 60 0
Battery position 5 180 0 1000 2000 3000 4000 5000 6000 7000 8000
Battery voltage 60 60 (a)
Depth 5 15 % ; ; ——
Heading 5 30 = 200 il
Pitch 5 30 SO ,
Rudder angle 5 60 = — 10z
VBD volume 5 180 § 1 ‘ ‘ ‘ ‘ l N el
Water Conductivity 5 24 N 0 1000 2000 3000 4000 5000 6000 7000 8000
Water pressure (navigation) 5 15 ®)
Water pressure (scientific) 5 24 _ 100 ‘ T
Water temperature 5 24 g _drmmT e NI N St
= — — 100
. . . . . . -1 1 1 1 1 1 1 T
onboard pressure sensor. Its time-derivative yields Z, the vertical “0 T Tl 200 00 400 000 o0 7000 5000
velocity. The actuators’ control signals are the volume of the
VBD V1,4, the position of the moving battery pack x1,, and the _
rudder angle d,. The roll ¢ and pitch 6 angles are measured by T Z’
tilt sensors, whereas a compass indicates the heading angle . w —
Here, the difference of the instantaneous yaw angle and the mean !
yaw angle over the whole dive ) is used to favor the body-fixed 20 ‘ ‘

over the inertial reference frame.

The field test actually comprised two separate deployments
run with the same vehicle sequentially off the coast of Gran
Canaria, as shown in Fig. 4. During the first deployment, the
UG was deployed from February 17 to 26, 2020, off the east
coast of the island after being covered with drag stimulators to
mimic high levels of marine growth. In this test, the maximum
depth was capped at 200 m to avoid possible structural and/or
hydrostatic problems with the stimulators.

On February 26, the vehicle was recovered, the drag stim-
ulators removed, and then the vehicle redeployed until March
17, 2020. During this deployment, the depth was increased to
1000 m. While the scope of the first deployment was to provide
a data set of a heavily biofouled glider, the second deployment
had a scientific goal. By sharing the two sets, it has been possible
to have data for the same glider with both a clean and a biofouled
hull.

I I I
4000 5000 7000

(d)

Time [s]

I I
0 1000 2000 3000 6000 8000

Fig. 3. Variation with time of the (a) vertical position, (b) vertical velocity
and VBD volume, (c) pitch angle and battery position, and (d) yaw and rudder
angles for a typical dive profile with three yos.

After the first few test dives with a single yo, the number of
yos per dive was set to three during both deployments, as shown
in Fig. 3. Both missions were constrained by time rather than
battery energy. Hence, the full VBD capacity has been used
to increase the UGs speed in the water at the expense of the
higher energy cost. Thus, the magnitudes of the VBD volume
and pitch angle were set to 260 cm?® and 26°, respectively, for
most dives. To increase the range of the vertical velocity and
pitch angle, a few dives were run with combinations of a VBD
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Fig. 4. Map of the two deployments.

volume of —200 cm? and —260 cm? in descents and pitch angles
with a magnitude of 18°, 26°, and 30°. In ascents, the full VBD
capacity of +260 cm® was used at all times because of a perceived
potential risk that the drag stimulators would compress with
depth, thus contributing to a loss of net buoyancy.

B. Drag Stimulators

As described in [2], some of the most common occurrences
of severe biofouling on UGs consist of the growth of shellfish
(in particular p. pollicipes) on the nose and at the edges of the
cylindrical sections of the hull. While the area around the nose
presents lower flow speed due to the higher pressure associated
with the front stagnation point, the junction of the cylindrical
hull sections offers good grasping points for the roots of the
shellfish larvae. Shallow dives, i.e., with a depth shallower than
200 m, in warm waters have been found to especially contribute
to marine growth. The main indicator of marine growth is a drop
in the UGs vertical velocity for the same VBD volume and pitch
angle settings.

In this study, artificial drag stimulators were designed and
built to simulate high levels of marine growth as observed
in [2]. In particular, a concept similar to drag stimulators to
induce turbulent flow in ship model testing was envisaged [20].
Biofouling is expected to mostly impact the drag and net buoy-
ancy of the vehicle. However, the change in net buoyancy is
difficult to quantify and the UG had to be redeployed straight
after the removal of the drag stimulators. Hence, to avoid serious
ballasting challenges associated with two vehicle configurations,
the drag stimulators have been designed to be approximately
neutrally buoyant.

The final design of the drag stimulators can be seen in Fig. 5,
as highlighted by the red boxes. In total, three drag stimulator
belts were connected to the UG, each consisting of the following.

1) One 780-mm x 9-mm nylon cable tie.

2) Heat shrink covers to increase friction with the hull and

prevents the ties from creeping along the hull in water; the

IEEE JOURNAL OF OCEANIC ENGINEERING

Fig. 5. Drag stimulators (highlighted by red boxes) added to the Slocum UG
to simulate extreme levels of marine growth.

TABLE 1T
MASS, DISPLACED VOLUME, AND ORIENTATION OF THE DRAG STIMULATORS

drag stimulator mass [g] volume [cm®] orientation

Front 52.39+0.5 40 +£ 10 back-facing
Middle 33.53+£0.5 25+ 10 forward-facing

Aft 33.67£0.5 25 £ 10 back-facing

heat shrink is split into three parts to avoid contact with
the two frames of the UGs trolley.

3) Ten 3-D-printed 40-mm-long mussels, each of which is
connected to the cable tie at 50-mm intervals through
high strength fishing line passing through two drilled
small holes. The front drag stimulator presents ten folded,
40-mm-wide neoprene strips instead of the 3-D-printed
shells.

Although 3-D-printed parts have been used successfully in
very deep waters [26], little information could be found on the
use of parts built with selective laser sintering using Polyamide
12. Hence, dives with drag stimulators were capped to a maxi-
mum depth of 200 m for precaution.

Table II shows the total mass and displaced volume of each
drag stimulator. As can be seen, the precision of the volume
measurement is much lower than for the mass measurement.
However, the drag stimulators are close to neutrally buoyant
in the expected water density of the deployment site (approxi-
mately 1.027 g/cm3).

During transport of the UG to the deployment site, one 3-D-
printed shell was lost from the middle drag stimulator. Hence,
during the field test, the middle belt had only nine shells.

C. Steady-State Dynamic Model

The free-body diagram of the equilibrium condition for the
steady-state flight is shown in Fig. 6(a) and (b) for descents and
ascents, respectively. B indicates the net buoyancy, L the lift,
and D the drag force. U is the surge velocity component in the
body-fixed frame, 6 the pitch, « the attack, and /3 the glide-path
angles. The glide-path angle indicates the angle of the flight path

Authorized licensed use limited to: University College London. Downloaded on June 23,2021 at 16:12:12 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ANDERLINI et al.: MARINE GROWTH DETECTION SYSTEM FOR UNDERWATER GLIDERS 5

Descent

(b)

Fig. 6. Free-body diagram showing the forces acting on the UG in the vertical
plane under steady-state conditions.

in the inertial reference system and is obtained from the sum of
the pitch and attack angles: 8 = 6 + «.

In both descents and ascents, the balance of forces yields [27],
(28]

B — Lcosf3— Dsinf =0. (1)

According to the standard dynamic model for Slocum UGs
under steady-state conditions [28], the drag and lift forces can
be modeled as

1

L= §kLapSU2 2)
1

D= 3 (kp,o + kp.La?) pSU? 3)

where p is the water density, S is the wetted surface area, ki,
kp,o, and kp 1, are constants used to compute the lift and drag
profile and induced drag. The water density is obtained from
the water pressure, salinity, and temperature using the Gibbs
Seawater Toolbox [29]. These properties are measured by the
CTD sensor onboard the glider.

The net buoyancy force can be computed as

B=g{-m+p[Vo(1—ep+ar(T—"Tp))+ Vibal} +6B
“)
where ¢ is the gravitational acceleration, m is the UG mass,
Vh its reference volume, €. the absolute compressibility of the
pressure hull, and a7 its thermal expansivity, with the reference
temperature 7j. The values for the parameters can be found in
Table III. p is the water pressure and 71" its temperature. The
offset in the net buoyancy d B is added over [28] to account for
possible ballasting problems caused by the drag stimulators.
Substituting (2)—(4) into (1), it is possible to express the
vertical velocity predicted by the model z,,, as follows [28]:

im = VU2 sin 8 (5)

where

5 Bsin 8
~0.5pS (kpyo + kp,La?)

(6)

TABLE III
SUMMARY OF THE FIXED MODEL PARAMETERS

parameter value units source

g 9.81 [m/s?] 28]

S 0.1 [m?] (28]

€ 6.4 x 1075 [dbar~!] manufacturer
ar 53 x 107  [°C7!]  manufacturer
m 58.2428 [kg] ballasting
Vo 56,730 [cm?] ballasting
Ty 19.43 [°C ballasting

_ kpo+ kpLo?
kr, tan (53)

Equation (7) requires an iterative solution. Additionally, an
optimization needs to be run to find the hydrodynamic parame-
ters specific to the UG. The cost function is expressed as

@)

I J
1 . . 2\ i g
J= YE:(zi—zm) VieR|+ D> jVi¢R|. (3

i=1 j=1

In (8), ¢ indicate all points for which a numeric cost value is
obtained, so that z; is the actual and Z,,, ; the modeled vertical
velocity of the UG for the ith point. j indicates all points for
which U? < 0. Imposing an additional cost on the number of
nonnumeric values speeds up convergence as compared with
that in the work by Merckelbach et al. [28].

Here, a global search optimization is run to find the desired
parameters for each deployment: k1, kpo, kp,z, and 0B. A
scatter search [30] is used to generate trial points within the
search space from which a constrained, nonlinear programming
solution is found based on a trust region method based on
interior point techniques [31]. The scatter search algorithm
then assesses the cost function of the solutions to update the
trial points and continue the minimization until convergence
onto the global optimum. The MATLAB GlobalSearch and
Jfmincon tools were used in the practical implementation, with
default settings. The lift, drag, induced drag, and buoyancy offset
values were constrained to kz, € [0,25] rad~!, kp o € [0,0.4],
kp.r €[0,12] rad 2, and 6 B € [—3, 3] N, respectively.

D. Power-Consumption Analysis

The impact of marine growth on the power consumption of the
UG can also be analyzed. In general, it is possible to identify five
main operational stages that will contribute to different power
consumption profiles, which are shown in Fig. 2.

Stage 1) Communications. When the UG is on the surface
before and after each dive, satellite communications
drive the power consumption.

Surface—actuation. As shown in Fig. 3, there is an
actuation stage during which the VBD is retracted
and the battery pack is shifted forward to initiate a
descent.

Descent—steady-state conditions. During descent,
the UG dives under steady-state conditions.
Apogee—actuation. At the apogee, the VBD is ex-
tended and the battery pack is shifted aft to initiate
the ascent.

Stage 2)

Stage 3)

Stage 4)
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Fig. 7. Diagram of the new marine detection system.

Stage 5) Ascent—steady-state conditions. During ascent, the
UG climbs under steady-state conditions.

The last four stages will repeat for every yo in a dive.

The data are cleaned to obtain the energy consumption (from
the signal of the battery capacity and voltage) and duration of
each stage for all dives and yos. As Stage 1 (communications)
happens only once per dive while the other ones once per yo, the
energy consumption and duration of the first stage are repeated
for all yos to express the data in a table format. One set of data
is obtained for the clean hull and one for the severely biofouled
hull. The energy consumption and duration of the telemetry stage
(Stage 1) is a function of the amount of data that needs to be
transmitted by satellite. The energy consumption and duration
of the dynamic response stages (Stage 2 and Stage 4) are a
function of the change in the actuators’ settings. During the
two deployments, the glider was operated at maximum VBD
volume in both clean and biofouled conditions. Therefore, the
most noticeable changes due to marine growth were expected
under the steady-state operation (Stage 3 and Stage 5). Hence,
the data from the steady-state descents and ascents were merged
and subjected to further statistical analysis. Since the maximum
and minimum depths can have a large influence on the energy
consumption and duration of each steady-state stage, only data
from dives with similar maximum and minimum depths were
considered (up to 200 m).

First, an analysis of covariance (ANCOVA) [32] was run to
determine whether there is a significant difference in the mean
power consumption during steady-state conditions between the
clean and biofouled hull (Stage 3 and Stage 5). The analysis also
controls for the effect of the mean absolute VBD volume and
pitch angle during either the ascent or descent by studying the
dependence of the mean power consumption on these variables
through linear regression. A significance level of 99% was used.

If there is a significant difference in the mean power
consumption under steady-state conditions between clean and
biofouled hulls, this is likely to be due to higher actuation levels,

in particular, the pitch control and rudder mechanisms. Since
marine growth is known to result in a lower UG velocity [2], the
rudder will become less effective. Hence, the change in variance
of the rudder angle between clean and biofouled conditions is
also studied.

First, the Lilliefors test was run to test the null hypothesis
that the rudder angle during steady-state conditions is normally
distributed to a significance level of 99% for both sets [32]. If the
data are not normally distributed, then Levene’s quadratic test
was used to check whether the two data sets present different
variance to a significance level of 99%.

III. MARINE GROWTH DETECTION

A novel system was developed to detect and isolate marine
growth on UGs, as can be seen in Fig. 7. The tool was created and
tested offline using the data collected during the field test for a
Slocum G2. After successful testing, the trained fault detection
and isolation system can be applied online to notify pilots of
possible high levels of marine growth on the UG after each sur-
facing and satellite connection, e.g., through an over-the-horizon
command and control infrastructure, as described in [33].

For both offline training and online deployment, decimated
data sent remotely will be analyzed, so that the preprocessing
stages are identical. To improve the accuracy and robustness
of the system, both model- and data-based algorithms are used
to detect marine growth. A clustering algorithm is then used to
classify the UGs behavior as either normal or severely biofouled
using the drag coefficient estimated by the dynamic model and
the root-mean-square error (RMSE) of the machine learning
regression as input. The automated classification step reduces
reliance on rule-based solutions and their poor generalization.

Model-based diagnostics use a model constructed from in-
depth knowledge of the system dynamics and can be, thus,
applied on newly developed systems [5]. Conversely, data-based
solutions can be applied only after sufficient training data are
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available but can offer significant improvements in condition
monitoring accuracy [34]. The challenge for a data-based ap-
proach is the small size of the data set obtained in the field test,
which means that a machine learning strategy is preferable over
deep learning [21].

A. Preprocessing

UGs spend most of their descents and ascents in steady-state
flight. Hence, the complexity of the marine growth detection
system can be greatly reduced by using only data corresponding
to steady-state conditions. In this study, only decimated data sent
by satellite were considered. The UG was programmed remotely
at the start of the mission to ensure that the signals of interest
are presented in the files sent remotely. Hence, the data stored
in the .SBD and .TBD files for the navigation and scientific
CPUs, respectively, were converted from binary to ASCII format
using the Python dbdreader module. Afterward, the points were
imported into the MATLAB environment.

All dives with less than 10 sample points of the variables of
interest shown in Table I or with a maximum depth shallower
than 25 m were removed to ignore the trial dives at either the start
or end of each deployment. All signals were then resampled by
linear interpolation for exactly the same time stamps, with a time
step of 30 s. The navigation and scientific computers were synced
through the pressure signal, which is measured by both units.

The variables of interest, such as vertical velocity and water
density, were computed from the raw signals.

To reduce the transient effects caused by operations on the
surface and apogee, points within 10 m from the surface (or
the highest point of the ascent) and the maximum depth were
ignored. All points that present a nonnumeric value for any
signals were removed. Due to the large time step, it was difficult
to suitably identify dynamic effects during the descents and
ascents. Hence, all points in the cleaned depth range were
considered, which may cause some noise.

For the machine learning strategy, using the data values ex-
pressed in the physical units may result in bias toward values
with much higher mean or standard deviation values, e.g., the
VBD volume. Hence, for the data-based solutions, the input data
were standardized [35]. Conversely, the dimensional units were
used for the dynamic model.

Feature selection and engineering are specific to the machine
learning approach and will, thus, be covered in Section III-C.

B. Model-Based Diagnostics

The model-based diagnostics rely on the dynamic model and
global optimization described in Section II-C. However, the
range of all signals is much more limited over each dive than
over the whole deployment. Hence, the data regression may be
biased. Therefore, the optimization problem is reduced to finding
the drag coefficient kp ( and net buoyancy offset § B to halve the
dimensionality of the problem. The values of the lift and induced
drag coefficients are, thus, preset to values found in [28] and [27],
respectively: kr, = 7.5 and kp 1, = 3 for Slocum G2 UGs. The
optimization is then run for each dive with a moving window,

after the new decimated data are received once the UG surfaces
and establishes a connection. The drag coefficient can, then, be
tracked to identify rising levels of marine growth.

C. Data-Based Diagnostics

Machine learning strategies are becoming increasingly popu-
lar for condition monitoring [6]. The error between the predicted
and actual vertical velocity can be an effective anomaly indicator.
Hence, the detection of high levels of marine growth on UGs can
be simplified to estimating the vertical velocity in steady-state
flight with a machine learning algorithm. If the method is trained
with data from a UG with a clean hull, then the RMSE will
increase with biofouling levels. Hence, a classification algorithm
can then be used to differentiate conditions relating to a clean
and to a heavily biofouled hull.

The data set from the field test is relatively small: The de-
ployment with the drag stimulators presents 10 135 points while
the deployment with no additions to the hull 24 130 points.
Hence, machine learning algorithms are more suitable than deep
learning [21]. Decision regression trees are a powerful prediction
method, which exploit nonlinear relationships between inputs
and outputs. Decision trees rely on partitioning the data along
the predictor axes into subsets with homogeneous values of the
dependent variable [36]. The data segmentation occurs through
recursive binary splitting to reduce the residual sum of squares
of the prediction error. The splitting is repeated at each decision
node until a termination criterion is reached. The structure re-
sulting from the splits resembles a tree, with branches and leaves.
The predicted value is obtained from the mean value of training
observations in the region to which the test value belongs.

Individual decision trees tend to overfit the training data.
Hence, to improve generalization, the results from many re-
gression trees can be aggregated to reduce the bias toward
specific features of individual weak learners if their errors are
uncorrelated [37]. In particular, there are two aggregation strate-
gies: boosted and bootstrap-aggregated (or bagged) decision
trees [38]. An ensemble of many weak learners results in a strong
learner with higher prediction accuracy.

Boosting is an ensemble method where learners operate in
series. Hence, the first regression trees fit the data and its error
is fed to the following tree, which then fits the error from the
previous tree, and so on. The weight associated with higher
prediction errors is increased so that the ensemble model can
refine the prediction with learning. The boosting method can be
extended to gradient boosting by applying the gradient descent
algorithm to optimize any differentiable loss function. Here,
least-square boosting (LSBoost) is used, where the RMSE of
the prediction is to be minimized. At every step, the ensemble
fits a new tree to the difference between the observed response
and the aggregated prediction of all trees grown previously.

Conversely, bagging is an ensemble method where the learn-
ers operate in parallel. Random samples with replacement are se-
lected from the training set, and trees are fitted to these samples.
The results from all individual trees are, then, averaged to predict
the output values. The method is extended to random forests
by randomly selecting predictors for each decision split. This
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decorrelates the regression trees and improves the robustness of
the overall ensemble. Here, the number of predictors to select
at random for each split is equal to one-third of the number of
predictors.

While gradient boosting may result in greater precision,
random forests are less prone to overfitting [38]. Hence, both
methods are used in this article, using the MATLAB Machine
Learning toolbox implementation.

The variable to be predicted for the marine growth detection
is the vertical velocity for the steady-state conditions. To achieve
the same result, the dynamic model relies on the VBD volume,
the pitch angle, the battery position, the water density, pressure,
and temperature. Therefore, the input features for the machine
learning algorithms are 6, z}, and the following two engineered
features:

(9a)
(9b)

f1 = pViba
fo=pVo (1 —ep+ arp(T —1Tp)).

The first engineered feature f; describes the change in displaced
mass associated with the VBD, whereas the second feature f5 is
the change in displaced mass due to compressibility and thermal
expansivity effects.

The importance of all features is determined from the out-
of-bag error of the random forest model. By selecting random
samples with replacement, some observations are omitted for
each decision tree [38]. For each observation, the out-of-bag
prediction corresponds to the mean from all trees in the ensemble
for which the observation is out of bag. Hence, the mean-square
error of the out-of-bag predicted responses as compared with the
actual observations of the training set can be used to produce an
unbiased estimator of the actual error of the overall ensemble.
From the out-of-bag error of the random forest model trained on
the data with all features, only the pitch angle, battery position,
and the product of the water density and VBD volume are used as
features for the gradient boosting and random forest strategies.
These values are standardized using the statistics of the training
set before being used by the algorithms. The trained model is
able to deal with data outside the training set range after it is
deployed. However, if the data presents a different distribution,
the UGs behavior is likely to be flagged as anomalous. The
standardization reduces the impact of outliers as compared with
normalization.

The LSBoost and random forest models are trained using the
data from the first six days of the deployment of the UG with
no additions, i.e., the data corresponding to a clean hull. Cross-
validation and the out-of-bag errors are used to determine the
number of trees and minimum leaf size and reduce the risk of
overfitting.

D. Clustering Analysis

To improve the robustness of the marine growth detection
system to noise due to ocean currents and few points per dive
in the decimated data, the results from the model- and data-
based diagnostics are merged. In particular, the drag coefficient
and the RMSE from the random forest are used as input to a
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classification algorithm to reduce the specificity and bias of rule-
based solutions. To generalize the data collected in the field test
to other Slocum UGs, the drag coefficient and RMSE of the
random forest are standardized with the z-score, i.e., centered to
have a mean of 0 and standard deviation of 1, using the statistics
of the training set to reduce the importance of outliers.

The k-nearest neighbors (KNN) algorithm is used for the clas-
sification. The scheme is an instance-based learner that estimates
the output values by observing the & points closest to the input
data in the search space, using a specified distance metric [38].
Here, the Mahalanobis distance is used. When the nearest points
are found, a weighted sum of the k-nearest neighbors is taken to
yield the output prediction.

KNN is easy to implement and can be applied for both
supervised and unsupervised learning. In unsupervised learning,
the algorithm is used to identify clusters in the data. Hence,
it is highly suitable for the marine growth detection prob-
lem, since two distinct clusters are expected for the clean and
severely biofouled UG. The normalization and standardization
processes reduce the primary problem of the algorithm, namely
its susceptibility to the scale of the input features, since it is a
distance-based method. Although the KNN strategy has poor
scalability to large problems, the small data set of the field test
does not cause any issues. The MATLAB Machine Learning
toolbox implementation is used in this study.

E. Validation of the Anomaly Detection Algorithm

As shown in Fig. 7, the marine growth detection system is
subdivided into offline training and online deployment. Here,
the data from the deployments is used for the validation of the
algorithms with a number of steps.

First, an ensemble of bagged trees and an ensemble of boosted
trees are trained with the data for the first six days of the second
deployment, characterizing little to no biofouling conditions. In
particular, the steady-state data are split into disjoint training
and test subsets, each comprising 70% and 30% of the points,
respectively. For bagging, the chosen architecture consisting of
25 trees with a minimum leaf size of five is selected to minimize
the out-of-bag RMSE. For LSBoost, fivefold cross-validation is
used for hyperparameter selection. The chosen architecture has
100 learning cycles and uses least-squares boosting.

The RMSE of the ensemble of bagged regression trees, the
RMSE of the ensemble of boosted regression trees, and the drag
coefficient are used as input to the KNN clustering algorithm.
Here, the training set is increased to include the data for the
simulated high level of biofouling with drag stimulators in addi-
tion to the data for the clean hull. Note that only the data points
from the previously obtained set to test the regression methods
(i.e., 30% of all the samples from the first six days of the second
deployment) have been used in this second study in addition to all
data points for the deployment with mimicked biofouling. The
three input variables are thus standardized with respect to this
data set. To verify the performance of the clustering algorithm,
the data are split into disjoint training and test subsets, each
comprising 70% and 30% of the points, respectively. Fivefold

Authorized licensed use limited to: University College London. Downloaded on June 23,2021 at 16:12:12 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ANDERLINI et al.: MARINE GROWTH DETECTION SYSTEM FOR UNDERWATER GLIDERS

mean(|Z|) [m/s]

20

280

mean(|Vipa|) [em?]

200 | | |
0 5 10 15 20

Deployment Duration [days]

—e—no additions - descents —+— drag stimulators - descents
no additions - ascents drag stimulators - ascents

Fig. 8.  Variation with time of the (a) mean absolute vertical velocity and (b)
VBD volume in ascents and descents for both deployments.

cross-validation is employed for the KNN classification algo-
rithm.

The regression and classification methods are then applied
to the data for the second deployment, which includes data for
natural blossoming biofouling on the UG, to assess their gener-
alization performance with unseen data. However, note that the
data excludes the data belonging to the respective training sets.

IV. RESULTS AND DISCUSSION

In this section, first, the difference in the response of the UG
with a clean and a simulated severely biofouled hull is analyzed.
Then, the fault detection system is deployed to identify and track
marine growth during the run with the “clean” hull, i.e., with no
drag stimulators, due to actual natural biofouling.

Hence, there are three types of data in the analyzed de-
ployments: 1) clean hull with very little marine growth; 2)
simulated high levels of marine growth through drag stimula-
tors; and 3) real biofouling, corresponding to the end of the
second deployment. Note that in Section IV-A, the data for the
severely biofouled hull correspond to the simulated high levels
of biofouling with drag stimulators 2), while the data for actual
biofouling 3) are used to validate the anomaly detection system
in Section I'V-B. The real marine growth data 3) can be used to
update the comparison between the biofouled and clean hull in
the future.

A. Comparison Between Biofouled and Clean Glider

1) Data Averaged Over Each Dive: The variation with de-
ployment duration of the mean absolute vertical velocity, VBD
volume, pitch angle, and battery position can be seen in Figs. 8
and 9. Note that there are some discrepancies in the output values
for Vi1,q and 0 from the input settings due to the calibration of the
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Fig.9. Variation with time of the (a) mean absolute pitch angle and (b) battery
position in ascents and descents for both deployments.
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Fig. 10.  Variation with (a) time of the mean yaw and (b) rudder angles volume

in ascents and descents for both deployments.

parameters of the control system on the glider. Fig. 10 shows the
variation with deployment duration of the mean yaw and rudder
angles. The data from the last two days of the deployment with no
additions to the UGs hull are ignored, since points were stored
only for descents to reduce data transmission costs while the
vehicle was waiting on station for retrieval due to the Covid-19
outbreak.

From Fig. 8(b), it is clear that full VBD volume has been
used for the ascents for safety reasons, while a lower volume
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Fig. 11.  Actual biofouling due to p. poliicipes on the UGs hull at the end of
the field test.

of 200 cm?® was used for a few dives for both deployments to
increase the value’s range. Similarly, a few dives of the vehicle
with drag stimulators have been run for different pitch angle
settings, while the pitch angle range is more limited for the
deployment with no additions to the UGs hull due to the purely
scientific nature of the mission. The deliberate variation of the
VBD volume and pitch angle control settings to increase their
range resulted also in changes in the vertical velocity and pitch
angle of the UG, as shown in Figs. 8 and 9. Less deliberate vari-
ation is visible for the second deployment because its primary
goal was primarily scientific.

From Fig. 10, it is clear that the mean yaw and rudder angles
present much greater variation for the deployment with the
UG with drag stimulators, although the variance increased with
mission duration for the deployment also for the UG with no
additions. By looking at Fig. 8(a), the mean vertical velocity
significantly decreases with time for the deployment with no
additions. From [2], this is a sign of possible marine growth.
Indeed, when the glider was recovered, the vehicle presented
a significant extent of biofouling along its whole length, with
strong concentrations at the bow, near the lifting support ring
and the aft fin, as shown in Fig. 11. In particular, the culprit was
found to be p. pollicipes like in [2]. Despite the relatively short
overall mission time (one month), the initial dives in shallow,
warm waters of the vehicle with the drag stimulators must have
created perfect conditions for the molluscs to take root on the
hull, while still being undetected during the first recovery of
the vehicle after eight days. Even though the UG was run to a
depth of 1000 m after approximately five days of the second
deployment, the shellfish was already settled on the vehicle
and could grow undisturbed. Therefore, only the data from the
first six days of the second deployment (where the hull has no
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TABLE IV
PARAMETERS OF THE DYNAMIC MODEL FOR THE TWO HULL CONDITIONS

Hull state kg [rad™']  kpo kpr [rad™® &B [N]
Clean 2.659 0.140 4.759 -0.537
Biofouled 3.881 0.269 6.525 -0.521

additions) are used for the comparison of the UGs response with
a clean (no additions and noticeable biofouling from the mean
vertical velocity plot) and severely biofouled hull (with the drag
stimulators). The whole data set of the vehicle with no additions
is then used for the development and testing of the marine growth
detection system.

2) Dynamic Model Analysis: Table IV shows the parameters
of the dynamic model found by the global optimizer for the
UG with the clean (with no additions and no significant marine
growth) and severely biofouled hulls (with drag stimulators).
The results are in line with observations from many studies
summarized in [3] except for the lift coefficient.

As can be seen in Table IV, the drag stimulators cause an
increase of 92% in the drag coefficient and 37% in the induced
drag coefficient. Conversely, there is no significant change in
the net buoyancy offset thanks to the neutrally buoyant design
of the drag stimulators, which has helped to isolate the impact
of marine growth on the vehicle’s drag. In fact, a small change
in the buoyancy offset is expected for actual shellfish biofouling
due to molluscs being slightly negatively buoyant.

From Table 1V, the drag stimulators increase the lift coeffi-
cient by 46%. This is mainly due to the extremely large size
of the 3-D-printed shells of the drag stimulators. In fact, real
biofouling may cause a reduction of lift coefficient [4]. It is also
interesting to note that the global optimizer finds a value of the
lift coefficient for the clean hull that is 65% smaller than the one
observed by Merckelback et al. [27], [28] as obtained from an
iterative solution (7.5).

The glide polar plot for the UG is shown in Fig. 12 using the
parameters in Table IV for the full VBD volume of 260 cm?, a
water density of 1.027 kg/m® and ignoring the compressibility
and thermal expansivity of the hull. Due to the low ratio of the
estimated lift and drag coefficients, the polar plot presents higher
minimum glide angle and glide angle for maximum horizontal
speed than theoretical predictions in [3] and [4]. The discrepancy
is likely to be due to the limited range of the 6 — Z search space
in the analyzed deployments. As the variables’ range is even
more constrained on individual dives, reducing the search space
for the system identification to two parameters for individual
dives is justified.

3) Power-Consumption Analysis: From the ANCOVA, the
mean power consumption in each descent or ascent has been
found to be significantly different for the clean and biofouled
hull data sets (p = 0.04% < 1%). Additionally, the values are
significantly affected by the mean VBD volume (p < 1%) while
the contribution of the pitch angle is not deemed significant
to a 99% level (p = 2.04%). However, the ANCOVA results
should be treated with caution, as it assumes linear relationships
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P Y pamstiy 5COT [Jm~' kg™'] | 0.104 0.195
& m s~ 0.344 0.185
TABLE V -1
S m s 0.129 0.067
MEAN AND STANDARD DEVIATION OF THE UGS POWER CONSUMPTION z [ ]

DURING THE FIVE IDENTIFIED OPERATIONAL STAGES

Operational phase Clean Biofouled
PIW] sp [W]| P[W] sp[W]
communications 4.688 0.164 | 4.788  0.157
actuation - surface 2.296  0.526 | 2.340  0.479
steady-state descent | 1.875  0.094 | 2.012  0.198
actuation - apogee 25961 1.311 | 25.549 1.399
steady-state ascent 1.742  0.018 | 1.742  0.028
mean 7.312  0.423 | 7.286  0.452
TABLE VI

MEAN AND STANDARD DEVIATION OF THE DURATION OF THE FIVE IDENTIFIED
OPERATIONAL STAGES FOR A 200-m DIVE WITH THREE YOS

Operational phase Clean Biofouled
ds]  sals] d [s] Sq [s]
communications 504.8 1264 | 570.3 2.7
actuation - surface 86.7 32.7 85.1 33.6
steady-state descent 829.9 129.3 | 1091.0 230.3
actuation - apogee 148.7  11.6 145.9 13.9
steady-state ascent 1317.7 110.6 | 2000.4 295.6
total 7,653.7 978.7 | 10,537.4 1,792.8

between the independent and continuous dependent variables
and the mean-square errors to be normally distributed [32].

Tables V and VI show the mean and standard deviation
of the power consumption and duration of the five identified
operational stages, respectively. The corresponding energy con-
sumption is displayed in Fig. 13 over a dive with three yos for a
maximum depth of 200 m.

For Seagliders, the VBD is known to contribute to 70%,
the computer to 15%, the sensors to 7%, and the telemetry
to 7% of the total energy expenditure over a whole deploy-
ment [39]. Hence, the energy share of each operational stage

seems sensible. It is interesting to note that the pressure lower
than atmospheric inside the pressure hull greatly helps reduce
the actuation energy costs of the UG, since the VBD bladder can
be retracted before descents without operating the VBD pump,
which is the greatest power draw.

As can be seen in Fig. 13, the main impact that marine
growth has on energy consumption is that the share of the energy
consumption during steady-state descents and ascents increases
from 26% and 18%, respectively, to 33% and 21%, respectively.
As can be seen in Tables V and VI, this is mainly due to the
increase in duration of these stages with marine growth due
to the rise in drag and drop in speed, while the rise in power
consumption is minimal.

4) Cost of Transport: Similar to that in [40], the energetic
COT is quantified as the ratio of the energy expenditure and the
product of the vehicle’s mass and distance travelled. Table VII
displays the mean and standard deviation of the COT and hori-
zontal velocity for the clean and biofouled UG in dives with a
maximum depth of 200 m and three yos. The distance travelled
during the dive is computed from the latitude and longitude at
the start and end of the dive, when the UG receives a GPS fix.
Similarly, the dive duration is computed from the difference of
the respective time stamps. The results from the initial five set-up
dives are ignored.

As can be seen in Table VII, severe biofouling levels result
in a rise in the COT of 63.3% and a drop in horizontal speed of
46.3%. The COT results are comparable to that in [40], although
the higher values are likely to be due to the full VBD settings
used during the current deployment.

5) Rudder Angle Analysis: The Lilliefors test (p < 1%)
shows that the rudder angle is not normally distributed for either
sets (with the clean and biofouled hull). Levene’s test shows that
the two sets have a significantly different variance (p < 1%).
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TABLE VIII
MEAN AND STANDARD DEVIATION OF THE RUDDER ANGLE DURING
STEADY-STATE CONDITIONS

Clean Biofouled
-5.846 -5.288
3.967 6.283
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Fig. 14.  Variation with time of the drag coefficient and RMSE of the boosted
and bagged ensemble predictors for each dive for the two deployments. The
response of the clustering algorithm is shown with green and red patches for
low and high levels of marine growth, respectively.

This is also clear from Table VIII, which shows the mean
and standard deviation of the rudder angle during steady-state
conditions. The mean value is slightly offset from §, = 0° for
both data sets. Marine growth causes noticeably greater variance
for the rudder angle due to the loss in rudder’s effectiveness
owing to the lower UGs speed in the water.

B. Marine Growth Detection

Fig. 14 shows the performance of the dynamic model and
the ensembles of boosted and bagged regression trees (referred
to as booster and bagger, respectively) in identifying marine
growth. While the tracked variable is the RMSE for the machine
learning methods, the drag coefficient is the value of interest
of the dynamic model. For all methods, the difference in the
tracked variable between the hull with no additions and the run
with drag stimulators decreases with deployment duration due
to the onset of actual biofouling.

From a closer inspection of Fig. 14, it is clear that the drag
coefficient presents significant oscillations between 8 and 10
days after the start of the mission and for the last 2 days of
the longer deployment (with no additions to the hull). This is
reflected in a similar behavior of the predicted net buoyancy
offset in Fig. 15. The serious oscillations correspond to dives
where the data were stored only for descents. Hence, both model-
based and data-driven detection methods are sensitive to the
symmetry of the dive data for a correct centering. Although
the RMSE of the machine learning strategies is also negatively
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Fig.15.  Variation with time of the change in buoyancy predicted by the steady-
state dynamic model for each dive for the two deployments.

influenced for these data points, the random forest and LSBoost
are less affected by having data for descents only. It would be
possible to reduce the error of the global optimizer used for the
system identification by reducing the number of variables to one,
the drag coefficient, while leaving the buoyancy offset, lift, and
induced drag coefficients constant. However, as shown in [18],
the buoyancy offset is fundamental in tracking wing loss and so
it should be kept as a variable to be optimized.

Focusing on the machine learning methods in Fig. 14, it is
clear from the steep rise in the slope of the RMSE after the six
days mark for the deployment with no additions (i.e., the end of
the training set) that both strategies suffer from some overfitting.
The random forest seems to perform slightly better than LSBoost
for both deployments, with its RMSE curve presenting less
variance.

The RMSE of the ensembles of bagged and boosted regression
trees and the drag coefficient are used as input to the KNN
clustering algorithm after standardization with the training set
data (UG with a clean hull and drag stimulators). As can be
seen in Fig. 16, two natural, fully separated clusters are formed
from the data of the clean and biofouled hulls. For this reason,
the KNN classifier return 100% accuracy on the training and
test sets and zero cross-validation error for the data with drag
stimulators and the perfectly clean hull. Conversely, some dives
for the whole deployment of the UG with no additions represent
outliers on the plot. These are prevalently dives that are in strong
currents or for which only data from the descents is available.
Hence, during testing, the developed marine growth detection
and identification tool makes classification errors for these dives,
as shown in Fig. 14 by the green and red background patches.
Nevertheless, the tool can provide guidance to the UG pilots
in identifying high levels of marine growth and, thus, make a
decision on whether a mission change may be needed. Tracking
the curves of the drag coefficient and RMSE of the ensemble
of bagged trees and of the ensemble of boosted directly may
provide additional help. From an operational perspective, it
will be interesting to differentiate between no or low levels
of biofouling, the onset of marine growth, and high levels of
biofouling in the future.

The clearly defined clusters in Fig. 16 indicate that thresholds
would work well to differentiate between clean and biofouled
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conditions. However, the proposed clustering procedure is more
general, as new data can be integrated to update the classifier’s
response without having to redesign the rule-based threshold
every time. Furthermore, the use of multiple input features can
provide more flexibility in generalizing to different situations
and vehicle types. Additionally, it is clear that the two ensemble
methods present very similar performance, with their RMSE val-
ues presenting an almost linear relationship in Fig. 16. Therefore,
the classifier could include the RMSE from only one method
in the future in addition to the drag coefficient, in particular,
the ensemble of bagged regression trees, which presents lower
RMSE variance.

For each dive, the optimization of the model-based method
has a computational cost in the order of 10 s on a modern
laptop, while the ensemble of regression trees and the KNN
clustering algorithm have a computational cost in the order of
1 s once trained. Hence, the marine growth detection system
can be applied in real time after each glider’s surfacing once
the decimated data for the new dive are sent to the shore-based
monitoring center. If excessive levels of marine growth are
detected, the mission plan can be modified before the commands
for the new dive are submitted. The parameters of the ensemble
of regression trees can be updated offline while the vehicle is
performing a new dive.

The normalization of the drag coefficient and the RMSE of
the ensemble of bagged regression trees are fundamental to
generalize the response of the clustering algorithm to other
Slocum UGs. In fact, the method is likely to be reliable only
for Slocum G2 vehicles with no large appendages, e.g., Ocean
Microstructure Gliders (OMG), which have a much higher initial
drag coefficient and, thus, will experience a much lower relative
increase in drag due to marine growth. Hence, new data are
needed specific to those vehicles. Furthermore, the selected
KNN algorithm is suitable only if used with a small reference
data set as in this case. If a large data set is used, i.e., from many
missions where the UG suffered from severe biofouling, then
parametric solutions will be better than nonparametric methods,
e.g., KNN, because nonparametric schemes need to use the
whole data set at deployment time. If much larger data sets are
available, e.g., from multiple deployments of UGs with similar
scientific packages, clean hulls and no faults, then the machine
learning solution should also be replaced with a deep learning
strategy, which is more scalable [21].

V. CONCLUSION

High levels of marine growth, as simulated by the drag
stimulators, on the UGs performance were observed to cause
a drop in vertical velocity for the same VBD volume due to an
increase of 92% of the drag coefficient and 37% of the induced
drag coefficient. Furthermore, the share of steady-state descents
and ascents increased from 26% and 18% to 33% and 21%,
respectively, of the overall total energy consumption for a typical
three-yo dive. This is caused by the longer duration of these
stages due to the lower vertical speed and a significantly greater
use of the actuators, as the rudder becomes less effective due
to the smaller lift force generated by the lower energy flow. As
a result, high levels of marine growth will significantly reduce
deployment duration, with pilots needing to replan the mission
if high levels of biofouling are detected.

The condition monitoring system presented here is based on
the blending of the estimated drag coefficient and RMSE of the
vertical velocity predicted by an ensemble of bagged regression
trees and an ensemble of boosted regression trees. It is able
to successfully detect and identify the onset of high levels of
marine growth for each dive. A small fraction of classification
error occurs for some outlier data points due to dives with strong
marine currents or data stored only for descents. The dynamic
model is particularly affected by having data only for descents,
so that navigation data from both descents and ascents should be
sent by satellite after decimation if model-based diagnostics are
to be used. The scientific data are sufficient for either descents
or ascents, since these can be interpolated for the remaining
portion of the dive. Although very challenging in practice, future
work could include the detection from low to severe levels and
different types of biofouling.

Thanks to the normalization of the drag coefficient and the
RMSE error the strategies trained with the data set collected
during these field tests can be generalized to other gliders.
However, a new training data set is likely to be required for
different types of UGs or vehicles with large extrusions, e.g.,
OMG Slocum UGs.
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The early detection of the onset of marine growth will enable
pilots to take recovery actions, e.g., reducing the time the gliders
spend near the surface, as well as replan the deployment consid-
ering the quantified impact of biofouling on power consumption.
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