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S1. Spectroscopic model and reference data. For the evaluation of R(13C/12C)sample, the 

spectroscopic model comprised reference data for the transition frequencies (𝜈), total internal 

partition sums [Q(T)], upper-state statistical weight (g′), and lower-state rotational energies (E″) 

taken from the HITRAN2016 database1. Known weaker CO2 transitions within the 12 GHz tuning 

range centered about each targeted transition were included in the spectroscopic model using 

Voigt line shape profiles, but with fixed spectroscopic parameters based on the known gas sample 

molar fraction [𝜒(CO2)] and measured temperature (T) and pressure (p). No significant water 

absorption was observed in any of the spectral regions of interest. All isolated target transitions 

were modeled using a speed-dependent Nelkin-Ghatak line shape profile2,3. Weak 13C16O2 

interferences from the presence of trace methanol (CH3OH)4 within the CRDS cell were also 

included in the fit when necessary, typically only after long sample residence times of >2 h. 

Therefore, individual static gas sample charges were rarely measured for longer than 2 h, thus 

avoiding substantial CH3OH interferences. 

Spectroscopic reference data for the targeted CO2 transitions is summarized in Table S1. 

For 13C16O2, the transition intensities (𝑆) were calculated from an updated ab initio dipole 

moment surface (DMS) and semi-empirical potential energy surface (PES) as detailed in the 

Methods section. For 12C16O2, values of 𝑆 were taken from the broadband experimental work of 

Long et al.5 which followed initial multi-instrument comparisons of a single transition by Fleisher 

et al.6. Those accurate 12C16O2 intensities were determined with traceability to measurements of 

time, frequency, temperature, pressure, and gravimetrically assigned mole fraction. We 

emphasize that our values of R(13C/12C)VPDB inferred from infrared absorption spectroscopy will 

scale inversely with the ratios of intensities, 𝑠𝑟, as described by Eq. [2] in the main text. 
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Table S1. Summary of spectroscopic reference data used to calculate R(13C/12C)sample from the 
observed integrated line areas, 𝑎. 

Isotope 
 

Upper vibrational 
state 

(𝝂𝟏𝝂𝟐𝓵𝟐𝝂𝟑𝒓) 

Rotational 
state 

 

Transition 
frequency 

(𝝂̃) 

Upper 
state 

degeneracy 
(𝒈′) 

Lower 
state 

rotational 
energy 

(𝑬′′) 

Isotopic-
abundance 
normalized 
transition 
intensity 

(𝑺𝑰𝒂
) a 

Transition 
intensity 

(𝑺) b 
   cm−1  cm−1 cm molecule−1 cm molecule−1 

13C16O2 20011 R 12e 5000.855475 54 60.8738 7.584×10−24 6.859×10−22 
13C16O2 20011 R 18e 5004.842483 78 133.4456 7.754×10−24 7.012×10−22 
12C16O2 30012 R 16e 6359.967244 35 106.1297 1.7607×10−23 1.7890×10−23 
12C16O2 30012 R 18e 6361.250350 39 133.4393 1.7221×10−23 1.7497×10−23 

a Calculated with HITRAN isotope abundances1:  13C16O2, 0.011057; 12C16O2, 0.984204. 
b Transition intensities, 𝑆, for 13C16O2 were calculate here from the quantum chemistry methods 
described in the Methods section. Values of 𝑆 for 12C16O2 were taken from Long et al.6. 
 

 

S2. Quantifying uncertainty in the quantum chemistry calculations. The benchmarking of 

quantum chemistry theory against highly accurate experimental measurements of 𝑆 is an active 

area of research1,5-15. Using quantum chemistry methods, Lodi and Tennyson16 developed a 

method of estimation which, when applied to CO2
7, resulted in an upper-bound relative standard 

uncertainty of 5 × 10−3. To further estimate the uncertainty in our 13C16O2 intensities predicted 

by the updated ab initio DMS and semi-empirical PES, we compare predicted 12C16O2 intensities 

with highly accurate experimental results in the literature. Tables S2 and S3 list 12C16O2 near-

infrared transition intensities for R 12e and R 18e lines from both theory and experiment. 
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Table S2. Comparison between theory and experiment for near-infrared R 12e 12C16O2 lines. 

Wave 
number 

Upper 
vibrational 

state 
(𝝂𝟏𝝂𝟐𝓵𝟐𝝂𝟑𝒓) 

Line intensity 
from 

experiment 
(𝑺𝐞𝐱𝐩) Reference 

Line intensity 
from 

HITRAN2016 
(𝑺𝐇𝐓𝟏𝟔) 

Line intensity 
from updated 
calculations 

(𝑺𝐭𝐡𝐞𝐨𝐫𝐲) 

HITRAN2016 
relative to 
updated 

calculations 

(
𝑺𝐇𝐓𝟏𝟔

𝑺𝐭𝐡𝐞𝐨𝐫𝐲
− 𝟏) 

Experiment 
relative to 
updated 

calculation 

(
𝑺𝐞𝐱𝐩

𝑺𝐭𝐡𝐞𝐨𝐫𝐲
− 𝟏) 

cm−1  cm molecule−1  cm molecule−1 cm molecule−1 10−3 10−3 

4863.398 20013 2.6364 × 10−22 15 2.618 × 10−22 2.6173 × 10−22 0.4 7.3 
4987.308 20012 1.2748 × 10−21 9 1.273 × 10−21 1.2716 × 10−21 1.2 2.5 
5109.310 20011 -- -- 4.171 × 10−22 4.1592 × 10−22 2.8 -- 
6085.882 30014 1.6542 × 10−24 5 1.655 × 10−24 1.6551 × 10−24 0.1 −0.5 
6237.421 30013 1.6831 × 10−23 5 1.683 × 10−23 1.6805 × 10−23 1.2 1.5 
6357.311 30012 1.7065 × 10−23 5 1.724 × 10−23 1.7165 × 10−23 4.5 −5.8 

 

Table S3. Comparison between theory and experiment for near-infrared R 18e 12C16O2 lines. 

Wave 
number 

 

Upper 
vibrational 

state 
(𝝂𝟏𝝂𝟐𝓵𝟐𝝂𝟑𝒓) 

Line intensity 
from 

experiment 
(𝑺𝐞𝐱𝐩) 

Reference 
 

Line intensity 
from 

HITRAN2016 
(𝑺𝐇𝐓𝟏𝟔) 

Line intensity 
from updated 
calculations 

(𝑺𝐭𝐡𝐞𝐨𝐫𝐲) 

HITRAN2016 
relative to 
updated 

calculations 

(
𝑺𝐇𝐓𝟏𝟔

𝑺𝐭𝐡𝐞𝐨𝐫𝐲
− 𝟏) 

Experiment 
relative to 
updated 

calculation 

(
𝑺𝐞𝐱𝐩

𝑺𝐭𝐡𝐞𝐨𝐫𝐲
− 𝟏) 

cm−1  cm molecule−1  cm molecule−1 cm molecule−1 10−3 10−3 

4867.672 20013 2.7490 × 10−22 15 2.730 × 10−22 2.7292 × 10−22 0.3 7.2 
4991.258 20012 1.3188 × 10−21 11 1.313 × 10−21 1.3112 × 10−21 1.2 5.8 
5113.456 20011 -- -- 4.253 × 10−22 4.2420 × 10−22 2.6 -- 
6090.294 30014 1.7323 × 10−24 5 1.733 × 10−24 1.7333 × 10−24 0.1 −0.5 
6241.402 30013 1.7481 × 10−23 5 1.748 × 10−23 1.7453 × 10−23 1.3 1.6 
6361.250 30012 1.7497 × 10−23 5 1.768 × 10−23 1.7595 × 10−23 4.8 −5.6 

 

For the R 12e lines (Table S2), the comparison between theory and experiment is plotted 

in Fig. S1. We estimate that the calculated CO2 intensities reported here are accurate to within 

an equally probable range of ± 6.6 × 10−3. Assuming a uniform distribution with range value of 

6.6 × 10−3, the estimated relative standard uncertainty for our updated ab initio transition 

intensities is 𝑢 = 3.8 × 10−3. (A similar result is achieved using the R 18e lines in Table S3.) Finally, 

we note that an identical analysis of the calculated CO2 intensities7,8 tabulated in HITRAN20161 

would yield a slightly higher value of 𝑢𝑟 = 5.0 × 10−3—illustrating the apparent overall 

convergence of updated theory with accurate experiments5,9,11,15. 
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Fig. S1. Comparison between theory and experiment. The relative deviation between highly 
accurate experimental measurements5,9,15 of R 12e CO2 transition intensities and our updated 
quantum chemistry calculations. The dashed black lines indicate the bounds of an assumed 

uniform distribution with range parameter of 6.6 × 10−3, and therefore 𝑢 = (6.6 × 10−3)/√3 = 
3.8 × 10−3. The dotted line is the average value of the uniform distribution, equal to 1.0 × 10−3. 
 

Previously5,6, we have experimentally shown that CO2 lines with peak absorbances per 

unit length equivalent to the 20011 ← 00001 transitions used here can be measured with relative 

combined uncertainty of 𝑢𝑐 < 0.1 × 10−3. Therefore, similar measurements could be done for 

13C16O2 line intensities if a gravimetrically prepared, isotopically enriched gas sample were 

available. Efforts to create just such a gas isotope reference material at NIST are underway. 

Furthermore, our updated ab initio DMS also suggests that accurate measurements of 12C16O2 

lines within the 20011 ← 00001 band could be used to confirm predicted intensities for 13C16O2 

as the underlying semi-empirical PES17 has already been shown to perform well for both 

isotopologues. Analogous 13C16O2 calculations as those reported in Tables S2 and S3 showed 

identical trends relative to HITRAN2016 as those predicted for 12C16O2 (Tables S2 and S3, column 

7), suggesting that the 13C16O2 predictions could be accurately scaled by any future 

measurements of the 12C16O2 isotopologue. 
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S3. Theory, mitigation, and uncertainty associated with temperature. At a given temperature, 

T, the transition intensity for each line is: 

 𝑆(𝑇) =
𝐴

8𝜋𝑐𝜈2

𝑔′𝑒

−𝐸′′

𝑘𝐵𝑇

𝑄(𝑇)
{1 − 𝑒

−ℎ𝜈

𝑘𝐵𝑇}, (S1) 

where ℎ is the Planck constant, 𝑐 is the speed of light, 𝑘𝐵 is the Boltzmann constant, 𝜈 is the 

transition frequency, 𝐴 is the Einstein coefficient for spontaneous emission (proportional to ℛ𝑚
2 , 

the transition dipole moment squared), 𝑔′ is the upper-state statistical weight, 𝐸′′ is the lower-

state rotational energy, and 𝑄(𝑇) is the total internal partition sum1,18. The terms (𝐴, 𝑔′, 𝜈, 𝐸′′) 

are physical invariants for a given molecule and absorption transition, while 𝑄(𝑇) is a 

thermodynamic property of the corresponding molecular ensemble. 

 Because all infrared transitions studied here originated in the ground vibrational state of 

CO2 and had characteristic transition wave numbers of 𝜈 = 𝜈/𝑐 ≥ 5000 cm−1 we could write 
ℎ𝜈

𝑘𝐵𝑇
≫

1, so that the line intensity ratio reduced to: 

 𝑠𝑟(𝑇) = {
𝐴1𝑔1

′ /𝜈1

𝐴2𝑔2
′ /𝜈2

} {
𝑄2(𝑇)

𝑄1(𝑇)
 𝑒

−ℎ

𝑘𝐵𝑇
[𝐸1

′′−𝐸2
′′]

}, (S2) 

where the subscripts 1 and 2 correspond to the 13C16O2 and 12C16O2 transitions, respectively. The 

temperature dependence of 𝑠𝑟 was effectively eliminated by the choice of transitions pairs with 

nearly identical 𝐸′′ listed in Table S1, i.e. 𝑒
−ℎ

𝑘𝐵𝑇
[𝐸1

′′−𝐸2
′′]

≈ 1 in Eq. (S2). 

 For most of the studied transition pairs, the magnitude of the temperature sensitivity was 

less than 0.8 × 10−3 K−1. Given our maximum temperate uncertainty of 0.05 K, based on the 
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quadrature addition of a 0.02 K systematic uncertainty of the thermometer and 0.04 K 

uncertainty associated with temperature fluctuations during a scan, the unaccounted-for 

temperature effect on R(13C/12C)VPDB was at most 0.04 × 10−3 of our reported value. 

 

 

S4. Validation of VPDB-CO2 δ 13C value assignments. A summary of our CO2-in-air sample 

composition metrics is available in Table S4. In addition to the dual-inlet isotope ratio mass 

spectrometry (DI-IRMS) measurements19, continuous-flow IRMS (CF-IRMS), developed for the 

study of CO2-in-air samples directly from compressed gas cylinders, was utilized to compare all 

five CO2-in-air samples following preparation. Preliminary CF-IRMS measurements confirmed the 

DI-IRMS assignments of the parent CO2 gas samples at a relative level of 0.1 ‰. 

  

Table S4. Sample CO2 molar fractions [𝜒(CO2)] and isotope VPDB-CO2 δ values. Combined 
standard uncertainties are shown in parentheses. Samples 1-4 were value-assigned at NIST via 
DI-IRMS. Also listed are the number of acquisition (n) per samples, where each n comprised 10 
DI-IRMS cycles, and the number of AIR-IS acquisitions (N) per sample. 

Sample 𝝌(CO2) 
μmol/mol 

𝒖 
μmol/mol 

Parent CO2 DI-IRMS derived 
mean δ values 

 Notes 

   δ 13C 
‰ 

δ 18O 
‰ 

n N  

1 400.10 8 −2.18(6) −16.0(3) 16 41 Sample AL2 of Ref. 19 
2 399.53 8 −25.06(5) −33.5(2) 11 59 Sample AL3 of Ref. 19 
3 373.35 0.16 −32.56(5) −23.7(3) 3 80 Protocol from Ref. 19 
4 437.4 0.9 −39.63(5) −30.6(3) 5 52 Protocol from Ref. 19 
5 393.23 0.07 −8.6(0)   −1.1(1) -- 69 NIST SRM 1720 a 

a The 𝜒(CO2) value was measured by NIST20. The δ 13C value was measured by the NOAA Earth 
Systems Research Laboratory, Global Monitoring Division, Central Calibration Laboratory:  
https://www.esrl.noaa.gov/gmd/ccl/refgas.html, search Serial Number CC324315 
 

https://www.esrl.noaa.gov/gmd/ccl/refgas.html
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The uncertainty associated with the NIST IRMS value assignments of VPDB-CO2 δ 13C had 

a minimal impact on the absolute isotope amount ratio R(13C/12C)VPDB estimated in this work. 

Srivastava & Verkouteren19 provided estimates of potential biases in the NIST IRMS value 

assignments (0.06 ‰, or 0.06 × 10−3) which were within the Type B uncertainty values of the 

isotope reference materials NIST RM 8562, 8563 and 8564 employed for VPDB traceability. 

Furthermore, the δ 13C uncertainties of 0.06 × 10−3 were well below the total combined relative 

uncertainty dominated by the AIR-IS instrumentation and available reference data. 

 Two biases (i.e., systematic uncertainty, Type B uncertainty) associated with IRMS value 

assignments will now be discussed. Firstly, the δ 13C values depended upon the choice of 17O 

parameters. In turn, the 17O parameters depend upon the absolute isotope ratio of the reference 

material R(13C/12C)VPDB. Contrasting the treatments of IAEA21 and IUPAC22 where assumed values 

for R(13C/12C)VPDB differed by 5.1 × 10−3, a δ 13C value assignment bias of ≤0.05 ‰ was estimated 

across the −25.06 ‰ to 1.85 ‰ isotope range. In summary, the effect of the assumed value of 

R(13C/12C)VPDB on the 17O parameters resulted in an estimated δ 13C value assignment uncertainty 

of ≤0.05 ‰23. 

 Secondly, potential biases in the DI-IRMS measurements was evaluated via a null 

hypothesis test of isotope reference materials (RMs) NIST RM 8562, 8563 and 856420,23, whereby 

two of the isotopic RM were treated as unknowns and the remaining one isotopic RM was used 

for VPDB-CO2 δ 13C scale realization (i.e., single-point scale realization). The null hypothesis tests 

resulted in an estimated 0.04 ‰ uncertainty, again within the Type B uncertainty of the isotopic 

RMs. 
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 In summary, the combined relative standard uncertainty associated with IRMS δ 13C value 

assignments at NIST was ≈0.06 ‰ (calculated from the quadrature sum of 0.05 ‰ and 0.04 ‰), 

a minor uncertainty contribution when compared to the combined relative standard uncertainty 

of 3.9  × 10−3 reported in the main text and dominated by the optical measurement and reference 

data uncertainties. 

 

 

S5. Choice of distribution function to represent the R(13C/12C)VPDB data set. Portions of Fig. 3 of 

the main text are reproduced below as Fig. S2, and a complete set of references is included in 

Fig. S2C24-30. Related to Fig. S2C, note that the mean value of R(13C/12C)VPDB calculated from the 

available sample of seven independent measurements (Refs. 25-30 plus this work) is 

R(13C/12C)VPDB = 0.011118 with an expanded uncertainty, 𝑈95 = 0.000034, estimated from the 

standard error of the mean, 𝑢𝑐 = 0.000014, multiplied by the 95 % coverage factor for six degrees 

of freedom, 𝑘95 = 2.45. 

For this work, we report in the main text R(13C/12C)VPDB calculated from the mean value of 

our 301 measurements. Here we assess variation associated with the choice of the distribution 

function or the weighting of the individual measurement points to extract the mean value from 

the data set. Firstly, we chose an empirical distribution function:  a two-parameter Weibull 

distribution. The Weibull function was chosen to account for the observed bias-corrected 

skewness of −0.71 and kurtosis of 4.0 found in the fitted normal distribution function. We also 

compare the weighted mean and the median of the data set in Table S5. 
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Fig. S2. A. Reproduction of the data series shown in Fig. 3A of the main text. B. Fitted two-
parameter Weibull distribution as an alternative approach to extracting the data series mean 
value. C. Literature comparison like that shown in Fig. 3C of the main text, plotted here with 
additional references labeled. The black dot of Malinovsky et al.30 is a best-estimate consensus 
value. The best-estimate mean value calculated from Ref. 25-30 and including this work is 
R(13C/12C)VPDB = 0.011118 with an expanded uncertainty of 𝑈95 = 0.000034. 
 

Table S5. Characteristic values for the choice of distribution function of R(13C/12C)VPDB 
measurements plotted in Fig. S2A (reproduced from Fig. 3A of the main text). We report for  
R(13C/12C)VPDB the mean value from the normal distribution function plotted as a dashed-dotted 
red line in Fig. 3B of the main text. 

Fitted distribution 
function 

R(13C/12C)VPDB Standard error Relative deviation 
from the fitted 

normal distribution 
(10−3) 

Normal distribution   0.0111254   0.0000017  
Weibull distribution   0.0111244   0.0000019 −0.09 

Weighted mean 0.011125 0.000002 −0.04 
Median   0.0111285   0.0000016   0.28 

Linear model a 0.011125 0.000005   0.04 

a Fitted value of R(13C/12C)VPDB from the linear model plotted in red in Fig. 2A of the main text. 
 

The largest relative deviation from the mean of the normal distribution is the median 

value, deviating by a relative amount of 0.28 × 10−3. Assuming a uniform distribution with a range 
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parameter equal to this largest deviation, we estimate a relative standard uncertainty for the 

choice of distribution function to be equal to 0.16 × 10−3. Compared to the other components 

comprising the uncertainty budget in Table 1 of the main text, this choice has a small effect. 
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