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Abstract—This paper studies an unmanned aerial vehicle
(UAV)-assisted wireless powered IoT network, where a rotary-
wing UAV adopts fly-hover-communicate protocol to successively
visit IoT devices in demand. During the hovering periods, the
UAV works on full-duplex mode to simultaneously collect data
from the target device and charge other devices within its
coverage. Practical propulsion power consumption model and
non-linear energy harvesting model are taken into account.
We formulate a multi-objective optimization problem to jointly
optimize three objectives: maximization of sum data rate, maxi-
mization of total harvested energy and minimization of UAV’s
energy consumption over a particular mission period. These
three objectives are in conflict with each other partly and
weight parameters are given to describe associated importance.
Since IoT devices keep gathering information from the physical
surrounding environment and their requirements to upload data
change dynamically, online path planning of the UAV is required.
In this paper, we apply deep reinforcement learning algorithm
to achieve online decision. An extended deep deterministic policy
gradient (DDPG) algorithm is proposed to learn control policies
of UAV over multiple objectives. While training, the agent learns
to produce optimal policies under given weights conditions on
the basis of achieving timely data collection according to the
requirement priority and avoiding devices’ data overflow. The
verification results show that the proposed MODDPG (multi-
objective DDPG) algorithm achieves joint optimization of three
objectives and optimal policies can be adjusted according to
weight parameters among optimization objectives.
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I. INTRODUCTION

Internet of Things (IoT), which can achieve the transparent
and seamless integration of a large number of different and
heterogeneous terminal systems at any time, any place, and
anything inter-networking paradigm, has been regarded as
a crucial and up-and-coming technology for future network
and an important part of the new generation of information
technology [1] [2]. In recent years, IoT technology has been
widely used in residential life, industry, public management
and other fields and has altered people’s production patterns
and life style. With the large-scale promotion and application
of the IoT, the number of terminal devices grows explosively.
As forecasted in [3] that about 500 billion devices will be
equipped with sensors and connected to the Internet by 2030.
The explosive growth of IoT devices puts forward higher
requirements for communication system, including increased
data rate and better coverage. In particular, timely transmission
of gathering information is essential in typical sensing and
monitoring scenario, e.g., power grid monitoring [4] and tem-
perature and humidity monitoring [5]. For these applications,
timely data collection (DC), on one hand, is crucial to the
accuracy and reliability of derived decisions [6]. On the other
hand, it is essential to avoid data overflows for the limited
capacity of IoT devices. Besides, since IoT devices are power-
limited typically, energy supply at mass low-power wide-area
devices is another challenging issue in wireless IoT networks.

The development of 5G and even 6G is achieving ubiquitous
connectivity at high-speed, low-latency, reliable and secure
mobile broadband [7] [8], which has provided key technical
support for ubiquitous deployment of the IoT technology.
In particular, wireless power transfer (WPT) technology that
based on radio frequency (RF) signal has been considered as
a promising solution for energy supply problem of massive
IoT devices [9]. Superior to obtaining energy from renewable
sources, WPT can prolong the battery lifetime of widespread
devices with stable as well as continuous energy over wireless
link. In addition, it has a great advantage of low maintenance
cost and high flexibility [10]. Since RF signal carries both
energy and information, WPT is combined with wireless in-
formation transfer (WIT) technology to achieve simultaneous
transmission of energy and information, so as to make the
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best use of RF spectrum. In [11], the authors studied on the
integration design of WPT and WIT. The design schemes were
divided into three types, which were simultaneous wireless
information and power transfer, wirelessly powered commu-
nication networks and wirelessly powered backscatter commu-
nication. How to meet the demands of data transmission and
energy harvesting (EH) at the same time is the main challenge
of WPT-based communications system. Besides, thanks to the
high mobility, excellent maneuverability and low deployment
cost, Unmanned aerial vehicle (UAV) has been applied to the
wireless network to improve communication coverage, system
capacity and deployment efficiency [12]–[14]. Combined with
WPT, UAVs can execute DC and energy transfer for wildly
distributed IoT devices. It has become a key component of
IoT network [15] [16].

A. Related Work

There have been many research works studied on the
optimization of UAV-assisted wireless powered IoT networks
in recent year. In [17]–[19], DC and energy transfer were pro-
cessed using harvest-then-transmit protocol. It was on the basis
of time division multiple access scheme where IoT devices
harvested energy in downlink, and then used the energy to
upload their gathered information in uplink. In [20] [21], UAV
was assumed to be equipped with a full-duplex hybrid access
point (HAP) and was able for simultaneous uplink WIT and
downlink WPT. The optimization objectives of existing studies
were various. In [17] [18] and [20], the objectives were to
maximize the uplink throughput of all IoT devices. In [19], the
authors aimed to maximize the minimum throughput of ground
terminals. Besides, the authors of [21] considered of sum-
throughput maximization, total-time minimization and total-
energy minimization respectively. In some applications where
environment changes rapidly, it is very important to ensure
the real-time performance of data. To this end, in [22] and
[23], the authors concerned about the freshness of the collected
data and aimed to minimize the age of information of sensing
data. Since UAV is energy-limited, energy consumption is an
essential problem in UAV-assisted communication system. In
[24], the authors derived a mathematical propulsion energy
model of rotary-wing UAV and aimed to minimize the total
energy consumption of UAV under the constraints of data rate
of all the ground nodes. The energy consumption model was
adopted in [25] and the tradeoff between energy consumption
and mission completion time was revealed.

The mobility of UAV and the randomness and dynamics
of IoT system pose great challenges to the optimization
of UAV-assisted wireless IoT networks. Facing the complex
and dynamic IoT network environments, UAV is required to
equip with the ability to sense surrounding and the ability of
real-time decision. Traditional optimization methods rapidly
become unmanageable for these sophisticated network opti-
mizations. Recently, artificial intelligence has been considered
as the major innovative technique for UAV-assisted IoT system
[26] [27]. Particularly, deep reinforcement learning (DRL), the
integration of reinforcement learning (RL) [28] and deep learn-
ing [29], has become an emerging and promising technology

and has attracted extensive attention. Taking full advantage
of DRL algorithm, UAV can learn to build knowledge about
the massive IoT environment without knowing the complete
network information through iterative interaction, and then
modifies its action strategy accordingly. In [30], a DRL-
based multi-UAVs control strategy was proposed to achieve
effective and fair communication coverage for ground Point-
of-Interests in a target region. In particular, deep deterministic
policy gradient (DDPG) algorithm [31] was leveraged for the
continuous control task. This work was further studied in [32]
and a multi-agent distributed solution was proposed. In [33],
the authors considered the different priorities of required data
and leveraged DRL technique to design the UAV’s cruise
route for data collection in the sensing region. A similar
scenario was studied in [34] with multiple UAVs and multiple
charging stations. In [30] and [32], the authors did not think
of various priorities of users, which has been included in
[33] and [34]. However, the priority requirements of data
were assumed to be certain during the mission. Since in
most practical application scenarios, massive ground nodes are
deployed to observe real-time update of physical processes,
dynamic priority requirements of sensing data should not be
neglected. In [35] and [36], the authors proposed the data
generation model to describe the real-time data update process,
and developed online path planning algorithms for UAV based
on Deep Q-Network (DQN) algorithm. As for the design of
state space in environmental model, the information of all
users and UAVs were included in state in [30] [32] and [34].
In [33] as well as [35], the observation of agent was set as
a map and taken as input of convolutional neural network.
These designs required a great deal of information about the
environment.

B. Contribution

In this paper, we study an UAV-assisted wireless powered
IoT network where the UAV is equipped with a full-duplex
HAP. Different from the above research works which either
optimized single objective or optimized several objectives
separately, we consider the joint optimization of multiple
objectives. Our aim is to maximize the sum data rate and
the harvested energy while reducing the energy consumption
of the UAV. A DRL-based framework is proposed to solve
the multi-objective optimization (MOO) problem. Instead of
taking the full information of the system as input of neural
network, we extract small amounts of information that closely
related to the flying decision of the UAV to make up the state
vector. The contributions of our work can be summarized as
follow:
• We propose the UAV-assisted data collection and energy

transfer in wireless powered IoT network, where the
requirements of IoT devices to upload data are updated
in real time and UAV adopts the fly-hover-communicate
protocol to successively visit IoT devices according to
their requirements priorities.

• We investigate a MOO problem that aims to maximize
sum data rate and total harvested energy and to mini-
mize UAV’s energy consumption simultaneously, where
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a MODDPG algorithm to find optimal policies of UAV’s
flight decision is developed. To achieve MOO, we de-
sign the reward as a 4-dimensional vector, where three
elements correspond to the three optimization objectives
and another auxiliary element ensures the completion of
the basic task, and extend the classical DDPG algorithm
to multi-dimensional reward.

• Through the training results, we show that the optimal
policy based on the proposed MODDPG algorithm is
more flexible than traditional rule-based policies. By
modifying the weight parameters, the optimal policies can
be adjusted to achieve the coordination and optimization
of multiple objectives under different priorities.

The remainder of this paper is organized as follows. The
system model and the MOO problem are presented in Section
II. In Section III, we give a brief introduction of RL. In Section
IV, we propose the MODDPG algorithm for UAV-assisted data
collection and energy transfer, including the construction of the
environmental model and the design of algorithm framework.
Simulation results are shown and analyzed in Section V and
we generalize conclusions in Section VI.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

In this section, we first present a wireless powered IoT
network where UAV executes data collection and energy
transfer and then propose the MOO optimization problem.

A. System Model

As Fig. 1 shows, we consider a wireless powered IoT
network with a two-antenna UAV and J single-antenna IoT
devices. The IoT devices are randomly located in a limited
geographic area. Considering that the UAV is energy-limited,
each flying mission lasts for a specific period with duration
T > 0. Fly-hover-communicate protocol is adopted in our
work. As stipulated in the protocol, the UAV does not com-
municate with ground nodes whiling flying and only processes
DC and energy transfer when hovering. The UAV is equipped
with a HAP. When it is hovering at a corresponding location,
it operates in full-duplex mode. It transmits energy to IoT
devices in downlink with one antenna and collects data from
IoT devices in uplink with the other antenna simultaneously.

1) IoT device: We use the J , {j = 1, 2, · · · , J} to
denote IoT devices. They are distributed randomly on the
ground. [xj , yj ] denotes the location of device j. We consider
the practical application scenario that IoT devices monitor a
variety of physical processes online. The status update packets
about their observed processes are gathered and stored in their
data buffer in real time. lj(t) denotes data in a queue waiting
to be uploaded at t, 0 ≤ t ≤ T . It is updated according to

lj(t+ ∆t) = lj(t) + λj(t)∆t, (1)

where ∆t is the update interval, λj(t) is the data generation
rate of devices j at t. We assume that λj(t) obeys the
Poisson distribution, and the parameter of Poisson distribution
of different devices are different. The maximum of lj(t) is
typically constrained by hardware limitation and it is assumed
to be bounded by [0, lmax], where lmax is the storage capacity

IoT device

UAV

Fig. 1: System model
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Fig. 2: Propulsion power consumption versus speed V

of the data buffer and it is assumed the same for all devices.
If the data buffer is filled up with data, the older data may
be overwritten by new data, or the new gathered data may
be dropped, both of which will result in data loss. Thus
it is of great importance for IoT devices to upload their
gathered information to UAV in time. We assume that the time
division multiple access protocol is applied for the information
transmission of IoT devices and the uplink transmit power of
devices are Pu. The transmission data size in bit corresponding
to lmax is Q. The data to be transferred at t is

Qj(t) =
lj(t)

lmax
Q. (2)

Since the length of data buffer and the data generation rate
vary from device to device, their priorities to upload data is
different. We denote quj (t) to represent the data upload priority
of device j. It is given as

quj (t) = λj(t)
lj(t)

lmax
. (3)

The data transmission priority not only relies on the ratio
of gathered data to the storage capacity, but is also affected
by data generation rate. It contains the prediction of future
priority.
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2) UAV: As for UAV, we assume it flies at a fixed altitude
H > 0. The horizontal location at time t is denoted as
[xu(t), yu(t)], and the hovering altitude is omited here. The
UAV determines its next action in real time and updates
the position accordingly. The flight control of the UAV is
described by flight speed v(t) and yaw Angle θ(t), where
v(t) is limited by the maximum flying velocity vmax = 20
m/s and θ(t) ∈ [−π, π]. While flying, the propulsion power
consumption with speed V can be calculated by [24] as
follows.

P (V ) =P0

(
1 +

3V 2

U2
tip

)
+ Pi

(√
1 +

V 4

4v40
− V 2

2v20

)1/2

+
1

2
d0ρsAV

3.

(4)

The propulsion power consumption of UAV includes blade
profile, induced power and parasite power, corresponding to
the three parts of the above formula. P0 is blade profile
power in hovering and Utip is the tip speed of rotor blade.
Pi and v0 denote induced power and the mean rotor induced
velocity under the hover condition. As for parasite power,
d0, ρ, s, A respectively denote the fuselage drag ratio, air
density, rotor solidity and rotor disc area. The variation trend
of propulsion power consumption with speed is shown in
Fig. 2. We can find that the power decreases first and then
increases in the acceleration. The speed corresponding to
the lowest power consumption is mentioned as maximum-
endurance (ME) speed VME. And the hovering power con-
sumption Phov = P0 +Pi can be calculated by setting V = 0.

We assume that the range of UAV’s DC and energy transfer
is limited. UAV only charges and collects data from IoT
devices that fall within the coverage. This assumption is rea-
sonable since communication is inefficient when IoT devices
are too far away from UAV. We denote Ddc and Deh to
represent the maximum coverage radius of data collection
and energy transfer. At each moment, UAV chooses an IoT
device as the target device for data collection. Once the target
device falls within Ddc, UAV will hover at the corresponding
location to receive information and transmit energy to other
devices within Deh at the same time until the target device
completes its data upload. We denote Pd to represent the
downlink transmit power of UAV.

3) Channel Model: We denote the downlink channel power
gain and uplink channel power gain of wireless communication
link between UAV and IoT device j as hj(t) and gj(t),
respectively. The practical air-to-ground channel model that
combined with line-of-sight (LoS) link and non-line-of-sight
(NLoS) link is considered. The mathematical description of
corresponding pass loss is given as follows

Lj(t) =

{
γ0d
−α̃
j , LoS link

µNLoSγ0d
−α̃
j , NLoS link

, (5)

where γ0 = ( 4πfc
c )−2 represents channel power gain at the

reference distance of d0 = 1 m, with fc denoting the carrier
frequency and c denoting the speed of light. d−α̃j is the
propagation distance between UAV and IoT device j, where
α̃ stands for the path loss exponent. µNLoS is the additional

attenuation coefficients of NLoS link. As for IoT device j,
the LoS probability at time t can be expressed as

P LoS
j (θj(t)) =

1

1 + a exp(−b(θj(t)− a))
. (6)

The LoS probability of channel condition depends largely on
the propagation environment. a and b are constant values that
depend on the carrier frequency and the type of environment.
It also influenced by the relative location of the communi-
cating parties. θj(t) is the elevation angle of UAV and IoT
device in degree. It is given as θj(t) = 180

π sin−1
(

H
dj(t)

)
.

dj(t) =
√
H2 + (xu(t)− xj)2 + (yu(t)− yj)2 is the dis-

tance between UAV and the IoT device j. The probability
of the NLoS component then can be given by PNLoS

j (θj(t)) =
1−P LoS

j (θj(t)). We assume the uplink and downlink channels
are approximately equal. As a result, the channel power gain
between UAV and IoT device j is given as

hj(t) ≈ gj(t)
=
(
P LoS
j (θj(t)) + µNLoSPNLoS

j (θj(t))
)
γ0dj(t)

−α̃
.

(7)

4) Energy Harvesting Model: The UAV works in full
duplex mode at its hovering stage. It keeps transmitting RF
signals to devices with the constant transmit power Pd when
it receives information from the target device over uplink
channel. The devices within it energy transfer coverage range
excepts the target device will be charged. The received power
at device j is

P rj (t) = |hj(t)|2Pd, ∀∆dj(t) ≤ Deh. (8)

It this paper, we apply the non-linear EH model [37]. Different
from linear model, non-linear EH model considers the satura-
tion limitation of the circuits and is more practical. Through
RF-EH circuit, the harvested energy is described by

Phj (t) =
Plimite

cd − Plimite
−c(P r

j (t)−d)

ecd(1 + e−c(P
r
j (t)−d))

, (9)

where Plimit is the maximum output DC power, c and d are
constants that depend on related circuit characteristics of the
EH system.

B. Problem Formulation

In this work, we aim to maximize sum data rate and total
harvested energy, and minimize energy consumption of UAV
at the same time. The UAV is required for perception of
IoT environment and implement real-time path planning. The
decision of UAV flight trajectory and the choose of hovering
position should consider quality of service of devices and
energy consumption of UAV. Furthermore, the avoidance of
data overflow of all IoT devices is of great importance. To this
end, the UAV successively visits IoT devices according to their
real-time requirements priority. For example, the IoT device
ĵ = arg max

j
quj (t) will be chosen as the target device of UAV

at t. When UAV flies close to the target device enough, e.g.,
dj(t) ≤ Ddc, it hovers at the corresponding location and starts
collecting data in uplink and transmitting energy in downlink.
Let k, 0 < k ≤ K represent the kth hovering of UAV in a
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mission, where K ≥ 0 denotes the total number of times that
UAV hovers to communicate with IoT devices. We denote the
corresponding communication device of the kth hovering as
jk. Then the transmission data rate at the kth hovering is given
as

Rk = W log2

(
1 +

Pu|gjk(t)|2

σ2
n

)
, (10)

where W is the wireless communication bandwidth and σ2
n is

the channel noise power at UAV. To upload all of the gathered
data to UAV, the hovering time can be calculated by

tk =
Qjk(t)

Rk
. (11)

At the same time, the UAV keeps transmitting energy to
devices within its energy transfer coverage expect device jk in
downlink. According to (8)(9), the harvested power at device
j is given by

Ej = Phj (t)tk, ∀∆dj(t) ≤ Deh, j 6= jk. (12)

Then the total harvested energy at the kth hovering is given
as

Ek =
∑

j,∀dj(t)≤Deh,j 6=jk
Ej . (13)

The sum data rate and the total harvested energy of all the
hovering stages in a mission are given as following.

Rsum =

K∑
k=0

Rk, (14)

Ehtotal =

K∑
k=0

Ek. (15)

And the total energy consumption for UAV’s flying and
hovering in the task duration is given as

Ectotal =

∫ T

0

P (v(t)) dt. (16)

It should be noted that energy consumption also includes com-
munication energy. Since we assume the downlink transmit
power Pd a constant, this component is not included in the
optimization objective. The MOO problem can be formulated
as

P1 : max
v(t),θ(t)

(Rsum, E
h
total, − Ectotal) (17)

s.t. v(t) ∈ [0, vmax], (18)

θ(t) ∈ [−π, π]. (19)

As for the sum data rate, its maximization depends on the
amount of devices uploading data over the UAV mission
period, that is, the total number of hoverings K and the
data rate in each hovering. It can be easily concluded that to
maximize Rsum, on one hand, the UAV should fly at a higher
speed so that it can visit more IoT devices. On the other hand,
the hovering location should be close to the target device so as
to improve the data rate as well as shorten the communication
time of each hovering. From this aspect, hovering over the
device is the best choice. As for the maximization of total

harvested energy, besides the maximization of K, we hope
that more devices fall within the coverage of UAV at each
hovering. In addition, the smaller distance between UAV and
charging devices, the better. It may conflict with the UAV’s
hovering directly over the target device to get the maximum
data rate. As for the objective of UAV’s energy consumption,
it is clearly that VME can achieve its minimization. However, it
may be not fast enough to collect more data and charge more
devices. What’s more, the low flying speed may lead to IoT
device’s data overflow.

As we can see, these three objectives are in conflict with
each other partly. Since the devices are randomly distributed
and their data generation are dynamic, it is substantially
complex and may impose considerable computational cost to
find out an optimal hovering location and make flying decision.
Furthermore, the environment is partially observed, traditional
model-based methods like dynamic programming method are
unable to fix this problem. Recently, DRL has shown ex-
cellent ability of solving complex problems and is regarded
as one of the core technologies of artificial intelligence. As
the integration of deep learning and RL, it owns the strong
understanding ability and decision-making ability and thus can
realize end-to-end learning. It has shown great potential in
solving sophisticated network optimizations. DDPG, which is
one of the classical DRL algorithms, has been proved that can
learn effective polices in continuous action spaces using low-
dimensional observations [31]. It is suitable for our proposed
UAV’s flight decision problem where flying speed and yaw
Angle are chosen in continuous interval. Since the reward
of original DDPG algorithm is scalar, we extend it to multi-
dimensional reward for the MOO problem. A MODDPG algo-
rithm is proposed for UAV-assisted data collection and energy
transfer and weight parameters are introduced to describe the
preferences of the objectives.

III. PRELIMINARIES

Here we give a brief introduction of reinforcement learning
[28]. RL is one of the fields of machine learning. It emphasizes
that agent learns through interaction with the environment
directly, with on need for imitative monitoring signals or com-
plete modeling of the surrounding environment. Based on the
formal framework of the markov decision processes (MDP),
RL problem can be described by a five-tuple < S,A, r, p, γ >.
S and A are set of states and actions. r is reward function. p
is transition function that indicates the probability of moving
from one state to the next state. And γ is discounting factor to
exponentially discount the value of future rewards. The agent
uses the discount factor to adjust the importance of rewards
over time. γ is always a positive real value less than one. Policy
and value function are core elements of RL. A policy defines
the agent’s behavior in an environment. It typically represented
by a function that determines the next action a ∈ A to take
given a state s ∈ S and denoted as π(a|s). The agent aims
to learn a policy that maximizes the discounted return during
an episode. The discounted return G at time step t can be
calculated by

Gt =
∑∞

k=0
γkrt+k+1, (20)
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where r is usually denoted by r(s, a). It is the reward that
agent obtains when it executes action a at state s. During the
learning process, the agent learns to optimize its policy toward
reaching a better policy with the experience transition. And the
optimal policy can be obtained as

π∗ = arg max
π

E [G|π] . (21)

Value function determines what is good for the agent in the
long run, which helps agent to learn and find optimal policies.
Particularly, action-value function, which is also referred to as
Q-function, defines the value of action a in state s under a
policy π. It is denoted as Qπ (s, a) and given formally as

Qπ (s, a) = Eπ[Gt|st = s, at = a]. (22)

Original RL algorithms use table, or (non) linear function as
approximator to estimate the Q-function. Table is used in Q-
learning [38]. It is a classical off-policy algorithm where the
actions that the Q-learning function learns from are outside
the current policy. And the agent relies on the Q-table to
select the best action. It is obvious that this method is not
applicable to higher dimensional state and action. To this
end, deep neural network is introduced as more powerful
nonlinear function approximators. DQN uses neural network
as the function approximator to approximate Q-function [39].
And the Q network θQ is optimized by minimizing the loss
between Q-function and target value:

L
(
θQ
)

= E
[
yt −

(
Q
(
st, at|θQ

))2]
. (23)

The target value yt is obtained by

yt = r (st, at) + γQ
(
st+1, a

′|θQ
)
. (24)

However, DQN can only make decisions on problem with
discrete and low-dimensional action spaces and unable to solve
continuous action control problem. For continuous control
task, policy gradient algorithm was applied and an actor-
critic approach has been proposed in [40]. It combines two
types of RL algorithms that based on values (like Q-learning)
and action probabilities (like Policy Gradients) and thus can
effortlessly select the right action from the continuous action
space. On the basis of the actor-critic framwork and learning
from successful insights of DQN, DDPG was proposed in [31]
and turned out to be efficient for robustly solving a complex
problems with continuous action spaces from a variety of
fields.

IV. MODDPG ALGORITHM FOR UAV-ASSISTED DATA
COLLECTION AND ENERGY TRANSFER

In this section, we first build the environmental model which
maps the system model to the interaction environment of MDP.
And then propose an UAV-assisted data collection and energy
transfer algorithm for the proposed MOO problem.

A. Environmental Model

It is of great importance to cast the optimization problem
into the MDP in a right way. The agent depends on the
interaction with the environment to adjust its behavior and

learn optimal policies. Here we give detail description of the
design of state space, action space and reward in our model.

1) State Space: Collecting the real-time service require-
ments of all the IoT devices relies on frequent information
exchange between the UAV and IoT devices. It will occupy
a large amount of wireless resources and cause delay, greatly
reducing the efficiency of the system. To be more practical, we
assume that the UAV can only observe its own state and partial
network information. To be specific, UAV can observe its own
location, the cumulative number of flights out of the restricted
area, the location of the target device, and the number of
devices with data loss. And then the state space is defined
symbolically as

S , {st} = {[dx
ĵ
(t), dy

ĵ
(t), xu(t), yu(t), Nf (t), Nd(t)]},

(25)
where [dx

ĵ
(t), dy

ĵ
(t)] is the distance between the target device

and the UAV under the cartesian coordinates. Once the UAV
has finished the data collection of the target device, a new one
will be selected according to the status of the system at the
time. This element helps to guide the UAV to get the target
devices into its data collection coverage. Nf (t) records the
cumulative number of times that the UAV has continuously
exceeded the restricted area by the time t. Combining with
UAV’s absolute position [xu(t), yu(t)], it helps to keep the
UAV from flying out of the designated area that causes un-
necessary waste of resources. And the number of devices with
data loss Nd(t) will drive the UAV to service the high-demand
devices timely. In practical scenarios, the global network
information is incapable to obtain and the real-time knowledge
about each device is unknowable at the UAV. Besides, most of
the information is not necessary for decision-making. In our
setting, we extract a small amount of necessary information to
represent the state of the environment. These elements of state
space will enable the UAV to have a good overall perception
of the environment. Furthermore, it overcomes the lack of
network information which is common problem that exists in
massive uncertain IoT system.

2) Action Space: Observing the state, the UAV makes
action decision in real time. The action space is defined as

A , {at} = {[v(t)cos(θ(t)), v(t)sin(θ(t))]}. (26)

We use [cos(θ(t)), sin(θ(t))] to represent yaw and then the
network will learn a normalized two-dimensional vector. The
flying speed v(t) and the yaw Angle θ(t) are assumed to
be continuous value in the interval [0, vmax] and [−π, π]
respectively. It enlarges the control freedom of the UAV as well
as improves the efficiency of the control scheme comparing to
discrete action space.

3) Reward: Since the environment is partially observed,
the UAV depends on the reward to evaluate its decision, infer
the distribution of states and learn and know the environment.
Besides, the agent relies on the well-designed reward func-
tion to learn effective control policy for the proposed MOO
problem. According to our optimization problem, the reward
is designed as a 4-dimensional vector.

R , {rt} = {[rdc(t), reh(t), rec(t), raux(t)]}, (27)
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Fig. 3: Framework of MODDPG algorithm

where rdc(t), reh(t), rec(t) correspond to the three optimiza-
tion objectives: maximization of sum data rate, maximization
of total harvested energy and minimization of UAV’s energy
consumption. They are designed as following.

rdc(t) =

{
100×Rk, at UAV’s kth hovering
0, otherwise

. (28)

reh(t) =


100× (Ek +

J∑
0

Idj(t)≤Deh
),

at UAV’s kth hovering
0, otherwise

. (29)

rec(t) =

{
−Phov, if UAV is hovering
−P (v(t)), otherwise

. (30)

Once the target device falls within the data collection coverage
radius of UAV, the UAV will hover to process data collection
and energy transfer. Otherwise the UAV is in flying stage. We
give more rewards to the agent for its higher data rate, more
harvested energy at more IoT devices in hovering, and punish
it for its higher energy consumption at both flying and hovering
stages. wdc, weh and wec are priority weights associated with
each attribute. In addition, there is an auxiliary reward raux(t)
that given as

raux(t) = −dx
ĵ
(t)− dy

ĵ
(t)−Nf (t)−Nd(t). (31)

It can be seen that raux(t) includes the distance between UAV
and the target device. It will be small if the UAV is far away
from the target device, which helps the UAV recognize the
location of the target device so as to get close to it. Besides,
if the UAV tries flying out of the restricted area or leads to
IoT devices’ data overflow due to the failure of timely data
collection, it will get negative reward. We inflict punishment
on UAV’s bad flight decisions to drive the UAV to learn
to finish the basic tasks no matters the preferences of the
optimization objectives. The corresponding weight waux is set
as 1 all the time.

B. MODDPG Algorithm

The algorithm framework of MODDPG is presented in
Fig.3. Based on DDPG architecture, we maintain an actor

Algorithm 1 MODDPG algorithm for UAV-assisted data
collection and energy transfer

Input: a weight vector w = [wdc, weh, wec, waux].
1: Initialize main network and target network;
2: Initialize replay memory B, Initialize σ2 = 2.0,
ε = 0.9999 for action exploration;

3: for episode := 1, · · · ,M do
4: for step t := 1, · · · , T do
5: Update the environment status and observe the

current state st;
6: Select action according to
at ∼ N (µ (st|θµ) , εσ2);

7: Execute action at and limit UAV in designated
area, observe reward rt, transit to the next state st+1;

8: Store the experience tuple (st, at, rt, st+1) into
replay memory B;

9: if update then
10: Randomly sample a mini-batch transitions

from B.
11: Compute yi{

riw
T, for teminal si+1

riw
T + γQ′

(
si+1, µ

′
(
si+1|θµ

′
)
|θQ′

)
, otherwise.

12: Update critic network by minimizing the
critic loss (35);

13: Update actor network by maximizing the
actor loss (36);

14: Update the target networks:

θQ
′
← τθQ + (1− τ)θQ

′
, (32)

θµ
′
← τθµ + (1− τ)θµ

′
. (33)

15: Decay the action randomness: σ2 ← σ2ε.
16: end if
17: end for
18: end for

network µ (s|θµ) to specify the main policy that builds a map-
ping from states to actions and a critic network Q

(
s, a|θQ

)
to estimate the action value. θµ and θQ are parameters of two
networks. The weights of both the actor network and critic
network are initialized from a truncated normal distribution
centered on 0 with standard deviation

√
2/f , where f is the

number of input units in the weight tensor. The biases are all
initialized as 0.001. Besides, target network is applied to the
actor-critic architecture to calculate the target values. Specif-
ically, a target actor network µ′(s, a|θµ′

) and a target critic
network Q′(s, a|θQ′

) are created by copying the parameters
of mian network in the initialization phase.

While updating the network parameters, a random mini-
batch of experience tuples are sampled uniformly from replay
memory. Different from the original DDPG, which is single-
objective MDP with scalar reward signal, the reward in the
experience tuples is a vector. Since the value of the action
depends on the preferences among competing objectives, we
use the linear weighting method to calculate the weighted sum
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TABLE I: Simulation parameters

Bandwidth (B) 1MHz
Noise power(σ2

n) -90dBm
Reference channel power gain (γ0) -30dB

Attenuation coefficients of NLoS link (µ) 0.2
Path loss exponent (α̃) 2.3

parameters of LoS probability(a, b) 10, 0.6
blade profile power (P0) 79.86

induced power (Pi) 88.63
Tip speed of rotor blade (Utip) 120m/s

Mean rotor induced velocity in hover (v0) 4.03
Fuselage drag ratio (d0) 0.6

air density (ρ) 1.225km/m3

Rotor solidity (s) 0.05
rotor disc area (A) 0.503 m2

maximum output DC power (Plimit) 9.079µW
parameters of EH model(c, d) 47083, 2.9 µW

of elements of the reward vector with the given weights, which
is given as r = rwT, where w = [wdc, weh, wec, waux]. Then
the reward vector is transformed into scalar form. It should
be noted that through this design, the MODDPG algorithm is
suitable for MOO problem with arbitrary number of objectives.
And it also supports single objective optimization (SOO)
problem. In our setting, all of the weight parameters are chosen
in the interval [0.0, 1.0] according to the importance preference
of each attribute. With the target network, the target value yi
is calculated as following.

yi = rwT + γQ′
(
si+1, µ

′
(
si+1|θµ

′
)
|θQ

′
)
. (34)

To optimize the main critic network, we calculate the differ-
ence between target value and Q-function given by the main
critic network. Then the main critic network is trained by using
the gradient descent method to minimize the loss function,
which is defined as the mean square error of the difference.

L
(
θQ
)

= E
[(
Q
(
si, ai|θQ

)
− yi

)2]
. (35)

The loss function of actor network is simply obtained by
calculating the sum of Q-function for the states. We use
main critic network and pass action computed by main actor
network to compute the Q-function. The loss function of actor
network is

L (θµ) = E
[
Q
(
si, µ (si|θµ) |θQ

)]
. (36)

The chain rule is applied to update actor network weights by
maximizing L (θµ). And the parameters of two target networks
will update during the training using “soft” target update.

To ensure adequate exploration of the continuous action
spaces, An exploration policy is applied to the actor policy.
In detail, at each decision step, the action is selected from a
random process that follow a Gaussian distribution with ex-
pectation µ (st, |θµt ) and variance εσ2, where ε is an adjustable
parameter to decay the action randomness of the training
process. The complete algorithm is presented in Algorithm 1.

V. SIMULATION RESULTS AND DISCUSSION
In this section, we present numerical results to evaluate the

performance of MODDPG algorithm. We set the number of

TABLE II: Network configurations

Parameters Values

Network structure for actor [400,300]
Network structure for critic [400,300]
Number of training episodes 1600

Learning rate for actor 10−3

Learning rate for critic 10−3

Reward discount 0.9
Replay memory size 8000
Batch size 64
Initial exploration variance 2.0
Final exploration variance 0.1
Soft target updates parameter 0.001
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Fig. 4: Training curves of the network: (a) Accumulated reward; (b)
Loss.

IoT devices to 100, the mission period to 10 minutes. IoT
devices are randomly distributed in a square area with the
range of 400 m by 400 m. At the beginning of each task, the
UAV begins its mission at a random position in the designated
area. It flies at an altitude of 10 m and the maximum flying
speed vmax = 20 m/s [22]. The radius of UAV’s coverage
are set to Ddc = 10 m and Deh = 30 m. The transmit
power of the UAV and IoT devices are set to Pd = 40 dBm
and Pu = −20 dBm respectively [19]. The data cache of
IoT devices are updated per second. Their expectations of the
Poisson process of data accumulation are randomly assigned
from the set {4, 8, 15, 20}. The capacity of data buffer ldmax

is 5000 packets and the corresponding transmission data size
is set to Q = 10 Mbits. Other system parameters are listed in
Table I, where the parameters are set by referring to [19] [24].
The structure and parameters of the MODDPG network are
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Fig. 5: Training curves tracking optimization objectives: (a) Sum data rate; (b) Total harvested energy; (c) Average energy consumption.
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Fig. 6: Training curves tracking optimization results: (a) Total number of DC devices; (b) Average data rate; (c) Average number of EH
devices; (d) Sum EH rate.

given in Table II. In our implementation, all the hidden layers
are fully connected and ReLU function is used for activation.
The final output layer of actor network is set to be a tahn layer
to bound the actions.

First we show the effectiveness and convergence of the pro-
posed MODDPG algorithm. The learning curves of the trained
MODDPG agent are shown in Fig. 4. The agent’s accumulated
reward and the loss of critic network are given. The changing
trend of three objectives as well as corresponding results
during the training are also illustrated in Fig. 5 and Fig. 6.
Here the weight parameters are set to wdc = weh = wec = 1.0.
We consider the jointly optimization of all three objectives. It
can be seen in Fig. 4 that the agent quickly learns to obtain
higher expected total rewards as training progresses. And then
the accumulated reward converges steadily at a high level. At
first about 10 epochs, the accumulated reward fluctuates at
a very low level. It is because that the UAV is in complete
experience stage. Without enough experience to learn from,
the action is chosen randomly. At the same time, the loss of
the network is 0 and all of the objectives are not optimized.
When the replay memory is full, the UAV begins to sample
the stored experience tuples to train networks. We can see that
there is a major exploration and learning stage before about
the 500th epochs. During this stage, the loss of network drops
rapidly after a sharp rise. Within the same period, the sum
data rate as well as total harvested energy increase rapidly
while energy consumption is reduced. From Fig. 6, we can
find that to improve sum data rate, the UAV learns to get
more target devices into Ddc to activate data collection. The
average data rate reaches the maximum quickly. After that it

declines slowly with the increase of average number of EH
devices and sum EH rate, which represent average number of
devices fall within Deh and sum of EH rate of all the EH
devices at hovering stage respectively. In order to increase
the total harvested energy, the agent makes a concession in
the sum data rate. Besides, a sharp oscillation of training loss
of critic network occurs at about 1100 epochs. After that the
total harvested energy is further improved with higher energy
consumption. It reveals that the agent further adjusts its control
policy to find the trade-off between all the objectives. Finally,
along with the oscillation convergence of the loss function, all
optimization objectives are basically stable. It shows that our
proposed algorithm can produce effective control policy of the
UAV for the MOO problem.

For performance evaluation, we compare the policy pro-
duced by MODDPG algorithm, denoted as PMODDPG, with two
control policies that refer to [21] as

• PVmax : the UAV flies between the hovering position at the
maximum speed v = vmax = 20 m/s and hovers above
the target device to collect data.

• PVME : the UAV flies between the hovering position at the
maximum-endurance speed v = VME = 10.2 m/s and
hovers above the target device to collect data.

According to [21], PVmax can achieve the maximization of the
sum-throughput and PVME can achieve the minimization of the
total-energy. Fig. 7 and Fig. 8 provide the comparison results
on three optimal objectives and related indexes under different
control policies. The coverage radius of data collection is set
to 10 m, 15 m, 20 m, 25 m and 30 m. All the experimental
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Fig. 7: Optimized objectives under different policies: (a) Sum data rate; (b) Total harvested energy; (c) Average energy consumption.
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Fig. 8: Optimized results under different policies: (a) Total number of DC devices; (b) Average data rate; (c) Average number of EH devices;
(d) Sum EH rate.

datas are average of 100 evaluation results. Under comparison
policies PVmax

and PVME , the UAV hovers above the target
device to collect data, thus can achieve the best channel gain.
As a result, their achieved average data rate reach the highest
value with all Ddc. Besides, based on the adopted propulsion
power consumption model, the average flying energy con-
sumption under PVmax

and PVME reach the highest value and
the lowest value respectively. From Fig. 7, we can find that
the optimized sum data rate of our proposed PMODDPG policy
outperforms the other two policies when Ddc = 10 m. It can
be observed from Fig. 8 that PMODDPG achieves the highest
total number of DC devices with all Ddc. Instead, the total
number of DC devices under PVME is the least because of the
low speed. Different from the compared policies that keep the
same sum data rate in all cases of Ddc, the sum data rate
under PMODDPG decreases with increasing Ddc. It is the result
of the reduction of average data rate. Since we stipulate that
the UAV will hover for data collection once the target device
falls within Ddc, the distance between the UAV and the target
device at hovering stage increases with Ddc.

In term of the performance of EH, the total harvested energy
of PMODDPG is far higher than the other two policies with all
Ddc. Besides, improvement becomes larger with increasing
Ddc. As shown in Fig. 8, average number of EH devices and
sum EH rate both increase with Ddc. The reason is that in-
creasing Ddc enhances the freedom of the control decisions of
UAV. The UAV can choose its hovering position more flexibly
as Ddc increases. As a result, it can get more devices into its
energy transmission coverage as well as shorten the power
transmission distance to obtain higher total harvested energy

of IoT devices. Instead, the information of the environment
is unknown under PVmax and PVME without feedback, so that
these two compared policies are unable to adjust according
to Ddc. Fig. 9 illustrates the UAV trajectory under PMODDPG
and PVmax

. We provide the flight path of the UAV between 5
target devices as an example to show the difference of two
control policies. The uplink transmission data rate of each
target device as well as sum EH rate of all the EH devices
under the hover condition are shown in Fig. 9 (b) and (c). It can
be observed that the UAV under PMODDPG chooses a hovering
position that can achieve higher sum EH rate than PVmax

at the cost of decreased performance in data transmission.
It reveals that the policy based on MODDPG algorithm has
the advantage of achieving coordination and optimization of
multiple objectives.

As for flying energy consumption, it is observed from Fig.
7(c) that the optimized value of PMODDPG is far less than
PVmax

. Compared to PVME , PMODDPG achieves higher sum data
rate when Ddc is smaller than 25 m. In addition, the total
harvested energy is greatly improved under PMODDPG after
more energy is sacrificed.

In the following experiments, we verify that the optimal
policies are adjusted according to weight parameters. The
parameters of comparison experiments are set as Table III.
To compare the influence of different weight settings on the
optimal policies, in “optDC”, “optEH” and “optEC”, we
respectively set the weights associated with sum data rate,
total harvested energy and energy consumption to 1.0, and
weights of the other two objectives to 0.0. Different from
optjoint that considers three objectives simultaneously, in
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Fig. 9: Optimized results under different policies: (a) UAV trajectory;
(b) Data rate; (c) Sum EH rate.

these three policies, we consider the optimization of three
objectives separately. With this setting, we apply the MOO
algorithm to solve SOO problem. The optimized results are
given in Fig. 10 and Fig. 11. It is observed from Fig. 10 that
the increasing Ddc leads to reduced sum data rate and the
improvement of total harvested energy under all polices. The
reason can be found in Fig. 11. As the coverage radius of DC
increases, the distance between the UAV and the target device
becomes larger. On one hand, it enables the UAV to visit more
devices in a mission mostly. On the other hand, it reduces the
transmission data rate. In addition, the increasing Ddc offers
a wider choice scope of hovering positions. Thus more IoT
devices can harvest energy from the UAV with better channel
conditions.

Compared to three SOO policies, as shown in Fig. 10, the
sum data rate achieved by “optjoint” is higher than “optEH”
and “optEC” in most Ddc and only lower than “optDC” in all
Ddc, which is consistent with the weights setting. In “optEH”
and “optEC”, with the weight wdc set to 0.0, the UAV makes
flight decision without thinking about the sum data rate. Thus
their data transmission performance are worse than “optjoint”,

TABLE III: Comparison experiment parameters

Name parameters
optjoint wdc = 1.0, weh = 1.0, wec = 1.0

optDC wdc = 1.0, weh = 0.0, wec = 0.0

optEH wdc = 0.0, weh = 1.0, wec = 0.0

optEC wdc = 0.0, weh = 0.0, wec = 1.0

the wdc of which is 1.0. In “optjoint”, with weh = wec = 1.0,
the UAV also tries to optimize the total harvested energy and
energy consumption while performing a task. As a result, the
achieved sum data rate is lower than “optDC” that sets the
sum data rate as the only goal. However, IoT devices can
harvest more energy with less energy consumption of the
UAV at the same time. Similarly, total harvested energy under
“optjoint” is higher than “optDC” and “optEC” in most Ddc.
The performance of energy consumption under “optjoint” is
just worse than “optEC”, far better than the other two policies.
This proves that our proposed MODDPG algorithm successes
to learn a control policy to simultaneously optimize multiple
optimization aims.

Then we analyze the comparison results of three SOO
policies. It can be observed from Fig. 10 that “optDC”,
“optEH” and “optEC” respectively achieve the highest sum
data rate, the highest total harvest energy and the lowest
average energy consumption with all Ddc. In “optDC” policy,
the total number of DC devices as well as average data rate
exceed other policies. The UAV learns to get more DC devices
into its data collection coverage and get closer to the target
devices to achieve better sum data rate. Consequently, total
harvested energy of “optDC” is the lowest of all policies. It is
because that trying to be close to the target device may have
conflict with covering more EH devices under good channel
gain. Since energy consumption is not concerned in this policy,
it is much higher than the optimized value in “optEC”. As for
“optEH” policy, the total harvested energy promotes with the
improvement of the number of EH devices and sum EH rate.
The UAV not only learns to cover more EH devices at the
hovering stage, it also hovers at a location with better channel
gain. The optimization of total harvested energy also leads
to more energy consumption than “optEC”. The comparison
results show that our proposed algorithm is able to produce
optimal policies under different preference conditions.

VI. CONCLUSION

In this paper, we investigated a MOO problem for UAV-
assisted data collection and energy transfer in wireless pow-
ered IoT networks. Sum data rate, total harvested energy as
well as energy consumption were optimized simultaneously.
Since the IoT network was uncertain and dynamic, we pro-
posed a MODDPG algorithm to achieve online control of
the UAV. The reward function was designed as a multiple
dimension vector corresponding to the optimization objectives.
Thus the UAV learns to find joint optimization solution accord-
ing weights parameters associated with objectives. Numerical
results proved the validity of our algorithm and showed that
the model can produce optimized policies under different



12

�� �	 �� �	 ��
Ddc���

���

���

�
�

���

���

���

�"
�
��
�!
��
��
!�
���

� 
��

%�

���

optjoint
optDC
optEH
optEC

�� �	 �� �	 ��
Ddc���

���

���

���

	��


��

���

��
!�
���

��
#�

 !�
��
��

��
�$

��μ
�

�

���

optjoint
optDC
optEH
optEC

�� �	 �� �	 ��
Ddc���

���

��


���

���

���

���


#
��
��

��
��

��
�$

��
��

 "
�
�!
��
��
��

�

���

optjoint
optDC
optEH
optEC

Fig. 10: Optimized objectives under different weight parameters: (a) Sum data rate; (b) Total harvested energy; (c) Average flying energy
consumption.
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Fig. 11: Optimized results under different weight parameters: (a) Total number of DC devices; (b) Average data rate; (c) Average number
of EH devices; (d) Sum EH rate.

weights. It should be noted that the proposed MOO algorithm
was suitable for MOO problem with arbitrary number of
objectives. In addition, it has been shown that UAV swarm
has great advantages in completing complex tasks through
the coordination of multiple UAVs. Therefore, it is worthy
of studying the cooperative task and resource assignment,
UAV-device pairing as well as multi-UAV path planning and
collision avoidance for UAV swarm assisted wireless powered
IoT network in the future.
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