
Macroeconomic forecasting with statistically validated knowledge
graphs
Sonja Tillya,∗, Giacomo Livana,b
aUCL, Computer Science Dep, 66 - 72 Gower St, Bloomsbury, WC1E 6EA London, UK
bSystemic Risk Centre, London School of Economics and Political Science, London, WC2A 2AE, UK

ART ICLE INFO
Keywords:
knowledge graph
time series forecasting
natural language processing
big data

ABSTRACT
This study leverages narrative from global newspapers to construct theme-based knowledge graphs
about world events, demonstrating that features extracted from such graphs improve forecasts of in-
dustrial production in three large economies compared to a number of benchmarks. Our analysis relies
on a filtering methodology that extracts “backbones” of statistically significant edges from large graph
data sets. We find that changes in the eigenvector centrality of nodes in such backbones capture shifts
in relative importance between different themes significantly better than graph similarity measures.
We supplement our results with an interpretability analysis, showing that the theme categories “dis-
ease” and “economic” have the strongest predictive power during the time period that we consider.
Our work serves as a blueprint for the construction of parsimonious – yet informative – theme-based
knowledge graphs to monitor in real time the evolution of relevant phenomena in socio-economic
systems.

1. Introduction
People are natural storytellers who rely on narrative to

make decisions, particularly when faced with uncertainty.
There is a large body of literature on narrative, with most
works spanning disciplines such as psychology, cognitive
sciences or political sciences (Brosch et al., 2013; Clore &
Palmer, 2009; Bruner, 1990; King et al., 2017).

Keynes describes the state of mind that results in human
actions as “animal spirits”, which ultimately are reflected in
economic indicators such as consumer confidence (Keynes,
2018). Shiller finds that viral narratives spread by newspa-
pers play a causal role in economic activity (Shiller, 2017).
Along the same lines, Conviction Narrative Theory (CNT)
demonstrates that changes in narrative are a precursor to changes
in economic growth (Tuckett et al., 2014). A recent study on
CNT suggests that economic agents reassure themselves by
building narratives supporting their expectations of the re-
sult of their actions (Nyman et al., 2018).

In recent years, the evolution of big data and natural lan-
guage processing has enabled the quantification of news nar-
rative and its potential to change the course of social sys-
tems. This has allowed to push econometric models such
as vector autoregressions (Stock & Watson, 2001), or struc-
tural frameworks such as dynamic stochastic general equi-
librium models (Christiano et al., 2005; Smets & Wouters,
2007) beyond conventional variables. In this respect, re-
search increasingly explores features derived from narrative
and their capacity of improving economic forecasts (Buono
et al., 2018; Elshendy et al., 2018; Yang et al., 2020).

One possible way to capture and quantify narrative is via
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graphs that map the interactions between concepts or events
pertaining to the object of study. A wide range of appli-
cations demonstrates that graphs are indeed very success-
ful at capturing complex relationships (Emmert-Streib et al.,
2018).

This study leverages narrative from global newspapers
to construct theme-based knowledge graphs, demonstrating
that features derived from such graphs improve forecasts of
industrial production (IP) in three large economies. The find-
ings are supported by an interpretability analysis, showing
that disease and economy-related themes have the strongest
predictive power.

2. Literature review
This section covers a selection of existing literature on

graphs and their applications to the analysis of economic sys-
tems. A range of methods has been proposed to extract and
interpret the information contained in large graphs, and this
section addresses those techniquesmost pertinent toweighted
undirected graphs, which are the object of this study.

Over recent years, there has been increasing interest in
examining economic topics in terms of graphs. The study of
economic graphs is an interdisciplinary field, spanning areas
such as economics, the social sciences, computer science,
statistics and business and management (Emmert-Streib et
al., 2018). Existing studies cover a wide range of economic
graphs, each one with their own meaning. For instance, a
study on graph centrality and funding rates finds that inter-
bank spreads are significantly affected by measures of cen-
trality, with the effects of graph centrality increasing during
the global financial crisis in 2008 (Temizsoy et al., 2016).
Constantin et al. build a graph of European banks and es-
timate how negative shocks for one bank’s returns depend
on the impact of negative shocks on other banks’ returns,
effectively building an early warning model for bank dis-
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tress using network effects (Constantin et al., 2018). A paper
by Carvalho et al. examines firm-level disturbance after the
Japanese tsunami in 2011 and finds that the propagation of
the shock over input-output linkages can account for a 1.2
percentage point decline in Japan’s gross output in the year
following the earthquake (Carvalho et al., 2016). Adamic et
al use established graph analysis tools to describe the time-
series dimensions of information and liquidity flows in the
E-mini S&P stock index futures market, showing robust con-
temporaneous correlations between graph features and fi-
nancial variables, with the former significantly leading (Granger-
causing) intertrade duration, trading volume and other liq-
uidity metrics (Adamic et al., 2017). Piccardi and Tajoli
show that high centralization observed for complex prod-
ucts determines the hierarchy of the global trade graph as
they form an important share of total trade. This implies an
uneven distribution of trade links between countries, mak-
ing them more vulnerable to shocks. The authors conclude
that the present structure of the global trade graph is exposed
to specific shocks, and quantify the impact of shock propa-
gation from the central nodes (Piccardi & Tajoli, 2018). A
study by Bonaccorsi et al. measures country centrality in
multilayer graphs, demonstrates that these centralities are
consistent with a North-South divide and positively corre-
latedwith economic variables such asGDP per capita (Bonac-
corsi et al., 2019). Yang et al. extract entities from tex-
tual data and link them as knowledge graphs to macro vari-
ables. The authors show that incorporating the features ex-
tracted from knowledge graphs in a macroeconomic fore-
casting framework significantly improves predictions ofmacroe-
conomic variables such as inflation, net export growth or
housing prices (Yang et al., 2020). Guo andVargo use themes
and location data from the Global Database of Events, Lan-
guage and Tone (GDELT) to show that population, trade,
cultural proximity, and geographic closeness drive interna-
tional news attention (Guo & Vargo, 2020). Stern et al. ex-
amine intermedia agenda-setting by proposing a method to
infer graphs of influence between different news sources on a
given subject (Stern et al., 2020). The authors find that influ-
ence verymuch depends on the topic, with news outfits being
agenda-setters (represented by central nodes) for some top-
ics and followers (represented by peripheral nodes) for oth-
ers. Campi et al. explore the determinants of specialisation
in agricultural production, describing it as a time-sequence
of bipartite graphs, linking countries to their produced agri-
cultural products (Campi et al., 2020). The study concludes
that agricultural production is a dense graph of well-defined
and stable communities of countries and products that are
characterised by environmental conditions as well as eco-
nomic, socio-political and technological factors. A study by
Bellomarini et al. analyses the impact of the COVID-19 out-
break on the graph of business relationships between Italian
companies and identifies transactions that could lead to the
takeover of strategic companies (Bellomarini et al., 2020).
Gomez et al. apply graph analysis to understand business
cycle synchronization in the European Union over the last
20 years, observing that co-movements and country inter-

actions have increased notably since the Eurozone crisis in
2011/12, while they remained relatively stable before (Mate-
sanz Gomez et al., 2017).

Graph analysis is an effective means to represent and an-
alyze complex systems. However, real-world graph data sets
can be very large, both in terms of number of nodes and con-
nections between them, making it difficult to identify those
elements that are most crucial to the properties of such sys-
tems (often referred to as a graph’s “backbone”). The lit-
erature proposes a range of approaches for extracting graph
backbones. In this respect, Ghalmane et al. differentiate be-
tween “coarse-grained” and filter-based approaches to graph
dimensionality reduction (Ghalmane et al., 2020). “Coarse-
grained”methods are based on the concept of grouping graph
nodes according to some criterion and keeping those with
the properties of interest, while filter-based approaches de-
fine properties for nodes and edges and discard or preserve
them based on the statistical significance of these attributes
against a null hypothesis for the graph structure. Within the
latter category, the filter proposed by Tumminnello et al.
identifies edges that are statistically significant with respect
to a null hypothesis of random interactions in a weighted
graph, described by the hypergeometric distribution (Tum-
minello et al., 2011). The “disparity filter” proposed by Ser-
rano et al works in a similar fashion, and relies on a null hy-
pothesis of nodes distributing their activity uniformly across
their neighbours in the graph (Serrano et al., 2009). Marcac-
cioli and Livan recently proposed a filter based on the Pólya
urn model (which includes the disparity filter as a special
case), which can be tuned to a given graph’s specific topolog-
ical properties, and demonstrate its effectiveness at preserv-
ing statistically significant links in real-world graphs such
as the US airport network or the global input-output trade
network (Marcaccioli & Livan, 2019).
2.1. Hypotheses formulation

In this study, we attempt to forecast industrial produc-
tion (IP) leveraging data from theGlobal Database of Events,
Language and Tone (GDELT). Specifically, we address two
main research questions, i.e., (1) whether socio-economic
dynamics can be captured by knowledge graphs based on
themes from GDELT, and (2) whether features derived from
such graphs are predictive of changes in economic activity.
Accordingly, we formulate the two following hypotheses:

• H1: Changes in the structural properties of knowledgegraphs based on themes from GDELT are reflective of
socio-economic changes.

• H2: Features derived fromGDELT knowledge graphs
add value to forecasts of economic activity.

By tackling the above questions, we advance the liter-
ature on economic graphs in at least three ways. First, we
demonstrate how themes from newspaper articles can be in-
corporated into macroeconomic forecasting models to im-
prove predictions of economic activity. This use of news
narrative is – to the best of our knowledge – new. Second, we
contribute to the literature on economic graphs by proposing
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a data-driven methodology to operationalise concepts such
as information extraction, feature generation and macroeco-
nomic forecasting. We complement our results with an inter-
pretability study showing that disease and economy-related
themes have the strongest predictive power. Third, we con-
tribute to research on tracking change in social systems through
news narrative by examining the evolution of graph statistics
over time.

3. Data and methods
This section introduces GDELT as data source and out-

lines the filtering methodology that is used to isolate relevant
signals. The GDELT Project is a research collaboration of
Google Ideas, Google Cloud, Google and Google News, the
Yahoo! Fellowship at Georgetown University, BBC Moni-
toring, the National Academies Keck Futures Program, Reed
Elsevier’s LexisNexis Group, JSTOR, DTIC and the Internet
Archive. The project monitors world newspapers from a va-
riety of perspectives, identifying and extracting items such as
themes, emotions, locations, organisations and events. GDELT
version two incorporates real-time translation from 65 lan-
guages and is updated every 15 minutes (GDELT Project,
2015). It is a public data set available on the Google Cloud
Platform.

The GDELT Global Knowledge Graph (GKG) is a soft-
ware suite that analyses global newspaper articles in real-
time to extract entities such as persons, organizations, loca-
tions, dates, themes and emotions (Leetaru et al., 2014). The
extraction of location data is done through a process called
full text geocoding, developed by Leetaru (Leetaru, 2012).
This process applies algorithms to parse through a news item
and to identify textual mentions of locations using databases
of places. Applying the same principle, themes are extracted
from news articles using extensive lists of themes. GDELT
contains c 13,000 themes from c 47,000 sources, from over
a billion news articles scanned since 2015.

For each scanned news article, the themes field contains
all themes the GDELT algorithm identifies, represented as a
string of labels. GDELT themes are very nuanced and can
be linked to distinct categories such as “economic”, “dis-
ease” or “human rights” (see appendix 8.2 for a list of all
theme categories). Theme categories describe events or con-
ditions, except for four purely descriptive theme groups (“ac-
tor”, “ethnicity”, “language” and “animal”), which are re-
moved. Table 1 illustrates the number of themes for the three
countries we will consider in our analysis, both in the orig-
inal data (no. of themes) and the number of themes after
removing the descriptive ones (reduced no. of themes).

Country no. of themes reduced no. of themes
US 6880 3501
Germany 5313 2925
Japan 3330 1994

Table 1: Number of of GDELT themes

3.1. Predicted variables
This study models industrial production (IP) for the US,

Germany and Japan. IP is a measure of economic activity,
published on a monthly basis. It represents the output of in-
dustrial establishments, covers a broad range of sectors and
tracks the monthly change in the volume of production out-
put. The countries are selected for representing large, in-
dustrialised economies with diversified trade connections in
three parts of the world – America, Europe and Asia.
3.2. Filtering methodology

We apply the filtering methodology introduced by Tilly
et al. (Tilly et al., 2021) to extract observations fromGDELT’s
GKG that are pertinent to economic growth. The methodol-
ogy consists of three steps – first, a thematic keyword filter,
second, a fine-grained filter using a neural network and third,
data aggregation.

As a first step, a high level thematic filter based on the
keyword ”economic growth” is applied to GDELT themes
to select relevant articles. On inspection of the filtered data
by examining 100 randomly chosen original news articles,
it becomes clear that this simple keyword filter retains too
many news items that are not relevant to “economic growth”.

Hence, a further, more precise filter is required as a sec-
ond step. We use the same bidirectional long short term
memory (Bi-LSTM) architecture as proposed in the original
filteringmethodology. This algorithm is chosen as it exhibits
the best performance in terms of precision, recall and F1score among a range of algorithms explored. For this step,
the raw GDELT data is preprocessed. Each string of theme
labels is split into lower case tokens. The tokens for ev-
ery item are then label-encoded so that the themes are given
numbers between zero and N − 1. For out-of-vocabulary
words, an “unknown” token is assigned. The length for each
token sequence is standardized to address the variable length
of these sequences by setting a maximum length of 5,000
tokens and padding. Then, 1,000 news items are manually
classified into relevant and non-relevant to “economic growth”
looking up the original text using the url contained in the
DocumentIdentifier field (encoded as one or zero, respec-
tively). The encoded themes represent the predictor, and the
classification into relevant/non-relevant represent the predicted
data, respectively.

Model performance is assessed using k-fold cross-validation
as it provides a robust estimate of the performance of amodel
on unseen data. The training data set is divided into ten sub-
sets. Models are trained on all subsets except one which is
held out, and performance is evaluated on the held out vali-
dation data set. The process is repeated until all subsets have
been used as the held out validation set.

As performance metrics, precision (the number of true
positives divided by the number of true positives and false
positives), recall (the number of true positives divided by the
number of true positives and the number of false negatives)
and the F1 score are used:
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F1 = 2 ×
precision × recall
precision + recall

.

Table 2 shows the performance of the Bi-LSTM classifier.

Classifier Precision Recall F1
Bi-LSTM 0.8853 0.9375 0.9101

Table 2: Bi-LSTM performance

A long short term memory (LSTM) is a type of recur-
rent neural network (RNN) structure that can span longer
distances without the loss of short term capacity (Hochreiter
& Schmidhuber, 1997). The algorithm enforces constant er-
ror flow during backpropagation through internal states of
special units and addresses the vanishing gradient problem.
This issue originates from the repeated use of the recurrent
weight in RNNs, and prevents these models from learning
long term dependencies.

Like a RNN, a LSTM passes on information as it propa-
gates forward. However, the operations within the LSTM’s
cells differ compared to those of a RNN. A LSTM incorpo-
rates a cell state that can be considered the “memory” as well
as a set of gates. These gates control when information en-
ters the memory, when it is output, and when it is forgotten.
Through this structure, the LSTM is able to learn what in-
formation to keep or to forget during training, and keep rele-
vant information in memory for an extended period. While a
unidirectional LSTM preserves information from one direc-
tion as it only runs forward, a Bi-LSTM runs the inputs for-
wards and backwards simultaneously. Combining two hid-
den states allows a Bi-LSTM to retain information from both
directions at any time (Schuster & Paliwal, 1997). Research
shows that the Bi-LSTM architecture outperforms unidirec-
tional algorithms in tasks where context matters (Graves &
Schmidhuber, 2005).

Using the filtered data from step two, for each calendar
month from March 2015 to December 2020, theme-based
undirected weighted graphs are constructed, applying coun-
try filters for the US, Germany and Japan, respectively. In
these graphs, the themes represent nodes, the co-occurrences
of themes represent edges and the count of the co-occurrences
represent weights. For comparison purposes, monthly graphs
based on unfiltered GDELT data are also generated.
3.3. Statistical validation of graph elements

This section outlines the statistical validation procedure
we apply to extract the backbone of each monthly graph.

Themonthly theme-based graphs are connected and con-
tain c 4,000 nodes and c 1 million edges. Given their large
scale and the potentially large amount of noise contained in
them, these graphs require a filtering mechanism in order to
extract statistically relevant sets of edges, i.e., the so-called
“backbone”.

To this end, we applied the disparity filter (see Section 2),
the most widely adopted backbone extraction method. The
method starts by normalizing the weights of each edge (i, j)
with respect to the total strength of node i (i.e., the total
weight on edges starting from node i), so that they sum up
to one. The method’s null hypothesis states that the nor-
malised weights belonging to edges of a node i are random
and distributed according to the uniform distribution over
[0, 1]. For each edge, the probability �ij of the edge occur-ring under the null hypothesis, i.e., a p-value, is calculated.
For edges whose p-value is smaller than a set threshold �, the
null hypothesis is rejected and they are retained in the back-
bone. In this study, the threshold � is set to 0.05. Since mul-
tiple tests are conducted, the resulting p-values are adapted
according to the Benjamini-Hochberg (BH) procedure to ac-
count for multiple hypothesis testing (Benjamini & Yeku-
tieli, 2005). It should also be noted that, due to the fact that
the normalisation of edge weights is done with respect to one
of the two nodes they are connected to, each edge needs to
be tested twice. The links retained in the backbone are those
for which the null hypothesis can be rejected at least once.

Applying the disparity filter to the theme-based graphs
reduces the number of nodes and edges in eachmonthly graph
by c 50% and c 90%, respectively, while still returning con-
nected graphs.
3.4. Graph features

For eachmonthly graph, the eigenvector centrality is cal-
culated for all nodes. This measure is appropriate as the
graphs are connected and reflects the broader influence of
a node on the filtered graph (Constantin et al., 2018). Then,
a T ×K matrix is constructed, where T represents the num-
ber of observations (i.e. calendar months) and K stands for
the number of nodes represented by themes.

The portrait divergence for each graph compared to the
previousmonth’s graph is calculated. Thismeasure is amethod
for comparing graphs based on the graph’s portrait, which
encodes the distribution of the shortest-path lengths in a graph.
The portrait divergence is a comprehensive measure of how
the topological features of two graphs differ (Tantardini et
al., 2019).
3.5. Explanatory variables

When forecasting IP, the monthly percentage changes in
the baltic dry index and the crude oil price, respectively,
are incorporated to control for macroeconomic effects. The
baltic dry index is considered a leading indicator for eco-
nomic growth, representing global trade volume (Bildirici
et al., 2015). Van Eyden et al. find that there is a significant
link between changes in oil price and economic activity in
OECD countries (Van Eyden et al., 2019).
3.6. Data preprocessing

In this section, we summarize the data preparation meth-
ods.

The values for IP are used as predicted variable for each
of the three aforementioned economies, with index values
reflecting the monthly percentage change. The augmented
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Dickey Fuller unit root test is applied to 20 years of monthly
data for IP as well as the explanatory variables and station-
arity is not rejected at 5% significance for any of them.

Any missing values in the T ×K eigenvector centralities
matrix are filled by zero, which is the lowest possible cen-
trality score. The augmented Dickey Fuller unit root test is
applied to eigenvector centralities, portrait divergences and
stationary is not rejected at 5% for any of the variables. The
eigenvector centralities are standardized by removing themean
and scaling to unit variance.

4. Analysis
In this section, we set out the analysis conducted to es-

tablish if the graph features derived from GDELT data have
predictive power.
4.1. Granger causality analysis

The Granger causality between the eigenvector centrali-
ties and the predicted variable is assessed to establish if there
are statistical relationships between those variables (Granger,
1969). Granger causality is testing for precedence rather
than true causality, hence it may be found even in the ab-
sence of an actual causal connection (Leamer, 1985).

For this test, the null hypothesis stipulates that lagged
graph features are not Granger-causing IP at a significance
level of 5%, while the alternate hypothesis states that lagged
graph features are Granger-causing IP at the same signifi-
cance level.

The Granger causality for lags up to a maximum of three
months is examined. The p-values are adjusted using the
Benjamini-Hochberg (BH) procedure to control for multiple
hypothesis testing (Benjamini & Yekutieli, 2005).
4.2. Forecasting

As further step in our analysis, we predict IP for the US,
Germany and Japan adopting a factor-augmented autoregres-
sive framework as proposed by Girardi et al. (Girardi et al.,
2016).

As a first step, we predict IP using an autoregressive
model including the predicted variable and the explanatory
macroeconomic variables. This framework allows model-
ing a T ×K multivariate time series Y , where T denotes the
number of observations andK the number of variables. The
framework is defined as

Yt = v + A1Yt−1 +⋯ + ApYt−p + ut (1)
where Ai is a K × K coefficient matrix, v is a constant and
ut is white noise.As it is not possible to incorporate the large number of
eigenvector centralities into the autoregressive framework
described in Eq. (1), we extract factors from this broad set
of features for inclusion into the model. Therefore, as a sec-
ond step, we apply Partial Least Squares (PLS) to reduce
dimensionality and to extract relevant information from the
eigenvector centralities. This technique is suitable for data
sets whose number of features is considerably larger than

the number of observations, and collinearity of features ex-
ists (Cubadda & Guardabascio, 2012). PLS incorporates in-
formation from predicted variable and predictors when com-
puting scores and loadings, which are chosen to maximise
the covariance between predicted variable and predictors (De Jong,
1993).

PLS is implemented on the residuals derived from the
autoregressive model including the predicted variable and
the explanatory macroeconomic variables only. The residu-
als include the part of the predicted variable that is not ex-
plained and therefore, applying PLS to the eigenvector cen-
tralities based on GDELT themes provides additional infor-
mation to the predictors. The orthogonal relationship be-
tween the predicted variable and the residuals maintains the
orthogonality between the factors extracted by PLS and the
autoregressive components. For each country variable, cross-
validation analysis shows that the residual sum of squares is
increasing in a model with more than five factors, indicating
that five PLS factors are appropriate (Tobias, 1995). The first
five PLS components account for around 70% of the varia-
tion in the respective predicted variables.

In a third step, for each country, the predicted variable,
the explanatory variables and the five PLS components de-
rived from the eigenvector centralities are employed as in-
put into the autoregressive framework described in Eq. (1)
to form a factor augmented autoregressive model (Colladon
et al., 2019).

For each model, the the Akaike (AIC) and the Bayesian
(BIC) information critera are applied to identify the optimal
lag length. Both metrics follow the concept that the inclu-
sion of a further term should improve the model although
the model should also be penalised for adding to the num-
ber of parameters to be computed. Once the improvement in
goodness-of-fit exceeds the penalty term, the statistic related
to the information criterion decreases. Therefore, we select
the lag that minimises the information criterion (Brooks &
Tsolacos, 2010).

We construct three benchmarks for performance compar-
ison – first, an autoregressive framework including the pre-
dicted variable and explanatory macroeconomic variables,
second, an autoregressive framework incorporating the pre-
dicted variable, explanatory macroeconomic variables and
the respective country’s portrait divergence scores, and third,
an autoregressive framework incorporating the predicted vari-
able, explanatorymacroeconomic variables and five PLS com-
ponents derived from eigenvector centralities based on unfil-
tered GDELT data.

Performance is assessed usingwalk-forward cross-validation
and the root mean squared error (RMSE). The data set is split
into three folds. In the kth split, this cross-validation tech-
nique returns the first k folds as training set and the (k+1)th
fold as test set, appropriate for time series data.

The modified Diebold Mariano test proposed by Har-
vey, Leybourne and Newbold (Harvey et al., 1997) is used
to gauge whether model forecasts are significantly different
from each other.
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Figure 1: Influence of COVID-19 related themes within monthly graphs.

5. Research findings
This section presents the findings from the analysis set

out in the previous section.
5.1. Evolution of graph features

Theme-based knowledge graphs can be employed to iden-
tify change in specific aspects of social systems, illustrated
here by the the example of the COVID-19 pandemic. Fig
1 shows the evolution of the median eigenvector central-
ity of COVID-19 symptom related themes. These themes
were selected manually for their relevance, such as “pneu-
monia”, “fever” or “cough”, within monthly graphs for the
US, Germany and Japan (see section 8.1 for a complete list of
themes used). The monthly median eigenvector centralities
reflect the timing and impact of events in specific geogra-
phies on the example of the COVID-19 outbreak in 2020.
Prior to end of 2019, the median eigenvector centralities as-
sociated with COVID-19 symptoms were consistently low
for all three countries, then picking up notably as the virus
spread across the globe, first in Japan, then in Germany and
at last in the US.

5.2. Granger causality test results
The eigenvector centralities from theme-based knowl-

edge graphs and the IP index values for three countries are
tested for Granger causality, with a maximum lag of three
months. Table 3 exhibits the number of BH-adjusted p-values
that exhibit significance at 5% for each country’s IP index.

Country
Data set GC (filt) Reverse GC GC (unfilt)

US 673 583 94
Germany 783 742 67
Japan 552 556 99

Table 3: IP: Number of significant BH-adjusted p-values.
GC refers to Granger causality; filt (unfilt) refers to filtered
(unfiltered) GDELT data

The Granger causality analysis results in a considerably
larger number of statistically significant BH-adjusted p-values
for those features generated from filtered GDELT data com-
pared to those from unfiltered GDELT data, suggesting that
the filtering methodology applied in section 3.2 isolates rel-
evant signals.

Strong reverse Granger causality exists between IP and
the eigenvector centralities generated from monthly theme-
based knowledge graphs. This is unsurprising given that
press reporting is bi-directional. Events – extracted byGDELT
as themes – covered by global newspapers impact macroe-
conomic variables such as IP while the state of the economy
– as measured in macroeconomic variables – is commented
on in the press.
5.3. Forecast error analysis

For the US, Germany and Japan, the respective eigen-
vector centrality matrices are condensed into five factors ap-
plying PLS. They are then incorporated into the forecasting
framework described in section 4.2 to predict IP. All models
have a lag of one month, determined by evaluating AIC and
BIC.

The columns of Table 4 show the performance metric
(RMSE) from the factor augmentedmodels compared to three
benchmarks, which are based on autoregressivemodels – the
first contains the predicted variable and explanatory macroe-
conomic variables only (referred to as BM1), the second in-
cludes the predicted variable, explanatory macroeconomic
variables and portrait divergence scores (referred to as BM2)
and the third incorporates the predicted variable, explana-
torymacroeconomic variables and five components from eigen-
vector centralities derived from unfilteredGDELTdata (BM3).
The numbers in the cells represent the RMSE in percent-
age terms for each model and its benchmarks. Blue (red)
cells denote cases in which the models outperform (under-
perform) the respective benchmarks. In the column “Sign.”,
numbers in parentheses correspond to the number of sig-
nificant coefficients associated with GDELT factors in the
model in Eq. (1), with the asterisks denoting the level of
their statistical significance.
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IP for Model BM1 BM2 BM3 Sign.
US 1.6139 1.6341 1.6376 1.6144 ***(1), **(1)
Germany 2.6942 2.7079 2.7082 2.7159 *(1)
Japan 2.4978 2.5300 2.5321 2.5049 *(1)

Table 4: Results of the model in Eq. 1 applied to IP. Num-
bers represent the RMSE (%). Blue (red) cells denote cases
in which the model outperforms (underperforms) the bench-
mark. Numbers in parentheses correspond to the number of
significant coefficients associated with GDELT factors in the
model in Eq. (1) (∗∗∗ denotes at least one GDELT sentiment
factor with p-value < 0.01, ∗∗ < 0.05, ∗ < 0.1).

Rows one to three in Table 4 show that the models con-
taining the filteredGDELT factors outperform all three bench-
marks for the US, Germany and Japan, respectively. All fac-
tor augmented models contain at least one statistically sig-
nificant GDELT factor at 0.1, 0.05 and 0.01, each.

In 2020, IP for all three countries experienced high lev-
els of volatility as the lockdowns imposed by governments
around the world severely curbed economic activity. In the
cross-validation, the last validation set incorporates the pe-
riod of the COVID-19 outbreak in 2020. Predictions on this
last validation set exhibit a much larger error metric across
countries than those predictions on the validation sets that
exclude the outbreak. However, performance dynamics dur-
ing the COVID-19 outbreak remain the same in that the fac-
tor enhanced models outperform their benchmarks.

Table 5 contains the p-values from the modified Diebold
Mariano test. This test is used to to gauge if factor enhanced
model forecasts are significantly different from the bench-
mark predictions as set out in section 5.3.

IP for
Data set Model - BM1 Model - BM2 Model - BM3

US 0.0000 0.0000 0.0000
Germany 0.0103 0.0093 0.0001
Japan 0.0000 0.0000 0.0887

Table 5: p-values from modified Diebold Mariano test

According to themodifiedDieboldMariano test, all model
forecasts for IP are statistically different to BM1, BM2 and
BM3 predictions at 1 % or 10 % significance, respectively.

Results suggest that features derived from narrative-based
knowledge graphs improve IP forecasts for three large economies.
In particular, the factor augmented autoregressive models
deliver consistently better performance compared to those
models that contain a single graph similarity measure (BM2)
or factors based on unfiltered GDELT data (BM3). This in-
dicates that eigenvector centralities are sufficiently nuanced
and thus well suited to capturing the changing dynamics in
theme-based graphs while this is not achieved by the portrait
divergence, which is a single score measuring the change in
topological properties.

5.4. Drivers of GDELT factors
In this section, we examine the loadings corresponding

to each component to gain an understanding of the relation-
ship between themes and the PLS components extracted from
GDELT data. Loadings correspond to the strength of re-
lationship between the original eigenvector centralities for
each graph node (represented by a GDELT theme) and the
PLS components, quantifying the importance of the under-
lying themes in each of them.

Figure 2: Top: Significant PLS components explained by
theme categories (Factor 1, US). Bottom: Significant PLS
components explained by theme categories (Factor 4, US)

GDELT themes represent specific events or conditions
such as ‘’inflation”, “economic growth” or “disease” and are
mapped to 22 distinct theme categories using the GDELT
naming convention. For example, themes containing theword
“disease” aremapped to the disease category; themes includ-
ing the word “weapon” are mapped to the weapons category,
etc (see section 8.2 for detailed list).

For each component, the loadings are summed according
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to the 22 distinct theme categories set out above. Mapping
GDELT themes to theme categories delivers insights into the
relationship of these categories with each PLS component.

In Fig. 2 we show radar charts of the theme categories
associated with the loadings of the statistically significant
PLS components used to forecast IP in the US. Table 4 illus-
trates that the corresponding model outperforms the three
benchmarks and exhibits substantial statistical significance.

This example demonstrates that the factors we use to
model IP can be linked to distinct theme categories. Thus,
change in such categories over time helps explainmovements
in IP, which is a monthly proxy of economic activity.

Of the 22 distinct theme categories, “disease” and “eco-
nomic” exhibit the strongest relationships for factor 1 and
factor 4, respectively and therefore are their most important
drivers with the strongest predictive power. This also applies
to the statistically significant PLS components for the mod-
els predicting German and Japanese IP, which are driven by
“economic” and “disease” categories, respectively. These
charts can be made available on request.

6. Discussion
Our study presents a novelmethod of incorporating themes

from global newspaper narrative into macroeconomic fore-
casts. We apply an effective filtering methodology for ex-
tracting relevant signals from a large volume of data. The
filtered data is used to build theme-based weighted undi-
rected knowledge graphs for each calendar month and for
three large economies, respectively. For comparison pur-
poses, monthly graphs based on unfiltered GDELT data are
generated. For each monthly graph, we calculate the eigen-
vector centralities and portrait divergences, creating amonthly
frequency time series of features. On the example of the
COVID-19 outbreak end of 2019, we show that the change in
graph centralities is indicative of genuine real-world change.
This finding supports hypothesisH1.Themonthly eigenvector centralities for each of the three
economies exhibit robust Granger causality, indicating a sta-
tistical relationship between graph features and the IP val-
ues in corresponding countries. For each country, we re-
duce the eigenvector centralities into five components apply-
ing PLS and incorporate them into a factor augmented au-
toregressive framework. Results show that features derived
from theme-based graphs significantly improve IP forecasts
for the US, Germany and Japan. In particular, the factor
augmented models consistently outperform the benchmark
models that contain a single graph similarity measure only
(portrait divergence) as well as the benchmark models that
incorporate five PLS components derived from unfilteredGDELT
data. These results support hypothesis H2. Grouping over
one thousand GDELT themes into 22 distinct theme cate-
gories helps interpret the relationship between those cate-
gories and each PLS factor, with themes related to “disease”
and “economic” being their most important drivers.

Our work makes contributions to three main streams of
research. First, our study expands existing research on us-

ing big data and machine learning in macroeconomics (Gi-
annone et al., 2008; McCracken & Ng, 2016; Baker et al.,
2016; Coulombe et al., 2020). We leverage machine learn-
ing, graph analytics and natural language processing to rep-
resent the state of the economy in terms of themes derived
from news narrative, and demonstrate how these themes can
be incorporated into macroeconomic forecasting models to
improve predictions of economic activity. This use of news
narrative is – to the best of our knowledge – new. Second,
we contribute to the literature on economic graphs, which
have a wide range of applications and often span across sev-
eral disciplines (Emmert-Streib et al., 2018). Our work adds
to existing research on information extraction, feature gen-
eration and macroeconomic forecasting using textual data
at scale, presenting a data-driven approach to operational-
ising such concepts and to integrating them into macroeco-
nomic forecasting frameworks. We supplement our findings
with an interpretability analysis illustrating that disease and
economy-related themes have the strongest predictive power.
Third, we expand the research on tracking change in social
systems through narrative. As nodes in a graph, themes con-
vey detailed information about the state of a system, while
the evolution of their properties over time is indicative of
changes. These narrative-based graphs can be modified to
track specific phenomena such as “inflation”, “migration” or
“human rights violations” in real-time and, therefore, have a
broad range of applications.
6.1. Limitations and ideas for further research

Some potential limitations of our study should be ac-
knowledged. First, the forecasting framework focuses on
linear relationships between predictors and predicted vari-
ables. Exploring non-linear modelling techniques may gen-
erate further understanding of the interaction between these
variables and could be an extension to this project. Second,
our work represents a proof of concept and does not focus
on performance optimisation. In addition, our study is lim-
ited to predicting onemacroeconomic variable for three large
economies. Its pertinence to real-world applications could
be enhanced by expanding to a broader range of variables
and economies. Third, GDELT has a relatively short track
record, going back to February 2015. The limited amount
of observations is likely to affect results, in particular when
modelling monthly frequency data. Fourth, this study ex-
plores a limited number of graph features and graph analysis
techniques. Our work could be expanded by considering al-
ternative centrality and similaritymeasures for inclusion into
the forecasting framework.

7. Conclusions
This study proposes a newmethod of incorporating themes

derived from global newspaper narrative intomacroeconomic
forecasts, and demonstrates that factors derived from these
themes significantly improve predictions of economic activ-
ity for three large economies. The interpretation of the fac-
tors extracted from eigenvector centralities shows that themes
associatedwith the “disease” and “economic” categories have
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the strongest predictive power and therefore help explain changes
in economic activity. The theme-based knowledge graphs
used in this study represent a nuanced picture of the state of
the economy at a given point in time. They can be modified
to monitor specific aspects of social systems in real-time and
thus have a wide range of applications.

8. Appendix
8.1. COVID-19 related themes

The themes listed below represent COVID-19 related symp-
toms. Applying these themes, we calculate themedian eigen-
vector centralities for each calendar month and illustrate the
evolution of the eigenvector centralities over time on the ex-
ample of the COVID-19 outbreak.

• WB_2165_HEALTH_EMERGENCIES

• WB_1406_DISEASES

• TAX_DISEASE_CORONAVIRUS

• TAX_DISEASE_EPIDEMIC

• TAX_DISEASE_OUTBREAK

• TAX_DISEASE_INFECTION

• TAX_DISEASE_PNEUMONIA

• TAX_DISEASE_FEVER

• TAX_DISEASE_INFECTIOUS

• TAX_DISEASE_FLU

• TAX_DISEASE_COUGH

8.2. GDELT theme categories
All GDELT themes are assigned to one of 26 theme cat-

egories. For example, the “Weapons” category includes 81
themes such as “TAX_WEAPONS_GUNS”, “TAX_WEAPONS_BOMB” and
“TAX_WEAPONS_SUICIDE_BOMB”. We removed themes belonging
to “Actor”, “Language”, “Animal” and “Ethnicity” for our
analysis as they are purely descriptive.

• Economic
• Disease
• Actor
• Language
• Ethnicity
• Animal
• Disaster
• Social
• Relation
• Political

• Health
• Weapons
• Military
• Terror
• Environment
• Food
• Government
• Aid groups
• Information
• Conflict
• Emergency
• Human rights
• Migration
• Legal
• Criminal
• Other (various events or conditions, c 6% of themes)
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