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The advent of a global societal and governmental movement to curb climate change has 

put low-carbon technologies at the centre stage of public interest and scientific efforts. In 

the wake of rising concerns around the carbon footprint of personal mobility and the energy 

sector, the concept of a ‘Hydrogen Economy’ has experienced yet another rapid spur of 

popularity. Polymer electrolyte membrane water electrolysers (PEMWEs) are a promising 

candidate for large-scale hydrogen production, and improvements in the technology have 

led to increasingly high operational current densities exceeding 2 A cm-2, which requires 

adequate mass transport strategies to ensure sufficient supply of reactant and removal of 

products.  

Optimization and diagnosis of mass transport processes in PEMWEs has long been 

neglected despite its significance, but the amount of scientific literature has recently 

increased sharply. This thesis uses existing diagnostic tools to gather new insights into the 

processes within PEMWE flow channels and liquid-gas diffusion layers, aims at providing 

new low-cost diagnostic tools to accelerate the investigation of mass transport processes, 

and consequently deduces novel approaches to the design of PEMWEs components, cells, 

and stacks.  

Neutron and X-ray imaging are used to demonstrate the effect of liquid-gas diffusion layer 

microstructure on the water-gas distribution in a PEMWE, revealing significant 

inhomogeneity across the active area. Due to cost and accessibility issues around radiation 

imaging, acoustic methods are explored as alternative diagnostic tools. Acoustic emission 

is successfully demonstrated as an operando technique to monitor two-phase flow in the 

flow channels, detecting the transition from bubbly to slug flow. Bubbly flow is observed at 

the onset of electrochemical activity and low current densities, with a high number of small 

bubbles, while at higher current densities these small bubbles coalesce and form larger 

slug bubbles. Lastly, acoustic time-of-flight imaging is used to monitor the water-gas 

distribution in the liquid-gas diffusion layer and the flow channels, with results being 

consistent with expectations and previous results obtained via neutron imaging.
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Hydrogen technology is increasingly seen as crucial for the fight against climate change 

and a more sustainable energy and transport system. In the concept of a ‘Hydrogen 

Economy’, hydrogen serves as a universal energy carrier (vector), able to store large 

amounts of intermittent renewable energy and hence stabilise the electricity grid, is used 

in the gas grid to reduce carbon emissions, and enables low-carbon mobility for all modes 

of transport, including cars, trucks, trains, and ships. Among hydrogen production methods, 

polymer electrolyte membrane water electrolysers (PEMWEs) have attracted particular 

attention due to their advantages over other electrolysis technologies, which include a low 

resistance, high attainable current densities, and a compact build. PEMWEs were 

conceived in the 1970s, and even though considerable progress has been made, the 

technology and its components have not significantly changed since their inception. In 

particular, mass transport processes have long been overlooked, but are set to increase in 

importance due to improvements in PEMWE technology that are leading to increasingly 

high current densities. 

This thesis seeks to address the lack of understanding and available diagnostic tools 

relevant to two of the most critical PEMWE components for mass transport: the flow-fields 

and the liquid-gas diffusion layer (LGDL). While the flow-fields have to provide sufficient 

ingress and egress of water and gas, the LGDL’s role is to transport water from the flow-

field to the catalyst sites and product oxygen gas in concurrent flow towards the flow-field, 

while also providing electrical and thermal conductivity. Therefore, this work used existing 

diagnostic tools, such as neutron imaging and optical imaging, to gain insight into mass 

transport processes in the flow-fields and LGDL, but also introduced a suite of novel 

acoustic diagnostic tools for the investigation of mass transport processes in PEMWEs.  

The results presented in this work will significantly contribute to the understanding of mass 

transport processes in PEMWEs and, through establishing new diagnostic possibilities, 

accelerate the speed of scientific discovery in relation to mass transport processes. 

Further, the results presented here challenge the existing understanding of PEMWE design 

and assembly, and contribute to a more integrated approach towards component design.  

The diagnostic tools applied to PEMWEs are also of considerable commercial interest. 

Integrating acoustic diagnostic methods into large-scale PEMWE plants could enable 
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optimized operation and real-time adjustment of local inefficiencies, such as bubble 

blockage or insufficient water supply. Further, the two acoustic diagnostic tools investigated 

in this work could successfully be employed for a range of applications in the chemical 

industry, leveraging their demonstrated suitability to monitor multi-phase systems in real-

time, at low-cost, and in a non-destructive manner.   

The results presented in this thesis have been disseminated in four first-author peer-

reviewed publications in internationally renowned journals, and conferences including the 

235th ECS Meeting in Dallas (USA) and the 22nd World Hydrogen Economic Forum (WHEC) 

in Rio de Janeiro (Brazil). Academic collaborators included researchers from the National 

Physics Laboratory (UK), the Helmholtz Zentrum Berlin (Germany), and the School of 

Chemistry at the University of New South Wales (Australia).  
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𝒌 Wave Number (m-1) 
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𝑴 Water Flow through LGDL (kg s-1) 
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𝑵 Number of Bubbles (-) 
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𝑹 Reflection Coefficient (-) 
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𝑾 Through-Plane Water Thickness (mm) 
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𝝁 Linear Attenuation Coefficient (m-1) 
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𝝆 Density (kg m-3) 

𝝈 Absorption Cross-Section (m2) 

𝝈 Mechanical Strain (N m-2) 

𝝈 Surface Tension (N m-1) 

𝝉 Residence Time (s) 

𝝉 Tortuosity (-) 
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𝕽 Radon Transform (-) 
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1 Introduction 
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1.1 Background 

The world faces the unprecedented challenge of decarbonising its transport, energy, 

farming, and industrial sectors. The fight against climate change is a central policy issue in 

most developed countries, most notably through the pledge to reduce global warming to 

2 °C, stated in the Paris climate targets [1] which were recently supported by the new US 

administration [2]. However, global carbon emissions are increasing above the predicted 

and required rate, jeopardizing the progress of decarbonisation [1,3]. To keep global 

warming within acceptable limits and reduce air pollution, systematic change has to occur 

on multiple fronts: ending the use of internal combustion engines for light and heavy 

vehicles, reducing the use of natural gas in the energy sector, and drastically reducing the 

use of fossil fuels based energy production. 

This vision heavily relies on deploying renewable energy technologies, such as wind, solar, 

nuclear, and tidal power. As most renewable energy technologies are intrinsically 

intermittent, stabilisation will be necessary to build a grid dominated by renewables. 

However, no single technology has proven dominant or clearly favourable over others and 

the uptake of energy storage technologies is subject to a complex interplay between policy 

and market issues, actual and expected costs, as well as risk perception and proliferation 

of these technologies in adjacent sectors such as transport or domestic energy 

management. In consequence, the future market for energy storage technologies for grid 

stabilization is likely to be strongly granular, with various solutions adopted on a national or 

regional level [4–6]. This requires a flexible and highly adaptable technology for energy 

storage, able to be integrated effectively into the local energy system. 

The ‘Hydrogen Economy’ concept was developed in response to the world's rising energy 

consumption and concerns about pollution in the early 1970s [7]; with heightened 

awareness around climate change, the idea has gained increasing traction and has been 

discussed extensively [7–10]. The Hydrogen Economy is based on the use of hydrogen as 

a universal energy carrier (vector) and fuel. Transporting energy in the form of hydrogen 

through pipelines is more cost-efficient than the transport of electricity through wires [7] and 

hydrogen is highly flexible and can be used in fuel cells to produce electricity or directly as 



  

48 
 

a fuel in combustion engines [10]. Furthermore, among several potential solutions, such as 

Li-ion batteries and redox flow batteries, hydrogen technology is a well-suited technology 

to provide the necessary stabilisation means required for a grid dominated by intermittent 

renewables. However, the consideration whether to deploy battery or hydrogen storage for 

grid stabilisation is highly dependent on a range of factors, among which electricity prices 

are one of the key considerations. Due to the lower efficiency of hydrogen generation and 

energy production from hydrogen at a later point compared to battery energy storage, the 

overall suitability and cost of the two storage technologies need to be considered carefully. 

In the case of electricity overproduction, hydrogen can be produced and stored. However, 

the energetic requirements of hydrogen compression need to be factored into the overall 

consideration whether to use hydrogen-based grid stabilisation technology. When, at a 

later point, electricity production is not sufficient, the previously produced hydrogen can be 

converted into power using fuel cell technology. As a result, peaks and troughs in 

renewable electricity production are mitigated and the grid stabilised [11,12]. As electricity 

production from renewable sources is enforced by policy and growing exponentially 

worldwide (Figure 1 (a)), the need for an efficient and robust grid-scale storage system is 

increasing in tandem. 

The main drawback of this vision is the fact that hydrogen is rarely found naturally in its 

molecular H2 form, but in other molecules such as water, crude oil or natural gas. This 

makes hydrogen production technologies the backbone of the Hydrogen Economy and a 

crucial bottle-neck for its realisation. The most commonly used methods of hydrogen 

production are reforming of hydrocarbons, the use of biomass in some form, and water 

splitting [13,14]. Reforming and biomass gasification emit carbon dioxide as a by-product, 

which necessitates carbon capture and storage technology [13]. Hence, water electrolysis 

using electricity from renewable energy sources is an attractive alternative as its only local 

by-product is oxygen. Life cycle assessment analysing the whole supply chain yields a 

global warming potential for PEMWE hydrogen production of more than 30 
kg CO2

kg H2
 for the 

use of grid energy, and between 1 
kg CO2

kg H2
 and 3 

kg CO2

kg H2
 for a range of renewable energy 

sources [15], which compares to 4 
kg CO2

kg H2
 for biomass conversion and around 9 

kg CO2

kg H2
 for 
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fossil fuel reforming [16]. 

The most widely applied water-splitting technology is alkaline water electrolysis (AWE), 

which is a commercially mature technology and enables multimegawatt hydrogen 

production, with further advantages including a simple design and low-cost electrolyte 

(KOH) [17]. However, AWE suffers from drawbacks such as relatively low current densities, 

typically below 0.6 A cm-2 [11], and a higher gas crossover between anode and cathode 

[18].  

In response to these disadvantages, polymer electrolyte membrane (PEM) water 

electrolysers have been developed, which use a polymer membrane instead of a liquid 

electrolyte to allow for the transport of hydrogen ions. PEM water electrolysers (PEMWEs) 

can achieve high current densities of up to 10 A cm-2 [19], but are mostly used up to around 

3 A cm-2 [11]. This, and the use of a membrane instead of a simple separator material as 

in AWEs, allows for a very compact design and a significantly reduced gas crossover 

compared to alkaline electrolysis. Despite these conceptual advantages, PEMWEs have 

only recently been commercialised; however, significant advances in deployment have 

been made in recent years, with plants being rated up to 6 MW [20], 10 MW [21], and a 

planned 100 MW plant [21]. Nevertheless, PEMWEs have yet to be developed to the same 

scale of hydrogen production as alkaline electrolysis [11] and capital expenditure for 

PEMWEs is still high; however, it is expected to reach cost parity with AWEs by 2030 [22] 

(see Figure 1 (b)).  
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Figure 1: (a) The world’s renewable energy production is steadily increasing and has strongly 

accelerated in the past decade [23]. (b) The investment costs (capital expenditure without installation 

costs) for PEMWE plants are forecast to steadily decrease in the coming decade and reach levels 

typical for current alkaline water electrolysis (AWE) plants [24]. 
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1.2 PEM Water Electrolysers 

PEMWEs were first introduced by General Electric in 1973 [25]. One of the main 

advantages of PEMWEs (Figure 2 (a)) is the low ohmic resistance of the thin solid 

electrolyte, which allows for very high current densities. In comparison, AWEs (Figure 2 

(b)), which are widely commercialised, rely on a liquid electrolyte resulting in a much higher 

ohmic resistance.  

 
Figure 2: (a) PEMWEs rely on a solid polymer membrane through which protons are transported from 

the anode to the cathode, while for (b) alkaline water electrolysers (AWEs) a liquid electrolyte is used 

and hydroxyl ions move from cathode to anode (adapted from [18]).  

Another positive aspect of PEMWEs is the increased operational safety due to the very low 

gas crossover through the solid electrolyte. The negligible crossover of hydrogen is also a 

prerequisite for pressurised water electrolysis, which is possible using a PEMWE due to 

the very compact design without a liquid electrolyte [26–28]. This allows for the direct 

production of pressurized hydrogen without further compression, although it has been 

debated if pressurized electrolysis is the most energy-efficient option [27]. The energy 

required for compression can be reduced by differential water electrolysis; operating the 

anode at ambient pressure, while only the cathode is pressurized, which has been found 

to be more energy efficient than post-compression of hydrogen for operating pressures up 

to 40 bar. Operating pressures above 40 bar lead to deteriorating Faradaic efficiency due 

to increased hydrogen crossover [29,30].  
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The main disadvantage related to PEM water electrolysis are the very high stack costs due 

to expensive catalyst, liquid-gas diffusion layer and flow-field materials. On the PEMWE 

anode a very corrosive environment, with 𝑝𝐻 ≈ 2 and high potentials above 2 V, is 

found [18], which not many materials can withstand. Among these titanium is the most 

commonly used at the anode for liquid-gas diffusion layer and flow-fields. Even though 

titanium has a much higher corrosion resistance compared to less frequently used 

materials like graphite and stainless steel, it is far more expensive and still causes a 

PEMWE performance degradation over time as an oxide layer is forming [31]. This can 

potentially be overcome by coating with nickel [32], gold, or silver [31], but long term studies 

on the stability of these configurations are missing. 

Due to the high stack costs for PEMWEs, AWEs are still the industrially dominant 

electrolysis technology. However, due to the principal advantages of PEMWEs over AWEs 

and the projected cost reductions (see Section 1.1), PEMWEs are likely to play a significant 

role for industrial hydrogen production and grid stabilisation. In order to achieve the 

technological improvements necessary to drive the uptake of PEMWEs for these real-world 

applications, systematic testing of small, lab-scale, single-cell systems is the preferred 

mode of research. It allows for rapid testing of new materials and design approaches at 

moderate costs and reduced complexity compared to large stacks or systems. 

Resulting from the current state-of-the-art and future requirements for PEMWE technology, 

a number of key challenges for further development can be identified: 

 Reduction of catalyst loading, e.g. through novel engineering approaches [33] or 

careful analysis of the required catalyst amount [34]. 

 Substitution of noble metal catalysts with low-cost earth-abundant materials, e.g. 

nickel- or cobalt-based electrocatalysts [35].  

 Discovery of novel membrane materials, such as fluorine-free hydrocarbons, to 

lower cost and reduce operational voltage to 1.8 V at 3.5 A cm-2 [36]. 

 Improvement of lifetime beyond 20000 h and reduction of degradation rate below 

14 µV h-1 [18]. 

 Reduction or replacement of titanium as the primary material for current collectors 

and flow-plates. 



  

53 
 

 Reduction of the concentration overpotential at high current densities (beyond 

2 A cm-2). 
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1.3 Mass Transport Limitations in PEMWEs 

A number of effects contribute to the PEMWE operational voltage, which should be as low 

as possible to minimise energy consumption. Among these contributions, the concentration 

(or mass transport) overpotential is the least known, well-defined, and understood. Even 

though the exact definition of the concentration overpotential varies slightly [37–39], it can 

be described as the portion of the overall PEMWE voltage which is caused by mass 

transport processes and the subsequent lack of reactants or product removal.  

The analysis and diagnosis of the concentration overpotential is usually focussed on the 

anode, as the mass transport processes here are more complex than at the cathode. Water 

has to be transported through the liquid-gas diffusion layer (LGDL) towards the catalyst 

layer, where oxygen is produced and subsequently has to be removed from the LGDL into 

the flow channels. This concurrent flow of water and oxygen occurs in the pores of the 

LGDL, which are limited in size and number, with tortuous pathways, and often only 

connected by narrow throats. As the current density increases, the amount of water and 

oxygen to be transported scales accordingly, and it becomes increasingly challenging to 

ensure sufficient mass transport through the LGDL. Hence, the mass transport contribution 

to the overall PEMWE overpotential increases with current density.  

However, other processes are believed to contribute to the concentration overpotential. 

The two-phase flow in the anode flow-field is widely believed to affect the PEMWE 

performance due to blockage effects or shearing of gas bubbles from the LGDL surface 

[40–45]. Further, cathode processes can contribute to the concentration overpotential; 

however, as water is not usually circulated through the cathode in commercial plants and 

the gas diffusion layer is much thinner than the LGDL at the anode, these effects are likely 

to be less significant.  
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1.4 Research Motivation 

The goal of this thesis is to provide new insight and a suite of low-cost diagnostic tools for 

mass transport processes in PEMWEs, particularly enabling improved rates of water and 

gas transport at the anode of a PEMWE; hence improving efficiency at high current 

densities. The significance of mass transport processes to PEMWE operational voltage will 

be outlined in Section 2.3 and the relevant mass transport mechanisms and PEMWE 

components will be discussed in the Sections 3.2 and 3.3. 

As the issues around climate change and the establishing of renewables as the default 

option for energy production become ever more pressing, PEMWEs are likely to be widely 

used for hydrogen production and grid stabilisation. This renewed interest in PEMWEs has 

caused the technology to mature and the attainable current density to increase. At high 

current densities, the mass transport overpotential increasingly contributes to the overall 

PEMWE voltage and power requirement, reducing the overall efficiency of hydrogen 

production.  

As outlined above, the causes and mechanisms of the mass transport overpotential are not 

well understood, with significant questions remaining around the exact causes leading to 

an increase in overpotential and potential improvements to PEMWE design mitigating mass 

transport limitations.  

This work aims at gaining insight into the mass transport processes in the anode LGDL and 

flow-fields and developing a set of novel diagnostic tools. Due to the high and selective 

attenuation of neutrons in water, neutron imaging will be used for measurements of the 

LGDL through-plane water thickness and analysed with a focus on mass transport 

processes. The neutron imaging data will be combined with X-ray micro-tomography of 

LGDL materials to gain an improved understanding of mass transport in the LGDL. These 

radiation-based imaging methods will form a benchmark for the low-cost acoustic 

diagnostic tools used in this work. Two different acoustic techniques, acoustic emission 

and acoustic time-of-flight imaging, will be used to investigate mass transport in the 

PEMWE flow channels and LGDL and the results validated against established techniques 

and calculations. These acoustic diagnostic techniques have not been previously applied 
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to PEMWEs, and with one exception not to AWEs either [46]. By combining insights from 

this suite of techniques it is expected to develop an understanding of the effects in LGDL 

and flow channels contributing to the mass transport overpotential. Further, this work is 

expected to establish the aforementioned low-cost diagnostic techniques in the PEMWE 

field; hence, accelerating future work on mass transport limitations in PEMWEs and 

contributing to the development of new materials and novel engineering approaches to 

improve PEMWE performance. The relative advantages and disadvantages of the 

diagnostic techniques used in this work are summarized in Table 1. Lastly, the techniques 

described here may be applied to related electrochemical energy storage and conversion 

devices, such as redox flow batteries and PEM fuel cells, or unrelated fields (e.g. chemical 

plant monitoring). 

Table 1: Comparison of the diagnostic techniques used in this work in terms of equipment cost, 

availability, achievable spatial and temporal resolution, and ease of using the equipment for 

experiments. Techniques are scored relative to each other (+++: scored best, ++: scored second 

best, +: scored third best) and in some cases absolute values are assigned to categories. However, 

it should be noted that all values are based on this work and are estimations. 

 Radiation-based 

Imaging 

Acoustic Emission Acoustic Time-of-

Flight Imaging 

Cost + +++ (~ £5000) ++ (~£20000) 

Availability + +++ ++ 

Spatial Resolution +++ (20 µm) + ++ (0.94 mm) 

Ease of Use + +++ ++ 
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1.5 Thesis Overview 

This introduction will be followed by a short discussion of the fundamental aspects of 

PEMWE assembly and sources of voltage loss in a PEMWE, which are necessary to 

facilitate understanding of this work. PEMWE electrocatalysts and membrane materials are 

not within the scope of this thesis, but a short summary will be given on state-of-the-art 

materials. 

Subsequently, the scientific literature on the PEMWE components most relevant to this 

work, the liquid-gas diffusion layer (LGDL) and the flow-fields, will be reviewed, and existing 

materials and designs will be discussed. A particular focus will be placed on mass transport 

aspects. The literature review will end with a discussion of the existing body of literature on 

PEMWE diagnostic tools – the most common techniques as well as the novel tools 

introduced in this work.  

A detailed discussion of the experimental methodology employed in this work will begin 

with details on the operation and assembly of PEMWE cells. This will be followed by the 

scientific foundations of X-ray and neutron imaging, the elementary methodology of image 

analysis and tomographic reconstruction, and the underlying mechanisms of acoustic 

processes. 

The main results section is separated into three main chapters: results on the influence of 

LGDL microstructure on the water-gas distribution in the LGDL obtained with neutron 

imaging, followed by diagnosis of the flow regime in the flow channels using acoustic 

emission, the use of acoustic time-of-flight imaging to monitor the flow regime in the flow 

channels, as well as the water-gas distribution in the LGDL. Each chapter will end with a 

conclusion, outlining the significance of the results and their implications on the 

optimisation of PEMWE design. 

This thesis will be concluded by a summary of the presented work and a number of potential 

directions for future work, based on the results obtained. This includes novel engineering 

approaches mitigating the drawbacks of existing LGDLs, and the use of acoustic 

techniques in conjunction with radiation-based imaging techniques (e.g. neutron imaging).
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2 Fundamentals of PEMWE 
Operation
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2.1 Overview 

This chapter will briefly review the fundamental knowledge necessary for understanding 

the following sections. The assembly of PEMWE cells from individual components will be 

introduced, followed by a discussion of voltage losses in a PEMWE, with a focus on the 

mass transport overpotential. Lastly, the electrocatalysts used at anode and cathode and 

the membrane material will be discussed briefly.  
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2.2 PEMWE Cell Assembly 

Figure 3 shows the assembly of a typical PEMWE with the catalyst coated membrane 

(CCM), the liquid-gas diffusion layer (LGDL) at the anode, the gas diffusion layer (GDL) at 

the cathode, flow-fields, and end-plates. The end-plates are usually relatively thick (2 cm 

or more), which minimizes bowing of the end-plates and avoids breaking of brittle end-plate 

materials, such as acrylic. The flow-plates typically have a current collector tab, which 

allows for easy mounting of the power supply terminals. Gaskets (not displayed) are usually 

employed to keep LGDL, GDL, and CCM in place and to prevent leakage. The use of a 

CCM is the most commonly used approach, but it is possible to apply the catalysts to the 

surface of the LGDL/GDL and combine these with an uncoated ionomer membrane. This 

yields an equivalent sequence of functional layers and has been shown to produce 

comparable performance [47,48]. 

The single-cell PEMWE shown here is typically used for research work and is well-suited 

to demonstrate the basic processes and function of a PEMWE. However, for commercial 

applications PEMWE stacks are used, that combine multiple single cells into one unit [49], 

but are subject to the same processes discussed in this work. 

The nomenclature used in this work for LGDL and GDL was chosen as it best describes 

the movement of water and gas in the respective components. However, a variety of terms 

are used across the scientific literature, with the anode LGDL often described as the porous 

transport layer (PTL) or, in analogy to PEM fuel cells, as the gas diffusion layer (GDL). 
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Figure 3: (a) The assembly of a single-cell PEMWE with end-plates, flow-fields, liquid-gas diffusion 

layer (LGDL), gas diffusion layer (GDL), and catalyst coated membrane (CCM). (b) Water reacts at 

the catalyst layer (CL) on the anode side. Oxygen is transported back to the flow channels through 

the LGDL, while protons migrate through the membrane and electrons through the outer circuit to the 

cathode side. These react at the cathode CL to form hydrogen. Water circulation at the cathode is 

not strictly necessary, but is often used to facilitate hydration (indicated by brackets). 
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Water enters the PEMWE through the end-plate on the anode side and is transported 

across the active area along the channels of the flow-field. The water then crosses through 

the porous LGDL towards the anode catalyst layer (CL), where it is oxidised to form 

protons, electrons and molecular oxygen. The protons are transported through the 

membrane to the cathode CL, where hydrogen is formed. However, the oxygen has to be 

transported from the anode CL, through the LGDL, back to the flow channels where it is 

carried out of the PEMWE cell with the unreacted water. While crossing the LGDL, the 

oxygen gas is in counter-current flow to the water traveling from the flow-field to the catalyst 

layer. Even though it is not strictly necessary for the operation of a PEMWE, water is often 

circulated through the cathode side as well to ensure sufficient hydration of the membrane, 

which reduces its ohmic resistance and facilitates proton transport through the membrane.  

The use of a solid electrolyte allows for a compact build with a minimum amount of liquid 

in the PEMWE cell. Nevertheless, the costs of a PEMWE stack still amount to a significant 

proportion of the overall system, with indicative reports quoting 37 % of the total costs of a 

plant [50]. Innovation in stack design and manufacture is reducing costs and improving 

durability and efficiency. For example, Chisholm et al. [31] 3D printed and silver-coated 

PEMWE flow plates from polypropylene. These flow plates were ~4 times lighter and 5 

times cheaper than conventional plates from titanium and showed a voltage degradation 

rate of only 0.14 mV h-1 over 100 hours at 0.25 A cm-2. Another approach to use additive 

manufacturing for PEMWE parts was taken by Yang et al. [51], who used selective laser 

melting to create a multifunctional plate incorporating LGDL, gasket, flow-plate and end-

plate. 
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2.3 Sources of Voltage Loss in a PEMWE 

The decomposition of water is driven by heat and electrical energy. The minimum electrical 

energy required for the decomposition of water is the reversible voltage V𝑟𝑒𝑣 = 1.23 𝑉, while 

the thermoneutral voltage V𝑡𝑛 = 1.48 𝑉 is required if no external heat is supplied [27]. 

V𝑟𝑒𝑣 is the minimum thermodynamic potential necessary to drive the water-splitting reaction 

at standard conditions. However, several other voltage contributions have to be accounted 

for, which constitute the operational voltage 𝑉 [37,38,52]. 

 V =  V𝑜𝑐 +  V𝑎𝑐𝑡 +  V𝑜ℎ𝑚 + V𝑐𝑜𝑛 (Equation 2-1)  

Here, V𝑜𝑐 is the open-circuit voltage, which depends on the reversible voltage V𝑟𝑒𝑣 and the 

activities 𝑎 of reactants and products [38,52,53]:   

 V𝑜𝑐 =  Vrev  +  
𝑅𝑇

2𝐹
 ln (

𝑎𝐻2√𝑎𝑂2

𝑎𝐻2𝑂
)  . (Equation 2-2)  

𝑇 denotes the temperature, 𝑅 is the universal gas constant, and 𝐹 is the Faraday constant. 

The activity of liquid water is 1. 

V𝑎𝑐𝑡 is the activation overpotential, which is associated with the activation energy of the 

water electrolysis reactions and can be described by the Butler-Volmer equation. The 

equation given here is most commonly used in the literature [18,37,38,53–56]; however, 

the use of the Butler-Volmer equation for multi-electron reactions as occurring in PEMWEs 

has been questioned [57]. 

 V𝑎𝑐𝑡 = V𝑎𝑐𝑡,𝑎𝑛 + 𝑉𝑎𝑐𝑡,𝑐𝑎𝑡 (Equation 2-3)  

 V𝑎𝑐𝑡 =
𝑅𝑇

𝛼𝑎𝑛𝐹
sinh−1 (

𝑖

2𝑖0,𝑎𝑛
) +

𝑅𝑇

𝛼𝑐𝑎𝑡𝐹
sinh−1 (

𝑖

2𝑖0,𝑐𝑎𝑡
) (Equation 2-4)  

Anode and cathode contributions are denoted by 𝑎𝑛 and 𝑐𝑎𝑡, respectively. Typical values 

for the charge transfer coefficients are 𝛼𝑎𝑛 = 2 and 𝛼𝑐𝑎𝑡 = 0.5 [18]. The exchange current 

density is denoted by 𝑖0. The current density 𝑖 is the current 𝐼 normalized by the geometric 

active area 𝐴 of the PEMWE.  

The exchange current density is calculated from the activation energy 𝐸𝐴 at the respective 

electrode and a reference value 𝑖0,𝑟𝑒𝑓 which is obtained from literature or fitting 

experimental polarisation data [58]: 
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 𝑖0 = 𝑖0,𝑟𝑒𝑓𝑒𝑥𝑝 (−
𝐸𝐴

𝑅
(

1

𝑇
−

1

𝑇𝑟𝑒𝑓
)) (Equation 2-5)  

The activation overpotential represents the kinetic characteristics of the electrode 

processes, and as such can be significantly influenced by electrode and catalyst 

microstructure and morphology. A more detailed discussion of electrode kinetics and the 

use of the Butler-Volmer equation for water electrolysis can be found elsewhere [57].  

The ohmic overpotential 𝑉𝑜ℎ𝑚 is caused by the ohmic resistance 𝑅 of the different parts of 

the PEMWE, which consists of flow-plates, 𝑓𝑝, liquid-gas diffusion layers, 𝑙𝑔𝑑𝑙 and the 

catalyst coated membrane, 𝑐𝑐𝑚 [38,39,52]: 

 𝑉𝑜ℎ𝑚 = 𝑅𝐼 = (𝑅𝑓𝑝 + 𝑅𝑙𝑔𝑑𝑙 + 𝑅𝑐𝑐𝑚)𝐼  . (Equation 2-6)  

The ohmic resistances above contain a portion that is attributed to the contact resistance 

between the respective part and the adjacent PEMWE component. This contact resistance 

can contribute significantly to the overall PEMWE overpotential [51] and is typically 

calculated from electrochemical impedance spectroscopy results [59]. Further, if the ohmic 

overpotential of a PEMWE stack is calculated, the ohmic resistance of the bipolar plates 

has to be accounted for. 

The concentration overpotential 𝑉𝑐𝑜𝑛 is caused by limitations in the supply of reactant or the 

blockage of active catalyst sites by an excess of product. This occurs in particular at high 

current densities when high flow rates of water are required, and large amounts of oxygen 

and hydrogen are produced. From the inlet, water is transported through the flow channels 

and has to cross the porous LGDL to reach the active catalyst sites on the surface of the 

membrane. Simultaneously, the product gas is produced at the CCM and needs to move 

through the LGDL in counter-current flow to the water. As the mass flow through the LGDL 

is increasingly inhibited by the increasing amount of water and gas, additional energy is 

required to overcome this resistance. To provide this excess energy, an increased voltage 

has to be supplied to the PEMWE, which is the concentration overpotential. 

The concentration overpotential is modelled as a logarithmic increase for product (𝑂2, 𝐻2) 

concentrations at the membrane 𝑚𝑒 exceeding the concentrations at a reference state 0. 

This definition was introduced for PEMWEs by Marangio et al. [37] and has been followed 

by the vast majority of publications [38,39,52,53,55,60,61]. 
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 𝑉𝑐𝑜𝑛 = 𝑉𝑐𝑜𝑛,𝑎𝑛 + 𝑉𝑐𝑜𝑛,𝑐𝑎𝑡 (Equation 2-7)  

 𝑉𝑐𝑜𝑛 =
𝑅𝑇

4𝐹
ln (

𝑐𝑂2,𝑚𝑒

𝑐𝑂2,𝑚𝑒,0
) +

𝑅𝑇

2𝐹
ln (

𝑐𝐻2,𝑚𝑒

𝑐𝐻2,𝑚𝑒,0
) (Equation 2-8)  

The concentration 𝑐 of the species at the membrane 𝑚𝑒 depends not only on the gas 

generation rate, but also the rate of mass transport through the LGDL and flow channels. 

The polarisation curve of a PEMWE, which is the sum of the contributions described above, 

is shown in Figure 4 (a) for different temperatures, while a theoretical i-V curve with a rapid 

voltage runaway due to the concentration overpotential is displayed in Figure 4 (b). The 

polarisation curve is typically divided into three regimes dominated by different effects: 

activation energy, ohmic resistance, and mass transport. The first regime is observed at 

the onset of electrochemical activity and low current densities during which the PEMWE 

voltage is dominated by the requirement to provide the activation energy of the chemical 

reactions. At higher current densities, the relationship between current density and voltage 

is linear and the overall PEMWE voltage is mainly constituted by the ohmic response of the 

PEMWE. If the current density is increased further, mass transport processes are 

increasingly dominating the overall PEMWE voltage and a deviation from the linear, ohmic 

response is observed. 

 
Figure 4: (a) Polarisation curve of a PEMWE at different temperatures [62] (Reprinted from ‘J Power 

Sources, 396, Yang et al., Bipolar plate development with additive manufacturing and protective 

coating for durable and high-efficiency hydrogen production, 590–8, 2018’, with permission from 

Elsevier). (b) Theoretical polarisation curve, predicting rapid voltage increase due to the 

concentration overvoltage [52] (Reprinted from ‘Int J Hydrogen Energy, 42, Han et al., Modeling of 

two-phase transport in proton exchange membrane electrolyzer cells for hydrogen energy, 4478–89, 

2017’, with permission from Elsevier). 
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2.4 PEMWE Catalysts and Membrane 

2.4.1 Electrocatalysts 

This section will briefly discuss the most commonly used electrocatalysts used for 

PEMWEs, as well as some recently proposed alternatives. An in-depth discussion or review 

of PEMWE electrocatalysts is not within the scope of this thesis. 

At the anode, water reacts in the oxygen evolution reaction (OER) to form oxygen and 

protons (see Figure 3). Iridium oxide is the most commonly used electrocatalyst for this 

reaction, with high activity and good corrosion resistance. Ruthenium oxide has an even 

higher activity towards the OER but suffers from significant corrosion, which makes the 

sole use of it an unviable option. Therefore, iridium/ruthenium oxides are often used at the 

PEMWE anode, combining high activity and corrosion resistance [18]. There is vast 

literature on potential alternative OER catalyst configurations and morphologies, aiming at 

reducing catalyst loading and increasing surface area [63]. 

After being produced in the OER, protons migrate to the cathode where they react in the 

hydrogen evolution reaction (HER). The development of HER electrocatalysts has mainly 

been driven through advances in PEM fuel cells, with platinum black or platinum supported 

on carbon black being the state-of-the-art electrocatalysts.  

The need for platinum and iridium is a major drawback of PEMWEs. Not only are these 

elements scarce and expensive, with the CCM accounting for 36 % of the total PEMWE 

stack cost [50], but especially iridium is mined in a small number of locations, making 

security of supply a concern. Furthermore, iridium is being used for LEDs (for TVs and 

monitors), and widespread uptake of PEMWEs would therefore probably lead to increasing 

catalyst prices [18].  

2.4.2 Membrane and Ionomer 

Anode and cathode catalyst are typically coated onto a proton-conducting membrane to 

form the CCM, with Nafion being the state-of-the-art membrane material. It is a 

perfluorosulfonated copolymer with a tetrafluoroethylene backbone and perfluoroalkyl 

ether side chains, which are terminated in sulfonic acid groups (Figure 5), and is commonly 
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deployed in thicknesses of 0.007 inch (~0.18 mm, Nafion 117) or 0.005 inch (~0.13 mm, 

Nafion 115) [64].  

Nafion is also commonly mixed into the catalyst layers as an ionomer, which enhances 

proton conductivity from the catalyst layer to the membrane and provides a support 

structure for the catalysts, hence acting as a binder. The ionomer loading typically ranges 

between 20 wt% and 30 wt% of the catalyst [18]. 

 
Figure 5: Chemical structure of Nafion, consisting of a tetrafluoroethylene backbone and side chains 

carrying a sulfonic acid group [64]. (Reprinted with permission from Mauritz KA, Moore RB. Chem 

Rev. 104:4535–85. Copyright (2004) American Chemical Society.) 
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3 Literature Review 
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3.1 Overview 

This chapter will review and discuss the scientific literature relevant to mass transport in 

PEMWEs. The review will begin with an outline of the mass flux in PEMWE flow-fields, the 

different flow regimes found, and the design of flow-field geometries. This will be followed 

by a discussion of typical LGDL materials; their structure, properties, as well as use in 

PEMWEs. The review will end with a summary of the diagnostic techniques used to 

investigate mass transport aspects in PEMWEs. The work in this chapter has been 

submitted to the International Journal of Hydrogen Energy. 
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3.2 Mass Transport in the Flow Channels 

Flow-fields provide a geometrical structure which allows for the ingress of water and the 

egress of product gas from the PEMWE. While water supply is only necessary on the anode 

side, flow-fields are also often used on the cathode side to facilitate the removal of 

hydrogen and excess water. The following discussion focuses on the processes on the 

anode side; however, many aspects apply to the cathode as well.  

3.2.1 Flow Regime 

Depending on the amount of oxygen produced, the flow regime can vary from single-phase 

flow (no oxygen production) to several different forms of two-phase flow. As current density 

increases a range of flow regimes can be observed, with varying descriptions used in the 

literature. It is not uncommon to find identical flow regimes being described by different 

terms or identical terms describing slightly different flow regimes. In this chapter, the 

classification of flow regimes according to Mishima et al. [65] is used throughout. 

Figure 6 describes the development of flow regimes with increasing gas-to-water ratio. With 

the onset of electrochemical activity and related gas production, the flow regime changes 

from single-phase water flow to bubbly flow. As more gas is produced, bubbles coalesce 

to form plugs then slugs, filling the entire diameter of the tube or channel. In churn flow, 

slug bubbles are deformed and no longer display a spherical shape. The liquid between 

gas slugs is increasingly filled with small gas bubbles. As flow transitions into annular, the 

remaining water forms a film along the channel wall, while the rest of the channel is almost 

exclusively filled with gas. A further increased gas flow disperses the liquid film along the 

wall. Hence, the whole channel is filled with a gas-liquid dispersion; this is classified as 

annular-mist flow [65].   
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Figure 6: With increasing current density, more gas is produced and has to be removed through the 

flow channels. The flow regime progresses from bubble to plug, slug, churn and annular regime.  

3.2.2 Mass Flux 

To link the electrochemical activity of a PEMWE to the flow regime in its flow channels, a 

flow map can be developed. This requires knowledge of the rate of water consumption and 

oxygen gas generation; the necessary equations are presented in the following normalised 

to the cross-sectional area of individual flow channels. Water is consumed by the oxygen 

evolution reaction (OER) on the anode side at a given rate by [40]: 

 𝐺𝑐𝑜𝑛𝑠 =
𝑖𝐴𝑀𝐻2𝑂

2𝐹𝑛𝑐ℎ𝑎𝑛𝑎
 . (Equation 3-1)  

Here, 𝑖 is the current density, 𝐴 is the active area of the electrolyser, 𝑀𝐻2𝑂 is the molecular 

mass of water, 𝐹 is the Faraday constant, 𝑛𝑐ℎ𝑎𝑛 is the number of flow channels and 𝑎 is the 



  

76 
 

cross-sectional area of a flow channel. 

At the same time, water is removed from the anode side of the PEMWE due to electro-

osmotic drag. This is caused by protons moving from anode to cathode through the polymer 

membrane. The rate of water removal by this process is defined by [40]: 

 𝐺𝑑𝑟𝑎𝑔 = 𝑛𝑑𝑟𝑎𝑔
𝑖𝐴𝑀𝐻2𝑂

𝐹𝑛𝑐ℎ𝑎𝑛𝑎
 . (Equation 3-2)  

The number of water molecules transported through the membrane per proton is defined 

by the temperature-dependent electro-osmotic drag coefficient 𝑛𝑑𝑟𝑎𝑔. Commonly, an 

empirical approximation by Onda et al. is used in PEMWE literature [66]: 

 𝑛𝑑𝑟𝑎𝑔 = 0.0134 𝑇 + 0.03 . (Equation 3-3)  

The rate of oxygen production is calculated as [40]: 

 𝐺𝑂2 =
𝑖𝐴𝑀𝑂2

4𝐹𝑛𝑐ℎ𝑎𝑛𝑎
 , (Equation 3-4)  

where 𝑀𝑂2 is the molecular mass of oxygen. 

The gravimetric gas fraction 𝑥 can be calculated from the above mass fluxes and the total 

rate of water circulation into the anode side of the PEMWE 𝐺𝑐𝑖𝑟𝑐. It is the ratio of gas 

generation rate (𝐺𝑂2) to the total mass flux in the channel, which is the sum of the water 

mass flux (𝐺𝑐𝑖𝑟𝑐 − 𝐺𝑐𝑜𝑛𝑠 − 𝐺𝑑𝑟𝑎𝑔) and gas generation rate [40]. 

 𝑥 =
𝐺𝑂2

𝐺𝑐𝑖𝑟𝑐−𝐺𝑐𝑜𝑛𝑠−𝐺𝑑𝑟𝑎𝑔+𝐺𝑂2
 (Equation 3-5)  

It should be noted that 𝑥 is dependent on the location along the flow channel. To calculate 

𝑥 for a position before the outlet, the active area 𝐴 has to be reduced accordingly so that 

only the fraction of the active area is used which is located upstream of the location to be 

investigated.  

Another metric to characterise the flow in the PEMWE is the water ratio ζ, which is defined 

as the ratio of the rate of water circulation to the rate of water removal by the combination 

of the OER and electro-osmotic drag [40,42]. 

 𝜁 =
𝐺𝑐𝑖𝑟𝑐

𝐺𝑐𝑜𝑛𝑠+𝐺𝑑𝑟𝑎𝑔
 (Equation 3-6)  

Theoretically, a value of ζ=1 is sufficient for electrolysis. However, in practice, a higher 

value is required to ensure sufficient water supply and cooling. Minimum, safe values for 

the water ratio found in the literature range from ζ=3 [42] to ζ=5 [40].  A comparison of water 
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flux and gas generation and the gas fraction at the outlet as a function of current density is 

shown in Figure 7 (a) and for the water ratio in Figure 7 (b). 

 
Figure 7: (a) Comparison of the mass fluxes of water with the oxygen generation in the range from 

0 A cm-2 to 3 A cm-2 at a water circulation rate of 50 ml min-1 and a temperature of 90 °C, in a parallel 

flow-field with 9 channels (Width: 1.76 mm, Depth: 2.00 mm). The gravimetric gas fraction at the 

outlet increases linearly with current density. (b) Water ratio as a function of current density at the 

same conditions, for water circulation rates of 5 ml min-1, 50 ml min-1, and 100 ml min-1. 

The flow velocity of liquid 𝑗𝑙 and gas 𝑗𝑔 can be calculated as a function of the gas 

fraction [40].   

 𝑗𝑙 =
𝐺(1−𝑥)

𝜌𝐻2𝑂
=

(𝐺𝑙+𝐺𝑔)(1−𝑥)

𝜌𝐻2𝑂
 (Equation 3-7)  

 𝑗𝑔 =
𝐺𝑥

𝜌𝑂2
 (Equation 3-8)  

 𝐺 = 𝐺𝑙 + 𝐺𝑔 = 𝐺𝑐𝑖𝑟𝑐 − 𝐺𝑐𝑜𝑛𝑠 − 𝐺𝑑𝑟𝑎𝑔 + 𝐺𝑂2 (Equation 3-9)  

Here, the total flow through the flow channels 𝐺 consists of the total liquid flow 𝐺𝑙 and gas 

flow 𝐺𝑔. The flow velocities of gas and liquid can be used to compare the state of operation 

of a PEMWE with known flow maps to define the flow regime in the flow channels. For 

comparison of operational states a flow map, which was observed in a system as similar 

as possible (materials and geometry) to the flow channels of the PEMWE, has to be 

chosen. Two flow maps commonly used for research relating to PEMWEs are shown in 

Figure 8. However, it should be noted that these flow maps were produced from 

experiments observing two-phase flow with gas being injected into the water flow upstream 

from the observation point. Therefore, a key difference to the two-phase flow in a PEMWE 

is the additional gas production along the length of the flow channels which changes the 
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water-gas ratio. 

 
Figure 8: The flow maps of (a) Cubaud et al. [67] (Reprinted from ‘Cubaud et al., Transport of bubbles 

in square microchannels. Phys Fluids 2004;16:4575–85.’, with the permission of AIP Publishing.) and 

(b) Mishima et al. [65] (Reprinted from ‘Int J Multiph Flow, 22, Mishima et al., Some characteristics of 

air-water two-phase flow in small diameter vertical tubes, 703–12’, with permission from Elsevier), 

defining the occurrence of various flow regimes as a function of the velocity of the liquid and gas 

phase in the flow channels. The shape and location of the regime borders vary depending on the 

exact shape and size of the channels of the experimental systems used to create the flow map. 
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3.2.3 Flow-Field Design and Diagnostics 

The design of the flow-field affects pressure drop, gas and water flow velocities, gas 

removal, and the flow regime. Most commonly described in the literature are parallel, 

single-serpentine, and multiple-serpentine flow-fields. Each design varies in the amount of 

water and gas that is transported through an individual channel (Figure 9). Other flow-field 

geometries, such as interdigitated [68–70] or pin-type [51,71] flow-fields, exist but are not 

very commonly used. Further, other alternatives are possible, such as the use of metal 

meshes as flow-fields, which are used in proprietary commercial PEMWE systems.  

 
Figure 9: Perspective (a-c) and top-down (d-f) view of a parallel (a,d,g), single-serpentine (b,e,h), and 

triple-serpentine (c,f,i) flow-field. The gas and liquid amount in each channel along its length (g-i) 

varies depending on the flow-field geometry. The channel number is indicated in (d-f) and used 

accordingly in (g-i). The axis titles on the left and right of (g-i) apply to all three figures. 
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In parallel flow-fields (Figure 9 (a),(d),(g)), the flow is separated into a number of separate 

channels, which are connected by a dividing and a combining manifold. Ideally, the amount 

of water and gas passing through an individual channel is the corresponding fraction of the 

total amount of water and gas with respect to the total number of channels, however, a 

non-uniform distribution of flow occurs [72]. For a single-serpentine flow-field (Figure 9 

(b),(e),(h)), all of the water and gas has to pass through one channel, thus causing much 

higher flow velocities than in a parallel flow-field. Hence, the pressure drop in a single-

serpentine flow-field is significantly higher than for a parallel flow-field [40]. 

There is conflicting information on the performance of these flow-fields. Ito et al. [40] 

showed improved performance of a PEMWE (active area: 5.2 × 5.2 cm) with a parallel flow-

field up to 1 A cm-2. They assigned this difference in performance to an increased 

concentration overpotential in the single-serpentine flow-field. However, it is unlikely that 

this effect is notable at current densities as low as 1 A cm-2. Majasan et al. [73] also found 

improved performance for the parallel flow-field for current densities of up to 3 A cm-2, 

whereas, Li et al. [74] showed superior performance of a single-serpentine flow-field. In this 

study, the parallel flow-field was also shown to have the highest ohmic resistance, which 

partly explains the decreased performance. This raises the question if the dominant factors 

influencing the electrochemical performance of different flow-fields are flow effects or 

simply the ohmic resistance of the flow-plate. In the latter case, further work is necessary 

to optimise flow-field geometry by minimising ohmic resistance (channel-to-land ratio) while 

ensuring a sufficiently low pressure drop.  

Multiple-serpentine flow-fields (Figure 9 (c),(f),(i)) share characteristics of the parallel as 

well as the single-serpentine flow-field. Their electrochemical performance and pressure 

drop were found to be intermediate to those of parallel and single-serpentine flow-

fields [40]. 

All flow-fields shown in Figure 9 are of the Z-type, with the inlet and outlet being located at 

diagonally opposed sides of the active area (bottom left and top right). Alternatively, flow-

fields can be designed in a U-shape, which would require the inlet and outlet being located 

at the same side of the active area (e.g. bottom left and top left). The location of inlet and 

outlet has been shown to have a significant impact on the distribution of water flow between 
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individual channels of a flow-field [72,75,76]. 

There is very little published research examining possibilities to optimise flow-fields beyond 

the differentiation of parallel, single and multiple-serpentine designs. Majasan et al. showed 

that the performance of a PEMWE is affected by the depth of the flow channels and 

demonstrated a varying degree of mass transport limitation with flow channel depth at 

different current densities. A non-monotonic trend was found, implying the possibility of 

optimising the flow-field design [77]. 

A multitude of approaches have been deployed to image and diagnose the processes in 

the flow channels of PEMWEs. Most publications use either optical, X-ray or neutron 

imaging to visualize bubble and water flow. Optical imaging is comparatively low-cost and 

easy to implement, which makes it a preferred tool for flow-field diagnosis [33,43,44,78–

82]. X-ray and neutron imaging, on the other hand, are expensive, require large-scale 

facilities, and often the PEMWE cell needs to be adapted or miniaturized to facilitate 

measurement. However, these techniques offer quantitative capabilities and the possibility 

of analysing the processes in the flow-field, LGDL and catalyst layer simultaneously, which 

explains the attraction of X-ray [83,84] and neutron imaging [85–90] techniques for the 

study of PEMWEs. X-ray imaging usually offers a higher flux and therefore shorter 

acquisition times, while the preferential attenuation of neutrons in hydrogen and water 

makes neutron imaging an especially valuable diagnostic tool by enhancing the contrast of 

these molecules compared to other materials [91]. 

3.2.4 Influence of the Flow Regime on Performance 

There are essentially two opposing model concepts on how the flow regime can affect the 

overall performance of a PEMWE. The first idea assumes that the formation of gas slugs 

in the flow channel hinders the supply of water to the LGDL, and consequentially to the 

catalyst sites. This would then decrease overall performance by amplifying the 

concentration overpotential [41]. The second concept assumes that the bubbles in the flow 

channel cause turbulence which leads other bubbles in the vicinity to detach from the LGDL 

surface. This effect gets stronger when the size of bubbles in the flow channel increases. 

Hence, bubbles are effectively removed from the LGDL surface, which accelerates gas 
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removal from the catalyst sites and through the LGDL. This would cause a decrease in 

concentration overpotential [44]. 

Ito et al. [40] measured the performance of a PEMWE, comparing three different flow-field 

designs: parallel, single-serpentine, and dual-serpentine. As shown in Section 3.2.3, the 

water flow speed, water-to-gas ratio, and flow regime vary widely between these designs 

even at identical operating conditions. In particular, flow-fields with fewer flow channels 

(serpentine) favour the development of flow regimes with a low water-to-gas ratio (slug, 

annular), while flow-fields with multiple channels (parallel) favour flow regimes with a higher 

water-to-gas ratio, such as bubbly flow. As the authors observed a decrease in 

performance from the parallel to single-serpentine and then dual-serpentine flow-field, they 

concluded that performance deteriorates for flow regimes with a lower water-to-gas ratio 

than bubbly flow [40]. 

In later work, Ito et al. [41] examined the occurrence and pressure drop of different flow 

regimes and the link between the mean pore diameter of the LGDL and the development 

of the flow regime. Their theoretical considerations and experimental data imply that an 

LGDL with bigger pores results in a larger bubble detachment diameter and hence plug 

and slug flow are reached at lower current densities compared to an LGDL with smaller 

pores. This leads to vast areas of the liquid-gas diffusion layer being covered by gas 

bubbles, which they postulated had a negative effect on performance. In subsequent work, 

the authors [92] measured the cell resistance and overall performance using titanium felts 

of different pore size as LGDLs. An increase in cell resistance with increasing pore size 

was found, which is attributed to an increase in bubble detachment radius.  

Sun et al. [42] performed current mapping and localised electrochemical impedance 

spectroscopy (EIS) on a PEMWE under water starvation and showed that in the case of 

water starvation, performance decreases under slug and churn flow compared to the 

bubble regime. Similar observations of the decrease of local current density towards the 

end of the channel (where slug and churn flow preferably occur) under water starvation 

have been made by Immerz et al. [93,94]. However, both authors compared subsequent 

locations along the flow in a PEMWE and not a whole cell under different regimes. 

Therefore, it is uncertain if these results can show the influence of the flow regime properly, 
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as flow regime and water starvation effects occur at the same time. 

Using EIS and high-speed imaging, Dedigama et al. [43] came to a contrary conclusion; 

their results showed an improvement in mass transport which is associated with the 

transition from bubble to slug flow. Further, Dedigama et al. [44] mapped the current density 

at different locations along a single-channel PEMWE and found an increase in performance 

towards the top end of the channel and showed that slug flow is the dominant flow regime 

at this location. This supported the earlier finding that performance is enhanced in slug 

flow. However, it has been proposed that this might be caused by an increase in 

temperature along the flow channel [95]. Further, the increase in mass transfer inhibition 

observed at higher water flow rates (in bubble flow) can be seen as a consequence of the 

increased kinetic energy of water flow in the flow channel, which hinders the detachment 

of gas bubbles from the LGDL surface into the flow channel [45]. In that case, the 

performance effect would be unrelated to the flow regime in the flow channels. 

There is a lack of consensus and understanding of the exact relationship between PEMWE 

performance and the flow regime. Further, to date, no coherent model of the processes 

underlying potential performance changes due to a specific flow regime has been 

developed and backed by conclusive experimental data.  

3.2.5 Two-Phase Modelling 

Modelling of the two-phase flow offers the opportunity to predict the effects of changes to 

geometry or physical parameters in a low-cost and rapid way. Only a few publications have 

provided comprehensive 3D models incorporating two-phase flow, specifically aiming at 

PEMWEs [68,70,96,97]. Lafmejani et al. [70] published a 3D volume-of-fluid model and 

qualitatively confirmed their results with optical imaging of the flow in an interdigitated flow-

field. Olesen et al. [68,69] presented a full-scale, mathematical 3D model of a PEMWE, 

incorporating compressible two-phase flow as well as heat and charge transfer in the 

catalyst layer, micro-porous layer, LGDL and the flow channels. The authors used this 

model to predict the state of operation of a PEMWE for current densities up to 5 A cm -2. 

For these elevated currents they found heterogeneity in the current density distribution of 

up to 1.5 A cm-2 and in the temperature distribution of up to 20 K. Further, they showed that 
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changing the design of an interdigitated flow-field design can lead to significant variations 

in local temperature, which can accelerate catalyst degradation, while the overall cell 

performance with these flow-fields did not differ.  

The work described above mathematically incorporated the two-phase flow in the LGDL 

without explicitly describing the movement of gas and water. Resolving the exact transport 

pathways of gas bubbles through the LGDL allows to study the effects of LGDL 

microstructure on mass transport, but it is challenging to link this to the overall PEMWE 

performance [98].  

Other approaches to PEMWE flow modelling are limited to one-phase flow [56,72,99]. Nie 

et al. [72] simulated one-phase flow through a parallel flow-field with a Z-pattern. In this 

type of flow-field, the water inlet is positioned diagonally opposite the water outlet and it is 

commonly used in PEMWEs. The authors showed that for this type of flow-field the water 

flow velocity is very unevenly distributed between the single flow channels. The Z-shape 

favours flow through the flow channels closest to the outlet which causes the water flow 

velocity to be up to five times higher than in the middle channels. Further, the authors found 

a corresponding non-uniform pressure distribution, with the pressure roughly decreasing 

diagonally from inlet to outlet.  

Toghyani et al. used single-phase flow modelling to address the optimization of standard 

flow-fields and the development of novel flow-field designs. The authors showed that 

serpentine flow-fields with a varying number of flow channels caused an improved 

electrochemical performance and lower temperatures compared with a parallel flow-

field [56]. They also explored the use of metal foam as a flow-field material and concluded 

that the electrochemical performance of a PEMWE could be improved by this [100], and 

modelled the flow through a novel, spiral flow-field geometry [101]. 
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3.3 Mass Transport in the Liquid-Gas Diffusion Layer 

Fluid flow through a porous medium, such as the LGDL, is a highly complex process that 

is affected by the microstructure of the porous medium, interfacial interactions between 

fluid and walls, interactions between different fluids, and bulk properties of the fluids. This 

makes it challenging to analytically describe multi-fluid flow in porous media and numerous 

equations have been developed, each describing specific situations and introducing 

additional parameters to achieve improved precision. However, the most fundamental 

equation for fluid flow in porous media is Darcy’s law, which links the fluid velocity 𝑗 to its 

pressure gradient across a control volume 
𝜕𝑝

𝜕𝑥
 [102]. It is commonly used in computational 

work on PEMWEs [52,69,70,103,104]. 

 𝑗 = −
𝐾

𝜂

𝜕𝑝

𝜕𝑥
 (Equation 3-10)  

Darcy’s law takes into account the permeability of the porous media for the fluid 𝐾 and the 

viscosity of the fluid 𝜂. The permeability can be calculated from various equations, as well 

as empirical correlations [69,70], but the Kozeny-Carman equation is the best-known 

approach. It links the macroscopic permeability with the microscopic parameters of the 

porous medium porosity 𝜀, tortuosity 𝜏, and the surface area per unit volume 𝑎𝑉, but various 

modifications and extensions have been discussed [102]. 

 √
𝐾

𝜀
= (𝑎𝑉√2𝜏)

−1
(

𝜀

1−𝜀
) (Equation 3-11)  

3.3.1 Liquid-Gas Diffusion Layer Materials 

The liquid-gas diffusion layer serves a multitude of purposes; it is expected to provide good 

thermal and electrical conductivity, low interfacial losses and mechanical strength and 

support for the flexible CCM, especially under differential pressure operation. Furthermore, 

the LGDL needs to withstand the corrosive environment on the anode side during long-

term operation. This requirement makes titanium the most commonly used material for the 

LGDL on the anode side. However, recent work by Becker et al. [105] has shown that, 

away from the catalyst layer/LGDL interface, the corrosion potential at the surface of the 

anode LGDL is decoupled from that of the catalyst layer due to the low conductivity of the 
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water phase. This opens up the possibility to use cheaper LGDL materials such as carbon 

and carbon-coated stainless steel, which are also easier to manufacture into porous 

structures than titanium.  

Another crucial purpose of the liquid-gas diffusion layer is to facilitate the two-phase 

counter-current flux of gas towards the flow channels and water towards the CCM. Hence, 

the microstructure of the LGDL needs to be optimized with respect to the trade-off between 

mass and electron transport, with mechanical stability, thermal conductivity and good 

interfacial contact as further constraints [18,78,106]. Especially the interface between 

LGDL and catalyst layer appears to have a strong influence on charge and mass transfer 

resistance [107–109]. 

Porous titanium sintered or fibrous materials have been most commonly used as LGDLs. 

In some cases, titanium meshes have been used as the LGDL, while recently the use of 

thin, perforated plates has been proposed as a beneficial alternative to more established 

materials. Another potential material that has been adopted as porous transport medium in 

PEM fuel cells (PEMFCs) are metal foams. SEM images and X-ray tomograms of these 

materials are shown in Figure 10, visualizing the surface and microstructure of the LGDL 

materials. 
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Figure 10: SEM images and X-ray tomograms of various materials that can be used as an LGDL in 

PEMWEs. (a) Sintered powder and (b) fibrous materials are commonly employed, while (c) perforated 

plates are very useful for optical access to the catalyst surface, and (d) metal foams have shown 

promise in unitized reversible fuel cells. 

Porous titanium sinters (Figure 10 (a)) have been widely used as an LGDL, e.g. in the 
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PEMWE stacks developed for the GenHyPEM project [110–113]. Grigoriev et al. [114] have 

published a study that theoretically and experimentally examines the influence of different 

sinter properties on PEMWE performance. They concluded that 50 µm to 75 µm is the 

optimal titanium powder particle size, resulting in an LGDL pore mean diameter of 12 µm 

to 13 µm after sintering, which has recently been confirmed [115]. Other conclusions are 

that pore size and electrical resistance have a big influence on the performance of the 

LGDL, while porosity and gas permeability appear to be insignificant. However, this applies 

only to the sintered powder LGDLs investigated in this work, with porosity between 30 % 

and 50 % [114].    

In recent years, titanium fibrous materials (Figure 10 (b)) have emerged as a potential 

alternative to sintered LGDL materials. These felts have very high porosities of more than 

70 %, which is significantly higher than for a typical sinter. Ito et al. have tested the 

performance of a PEMWE using various felts, varying pore sizes and porosities. They 

showed that performance increases with decreasing pore size for pores above 10 µm, 

which is assigned to the mass transfer inhibitions related to larger gas bubbles. 

Furthermore, the results indicate that within the range of examined materials the porosity 

does not seem to affect the performance [41,92]. 

Another recent development is the use of perforated plates or foils (Figure 10 (c)) as 

LGDLs. The manufacturing of perforated titanium foils by mask-patterned wet etching 

methods and their potential application as LGDL was first described by Mo et al. [116]. A 

titanium foil is covered with photoresist and the pattern of pores is then developed using a 

photomask manufactured by soft lithography. Subsequently, the pores are etched into the 

foil with hydrofluoric acid. After removing the remaining photoresist, a pristine LGDL with 

regular, straight pores and easily tuneable features is obtained [106]. These thin, novel 

LGDLs have been shown to exhibit significantly superior performance compared to titanium 

felt, which is caused by the increased interfacial contact between LGDL, flow-field, and 

CCM, as well as the reduced thickness of the perforated foil compared to conventional 

LGDLs [117]. In a later study, Kang et al. [118] manufactured gold-coated, perforated 

titanium foils and demonstrated a reduced operating voltage at high current densities and 

stability of the gold coating for 100 hours.   
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A rarely applied alternative for LGDLs are titanium meshes, as demonstrated by Li et 

al. [119]. Steen et al. [120] tested various meshes, but even the mesh with optimum 

parameters performed significantly worse than titanium felt. Titanium meshes can also be 

used as low-cost flow-field, an alternative especially used for proprietary commercial 

systems. 

For the future development of LGDLs in PEMWEs, metal foams (Figure 10 (d)) appear to 

be very promising. Baumann et al. [121] sprayed catalyst ink directly onto titanium foam 

and used this as a combined LGDL and electrode in a PEMWE. This demonstrated the 

feasibility of deploying metal foams in PEMWEs; however, a systematic study evaluating 

the role of metal foam as LGDL was not carried out. Titanium foam has also been used as 

the LGDL in a unitized reversible fuel cell (URFC), which can operate in either fuel cell or 

electrolysis mode, and good performance in electrolysis mode was demonstrated [122]. 

Arisetty et al. [123] used nickel foam as combined LGDL and flow-field in a direct methanol 

fuel cell and showed that this configuration can outperform a classical flow-field/LGDL 

combination. The idea of combining LGDL and flow-field by using nickel foam was later 

also applied in PEMFCs and was shown to yield superior performance compared to the 

use of separate LGDL and flow-field [124]. To this point, only a computational study on the 

use of metal foam as flow-field in a PEMWE exists (see Section 3.2.5) [100], highlighting 

the need for further research.  

3.3.2 Micro-Porous Layers and Surface Modifications 

Based on proven procedures for PEM fuel cells, modifying the surface of particles or fibres 

in the LGDL or introducing an additional layer to the LGDL has been widely proposed to 

reduce the mass transport overpotential and improve overall PEMWE performance. For 

PEM fuel cells, it has been shown that the introduction of a micro-porous or micro-protective 

layer (MPL) on the side of the GDL neighbouring the catalyst layer benefits performance 

by regulating water management and gas transport at the interface. This layer consists of 

carbon black or PTFE and forms a layer with smaller pores than the rest of the LGDL [125–

129]. 
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3.3.2.1 Micro-Porous Layers 

Unfortunately, carbon or PTFE MPLs are not stable in the corrosive environment at the 

LGDL/catalyst layer interface at the anode of a PEMWE, therefore, other materials have 

been applied, trying to mimic the effect of the MPL in PEMFCs. Lettenmeier et al. [130] 

created an MPL by coating a titanium sinter with porous titanium via thermal spraying and 

demonstrated its superior performance, particularly at current densities exceeding 

2 A cm-2. Sung et al. [131] used a coating of IrO2/Ta2O5 to produce a reactive MPL to 

convert active oxygen species to oxygen, but did not compare the performance of their 

system with a reference. Coating carbon paper with carbon black and subsequently with 

IrO2 has been shown to yield an LGDL and MPL stable for 2000 hours, but no performance 

comparison to a conventional PEMWE system was made [132]. Kang et al. [79] used micro 

(~5 µm) and spherical nano (30 -50 nm) titanium particles to create an MPL on an LGDL 

with small, straight, regular pores via low-temperature air spraying. It was found that micro-

particles yielded stronger performance improvement than nano-particles. A significant 

performance improvement (1.707 V to 1.687 V at 2 A cm-2) was found for the micro MPL. 

High-speed imaging showed that the MPL increased the number of pores providing active 

catalyst sites. Schuler et al. [133] created sintered powder LGDL with MPLs of different 

pore sizes and porosities; they showed a performance improvement and a reduction of up 

to 60 mV with the use of an MPL compared to a conventional sintered powder LGDL. 

The effect of coatings to provide an MPL has also been investigated in unitized reversible 

fuel cells (URFCs). Ito et al. [134] used a layer of PTFE coating on titanium felt as the LGDL 

in a URFC. They found that the influence of the modified LGDL depends on fibre size, but 

a positive effect was only shown for fuel cell mode, not for electrolysis operation. Hwang et 

al. confirmed many of these findings [135] and later created an MPL on titanium felt by 

applying titanium powder and showed improved performance in a URFC for fuel cell 

operation. No performance improvement was found in electrolysis mode; however, the 

system was only tested up to 1 A cm-2 [136]. 

Building on the idea of an MPL, the use of LGDLs with graded porosity, increasing towards 

the flow channels, has been shown to be beneficial in PEMFCs [137–139]. Lettenmeier et 

al. [140] produced a sinter-like structure with a graded pore size via vacuum plasma 
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spraying. However, the authors could not show a significant performance improvement 

using this novel material as the LGDL in a PEMWE. In a similar approach, Kang et al. [141] 

created an LGDL structure with a gradual decrease in LGDL pore size. The authors 

introduced the concept of an in-plane transport enhancement layer, combining two LGDLs 

with straight, circular pores; one with large pores (~830 𝜇m) neighbouring the flow 

channels, and a second one below it with significantly smaller pores (~100 𝜇m). Results 

show a slight improvement in performance with the use of the enhancement layer. The 

authors attribute this to an improvement in access to pores, which would have otherwise 

been covered by the land areas of the flow plates. 

3.3.2.2 Surface and Structural Modifications 

For PEMFCs, chemical modification of the gas diffusion layer, e.g. by adding a hydrophobic 

agent such as PTFE, has been demonstrated to be feasible, stable, and beneficial to 

performance [142–145]. The chemical modification of the surface changes the contact 

angle of gas and water, favouring the transport of one or the other in specific areas or 

across the entire active area. The link between LGDL wettability (contact angle) and 

PEMWE performance is well established [52,119,146]. 

However, little work has focused on varying the wettability of LGDLs for PEMWEs. Li et 

al. [147] applied a hydrophobic monolayer of n-octadecyl tri-chlorosilane onto the surface 

of a titanium LGDL. They could not demonstrate any performance improvement compared 

to an untreated LGDL, but observed more frequent bubble detachment from the LGDL 

surface. Bystron et al. [148] etched titanium felts in hydrochloric acid, creating a titanium 

hydride sublayer. The authors showed significantly improved performance (voltage 

reduction of around 0.15 V at 0.5 A cm-2) for more than 100 hours for felts treated in that 

manner. Kang et al. [149] measured the PEMWE performance of PTFE-treated Toray 

carbon paper and demonstrated a performance decrease with increasing hydrophobicity 

(PTFE content). 

Recent work by Suermann et al. [150] demonstrated the treatment of a fibrous titanium 

LGDL with a femtosecond laser, inducing a high-surface structure, and showed a 

performance improvement linked to the reduced contact resistance.  

An alternative approach to improve mass transport through the LGDL is to introduce a 
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number of straight through-pores with significantly larger size than the natural pores of the 

material. Lee et al. perforated a commercial sintered powder LGDL with 400 µm pores, 

located in the channel regions of the PEMWE and in a distance of 2 mm from each other 

along the channel length. The authors showed improved performance of the perforated 

LGDL up to 9 A cm-2 and a reduction in the mass transport overpotential of up to 76.7 %, 

which is attributed to the reduced gas saturation at the interface between catalyst layer and 

LGDL. 

3.3.3 Bubble Nucleation and Growth 

Gas that is produced on the surface of the catalyst layer through electrochemical reaction 

forms bubbles which are then transported through the LGDL and into the flow channels. 

The nucleation of these bubbles is driven by the difference in chemical potential 𝜇 between 

gas (𝑔) and liquid (𝑙) phase at the conditions found in the liquid phase at nucleation [151]. 

 Δ𝜇 = 𝜇𝑙(𝑝𝑙 , 𝑇) − 𝜇𝑔(𝑝𝑙 , 𝑇) > 0 (Equation 3-12)  

This driving force can be expressed in terms of temperature, pressure, the Boltzmann 

constant 𝑘𝐵 and the pressure in the liquid phase 𝑝𝑙 [146,151]: 

 Δ𝜇 = 𝑘𝐵𝑇 ln
𝑝𝑔

𝑝𝑙
= 𝑘𝐵𝑇 ln 𝑆   , (Equation 3-13)  

with the supersaturation S. The pressure in the gas phase 𝑝𝑔 is linked to the overall rate of 

electrochemical gas production, which can be calculated using Faraday’s law (see Section 

3.2.2). 

The Gibbs free energy ∆𝐺 of a cluster of 𝑛 molecules is linked to this chemical potential 

difference, the surface tension of a planar cluster 𝜎∞ and the surface area of the cluster 

𝐴(𝑛) [151]. 

 ∆𝐺 = −𝑛∆𝜇 + 𝜎∞𝐴(𝑛) (Equation 3-14)  

∆𝐺 has a maximum for the critical cluster size 𝑛𝑐. Clusters with less than 𝑛𝑐 molecules 

require an increase in Gibbs free energy to grow and dissociate on average, while clusters 

with more than 𝑛𝑐 molecules on average nucleate into bubbles [151]. 

 𝑛𝑐 = [
2

3

𝜎∞𝑠𝑙

𝑘𝐵𝑇 ln 𝑆
]

3

 (Equation 3-15)  

The liquid phase factor is expressed as 𝑠𝑙 = (36𝜋)1 3⁄ 𝑣𝑙
2 3⁄

, with the molecular volume of the 
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liquid phase 𝑣𝑙. 

Increasing current density leads to a rise in gas production, which increases the 

supersaturation; this reduces the critical cluster size and favours the formation of new gas 

bubbles. However, the classical nucleation theory only describes bubble nucleation on a 

regular surface under specific assumptions [151]. To our knowledge, there is no published 

work on the nucleation of bubbles on the irregular surface of the catalyst layer under real-

world conditions.  

Nouri-Khorasani et al. [146] developed a model of bubble nucleation and growth and its 

effect on the electrolysis overpotential. They identified four phases from nucleation of a 

bubble to its detachment from the LGDL surface. After sufficient supersaturation causes 

nucleation, the bubble undergoes spherical growth within the walls of the surrounding pore 

which is assumed to be a straight, vertical, cylindrical channel. Once the bubble diameter 

is equal to the pore diameter, the bubble continues to grow cylindrically. Bubble detachment 

occurs either due to the nucleation of a new bubble or as a result of changes in the balance 

of drag, buoyancy, pressure, inertia and surface tension gradient forces. After detachment, 

the bubble travels through the pore to the interface of LGDL and flow channel. It then 

undergoes further spherical growth until it either coalesces with an adjacent bubble or 

detaches from the LGDL surface due to the drag forces exerted by the convective flow of 

water through the flow channel.   

Li et al. [152] used optical high-speed imaging to observe the processes described 

theoretically by Nouri-Khorasani. They used a novel, thin LGDL with straight, cylindrical 

pores and observed spherical bubble growth along the wall of pores. This confirmed earlier 

findings that bubble nucleation occurs only along the triple-phase boundary (see Section 

3.4) [78,82]. Due to this limitation, and the relatively large pore diameter in this work (100 

𝜇m), cylindrical growth and detachment from the LGDL surface were not observed. The 

authors also found increasing bubble detachment diameters from the catalyst surface for 

higher current density and temperature.   

The detachment of bubbles from the LGDL surface has been visualized by neutron and X-

ray imaging. Hoeh et al. [83] found rapid, sudden detachment of bubbles followed by a slow 

growth up to the critical size. The location of detachment and bubble growth was observed 
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to be constant, which implies the existence of preferential pathways through the LGDL. 

Leonard et al. [84] demonstrated the same periodicity of growth and detachment and further 

showed that detachment frequency and diameter increased with current density. 
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3.4 Mass Transport Diagnostic Techniques 

There is a wide range of diagnostic techniques which have been or can be applied to 

PEMWEs (Figure 11), including the following: 

 Electrochemical impedance spectroscopy (EIS) [59,153] 

 Neutron imaging [85–88,90,154,155] 

 X-ray imaging [83,84,156–159] 

 Optical imaging [44,73,79–81] 

 Porous transport layer (PTL)-on-a-chip [160,161] 

 Acoustic methods 
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Figure 11: Examples of commonly used diagnostic techniques: (a) Nyquist diagram produced from 

electrochemical impedance spectroscopy and an equivalent circuit, (b) through-plane water thickness 

measurement via neutron radiography, (c) X-ray computed tomography of a sintered and a fibrous 

LGDL material, (d) X-ray synchrotron radiography of channel and land areas in a PEMWE [84] 

(Reprinted from ‘Electrochimica Acta, 276,  Leonard et al., Operando X-ray tomography and sub-

second radiography for characterizing transport in polymer electrolyte membrane electrolyzer, 424–

33, 2018’ with permission from Elsevier), (e) image obtained during a PTL-on-a-chip experiment [160] 

(Reprinted from ‘J Power Sources, 258, Arbabi et al., Feasibility study of using microfluidic platforms 

for visualizing bubble flows in electrolyzer gas diffusion layers, 142–9, 2014’ with permission from 

Elsevier), and (f) high-speed optical imaging of bubble nucleation along the triple-phase boundary of 

catalyst, LGDL, and water [80] (Reprinted with permission under a CC BY-NC licence 

(https://creativecommons.org/licenses/by-nc/4.0/legalcode) from ‘Mo et al., Sci Adv 

2016;2:e1600690–e1600690, https://advances.sciencemag.org/content/2/11/e1600690’. Copyright 

(2016) American Association for the Advancement of Science). 
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3.4.1 EIS 

Electrochemical impedance spectroscopy (Figure 11 (a)) is commonly used to identify 

different voltage contributions (ohmic, activation, mass transport) to the overall 

performance of PEMWEs. Data analysis can be either qualitative by comparing EIS spectra 

at various conditions or quantitative by fitting the spectra to an equivalent electrical circuit 

and extracting values for the resistance and impedance elements. The exact form of the 

equivalent circuit used and the number of elements in it varies widely [43,78,140,153,162–

165] or is not reported at all. A more systematic approach to the analysis of EIS spectra, 

comparable to established work for fuel cells [166–169], has not yet been reported for 

PEMWEs. 

Due to its versatility and comparable ease of application, the use of EIS is widespread. 

Examples include measuring the performance contribution of LGDLs [78], the effect of low 

platinum loadings on the cathode [34], localized performance [94], the effect of flow plate 

geometry [77], the role of LGDL microstructure [170], benchmark characterisation [113], 

the effect of water starvation [42] and intermittent operation [171], or the influence of flow 

effects on performance [43]. 

3.4.2 Neutron Imaging 

The high sensitivity of neutrons towards hydrogen and water makes neutron imaging a 

powerful tool for the investigation of flow and mass transport phenomena in PEMWEs and 

PEM fuel cells [91] (Figure 11 (b)). Operando neutron imaging of a PEMWE was first 

demonstrated by Selamet et al. [85,86], while Hoeh et al. [87] used neutron imaging to 

measure the water-gas ratio under land and channel areas of a PEMWE.  

Several examples demonstrate the level of insight into water saturation and movement in 

the LGDL that neutron imaging can offer. Seweryn et al. [89] found that the amount of water 

within the LGDL on the anode side is constant for current densities from 0.1 A cm-2 to 2.5 

A cm-2, which shows the ability of sintered titanium materials to hold up and transport large 

amounts of water and hence prevent water starvation. Panchenko et al. compared the 

water content of a sintered titanium LGDL with a felt material used as LGDL [88] and found 

that a significant portion of pore volume in a sintered LGDL did not contribute to mass 
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transport [154]. Lee et al. [155] combined neutron radiography and electrochemical testing 

and found a decrease in mass transport overpotential at increased temperatures. This was 

assigned to a more uniform water-gas distribution in the flow channels, due to the reduced 

viscosity of water at high temperatures. 

3.4.3 X-ray Imaging 

Whilst X-rays lack the high sensitivity of neutrons towards water, the extremely high flux of 

synchrotron sources allows for very short exposure times (sub-second radiography). 

Synchrotron X-ray imaging (Figure 11 (d)) was first used by Hoeh et al. [83] for operando 

imaging of a PEMWE. The authors showed the periodicity of bubble formation and 

detachment at specific locations on the surface of the LGDL, supporting the theory of 

preferential pathways for mass transport. While the work of Hoeh et al. was limited to 

radiography, Leonard et al. [84] obtained three-dimensional tomography data sets during 

the operation of a PEMWE. This allowed the authors to study a multitude of processes on 

different length scales, ranging from catalyst thinning and redepositing to the formation of 

bubbles and their movement in the flow channels.  

Besides synchrotron operando imaging of whole PEMWEs, the use of lab-scale X-ray 

sources for micro-computed tomography (X-ray CT) has been prolific in recent years. X-

ray CT allows for the in-depth study of the microstructure of LGDL materials ex-situ and 

can achieve a spatial resolution in the range of a few micrometres (Figure 11 (c)). Several 

authors have combined X-ray CT with EIS and electrochemical characterisation to link 

LGDL microstructure and performance [77,140,153,172,173]. X-ray CT data can further be 

used to calculate various transport properties like thermal and electrical conductivity and 

permeability [156]. 

3.4.4 Optical Imaging 

The investigation of flow phenomena via high-speed optical imaging is limited to the 

macroscopic spatial resolution occurring in optically accessible regions, such as the flow 

channels or open pores of perforated plates. However, it is a low-cost, easy to implement 

and therefore widespread diagnostic tool. It is often used in conjunction with 

electrochemical characterization techniques, such as i-V-curves or EIS (Figure 11 (f)). 
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Optical imaging has proven very valuable when observing bubble nucleation in the pores 

of perforated plates, allowing direct optical access to the interface between catalyst layer 

and LGDL [78,82,152,174]. It has been shown that bubble nucleation only occurs along the 

pore edge, not in its centre, as visible in Figure 11 (f) [80]. This is due to the fact that 

catalytic active sites on the CCM, the current conduction through the LGDL, and water exist 

in close proximity only on the pore edge, while electrons have to travel along the surface 

of the CCM to reach catalyst sites further towards the middle of the pore. To examine the 

role of in-plane resistivity further, a numerical model was developed and used to simulate 

the current distribution within one pore as well as the overall performance of a PEMWE 

with LGDLs of different pore sizes and porosities [175]. 

Based on the new insight from the optical imaging experiments, a novel concept for 

PEMWEs in which the catalyst is only applied along the edges of the LGDL pores on the 

membrane site has been proposed [80], which allows for a much higher catalyst utilization. 

In an attempt to examine the impact of catalyst reduction, Kang et al. [33] sputter-coated a 

thin LGDL with straight pores and a porosity of 50 % with platinum. They showed that this 

does not reduce performance compared to using a conventional CCM, while the catalyst 

utilization was improved by a factor of around 30. Further, Mo et al. [81] developed an 

LGDL with an additional metal rod through the diameter of a pore in a perforated plate. 

They used optical imaging to prove catalytic activity around the surface of the rod and the 

consequential improvement in catalyst utilization.  

Dedigama et al. used optical imaging in combination with EIS and localized current density 

measurements, which allowed for a correlation of flow regime to local and overall 

performance. The authors found a performance improvement in slug flow, which they 

attributed to more efficient bubble removal from the surface of the LGDL [43,44] (see 

Section 3.2.4). 

Lafmejani et al. simulated the environment on the anode side of a PEMWE by passing gas 

through different LGDL materials while flowing water over its surface. They used optical 

imaging to observe the locations of bubble formation, the development of the flow regime 

and flow patterns along the length of the LGDL [95,176,177]. 
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3.4.5 PTL-on-a-chip 

An interesting approach to analysing mass transport within a porous LGDL is the so-called 

porous transport layer (PTL)-on-a-Chip (Figure 11 (e)). The authors created a 2D 

representation of different LGDL materials and analysed the flow of water and gas through 

this layer using optical microscopy [160,161]. This allows for the visualization of exact 

pathways of gas through the material which are usually obstructed by the thickness of the 

LGDL. Using this technique, Lee et al. [161] found that the bubble growth within pores of 

the LGDL consists of two different steps. During pressurization the bubble is stationary and 

its size constant while its internal pressure is increasing. Once the pressure reaches a 

critical value, the penetration step follows and the bubble rapidly expands into a 

neighbouring pore. The dynamics of this process are controlled by the diameter of the 

throat between the pores. As a consequence, within the pathway of gas through the LGDL, 

a limiting throat size exists, which requires the highest internal pressure to penetrate. Once 

this limiting throat size is passed, breakthrough to the surface of the LGDL immediately 

occurs. These findings shed new light on a number of studies examining the influence of 

LGDL pore size on PEMWE performance [41,92,114]. It is expected that throat size 

correlates quite closely to pore size, so the influence of pore size on performance found in 

these studies is likely to be related to the throat size effect described above. Qualitative 

findings from PTL-on-a-chip experiments are well suited to inform further pore network and 

modelling studies [178]. 

3.4.6 Acoustic Methods 

3.4.6.1 Acoustic Emission 

Acoustic emission (AE) testing is a non-destructive, in situ technique that detects transient 

elastic sound waves produced by a sudden redistribution of stress in a material or 

mechanical process. It has been extensively applied in building and structural health 

monitoring [179,180] and uses a piezoelectric sensor to convert mechanical perturbations 

occurring in a system into a voltage signal. This allows the monitoring of sound waves 

emitted by an object.  

AE has been used to study electrochemical processes such as the exfoliation of aluminium 
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alloys [181] or detection of corrosion in stainless steel [182]. It is increasingly being applied 

to power systems. For example, Ohzuku et al. [183] monitored particle fracture in Li/MnO2 

battery cells and found that accelerated discharge leads to increasing fracture. Rhodes et 

al. [184] monitored particle fracture in Si-based anodes of Li-ion batteries and showed that 

the fracture of Si particles can be modelled using a thermal analogy model [185]. This 

technique has also been applied to Li/NiSb2 batteries [186], solid electrolyte interface (SEI) 

formation and Li intercalation in Li-ion batteries [187], solid oxide fuel cell seal cracking 

[188,189], Nafion dehydration [190], and flooding [191] and localised operation [192] in 

polymer electrolyte membrane fuel cells.  

There are several examples of using AE to diagnose two-phase systems. Pandit et al. [193] 

used a hydrophone immersed in an air-water system to calculate bubble size distribution. 

Yen et al. [194] extracted various criteria from the acoustic emission of an air-water system 

and trained a neural network to recognize different flow patterns. In other instances, AE 

has been applied to gas-solid beds [195], annular and stratified flow in gas-liquid pipelines 

[196] and measurement of the gas void fraction during slug flow [197]. Husin et al. [198] 

showed that the formation and collapse of single bubbles can be studied using acoustic 

emission and also reported a signal specific to the movement of slug bubbles. The only 

previous report of the application of AE to electrolysis comes from Crowther et al. [46], who 

studied the onset of gas evolution in alkaline electrolysis. 

3.4.6.2 Acoustic Time-of-Flight Imaging 

Acoustic time-of-flight (AToF) imaging has so far not been applied to PEMWEs or PEM fuel 

cells, but was first introduced to electrochemical energy storage and conversion devices 

by Sood et al. [199], who successfully used AToF transmission measurements to detect 

interface degradation in a cycled Li-ion pouch cell. Hsieh et al. [200], who conducted 

transmission and reflection AToF experiments on cylindrical and pouch Li-ion and alkaline 

battery cells, demonstrated that changes in the time-of-flight of the acoustic signal are 

linked to physical changes in the electrodes (density and modulus). They showed that these 

changes can be used to measure the state-of-charge of the battery, and validated their 

results against a computational model of sound propagation in a series of battery 

electrodes. This work was later advanced to show the ability of AToF to detect Zn gel 
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dehydration and ZnO2 formation in Zn/MnO2 batteries [201], as well as to develop a 

supervised machine learning technique to predict battery state-of-charge from acoustic 

time-of-flight [202]. Bommier et al. [203] combined XRD of graphite electrodes, 

electrochemical measurements, and AToF measurements, finding a correlation between 

the amount of lithium plating and the time-of-flight shift, indicating the possibility of detecting 

lithium plating in lithium ion batteries operando. Robinson et al. [204,205] combined AToF 

mapping across the surface of a Li-ion pouch cell with X-ray computed tomography to 

further demonstrate its ability to elucidate internal battery structure and investigated anode 

and cathode structure in detail during charge and discharge. 

A variation of the described AToF measurements was proposed by Ladpli et al. [206–208] 

for analysis of processes in lithium ion batteries. Instead of using a sensor emitting an 

ultrasonic pulse perpendicularly into the sample, the authors deployed a ‘guided wave’ 

technique, with piezoelectric transmitter and receiver both being located on the same 

surface (side) of a prismatic battery cell. The transmitted signal does not travel through the 

cell, but along its surface, with time-of-flight and signal attenuation being a function of the 

battery’s physical properties. A clear correlation between state-of-charge, acoustic time-of-

flight, and acoustic amplitude at the receiver was shown, which also was affected by the 

number of charge/discharge cycles, indicating the possibility of state-of-health prediction. 

Recently, it has been shown that AToF can be used to measure the effective stiffness of 

battery electrodes and full pouch cells, demonstrating the ability to obtain absolute values 

for physical material properties from non-destructive, low-cost AToF measurements [209]. 

To the author’s knowledge, AToF imaging has not yet been applied to PEMWEs; however, 

the demonstrated feasibility of investigating two-phase systems with AToF imaging [210–

212] suggests that it could be a valuable tool for the analysis of mass transport processes 

in PEMWEs. 
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4 Methodology
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4.1 PEMWE Testing 

4.1.1 PEMWE Cell Assembly 

As described in Section 2.2, a PEMWE typically consists of end-plates, titanium flow-fields, 

a titanium LGDL at the anode, a carbon paper GDL at the cathode, and a CCM combining 

the polymer electrolyte membrane and the catalyst layers. Gaskets to fit the LGDL, GDL, 

and CCM were cut with a carbon dioxide laser cutter (Laserscript LS3020, HPC Laser, UK; 

Wavelength: 10.6 µm) from woven PTFE (Tygaflor) with a thickness of 0.1 mm, with several 

gaskets being stacked to achieve the thickness of the LGDL. All PEMWE parts were 

designed in the CAD software Rhino (Robert McNeel & Associates, USA). The PEMWE 

cells used in this work were held together by bolts, fastened to a defined torque with a 

torque wrench to ensure comparability of experiments. 

Throughout this work, a CCM with 3.0 mg cm-2 iridium/ruthenium oxide on the anode side 

and 0.6 mg cm-2 platinum on carbon on the cathode side (ITM Power, UK) was used. The 

CCM was washed with sulphuric acid for a minimum of 15 minutes before experiments to 

hydrate the membrane and remove salts left from the catalyst synthesis. 

4.1.2 Material Selection 

Due to the acidic polymer electrolyte membrane, a very acidic regime (pH~2) is found in 

PEMWEs [18] and high potentials occur at the anode as well as the cathode [213,214]. 

Hence, the environment in a PEMWE is highly corrosive, and long-term voltage stability 

can only be achieved by selecting corrosion-resistant materials for catalysts, LGDL, and 

flow or bipolar plates [18,215]. Titanium is the most common choice for flow or bipolar 

plates and LGDLs in PEMWEs and was used in this work unless specified otherwise.  

The need for titanium for components at the anode is illustrated using Pourbaix diagrams 

(Figure 12), which show the corrosion behaviour of titanium (Figure 12 (a)) and iron-

chromium-nickel (Figure 12 (b)) as a function of pH and potential. Under the conditions 

typical for the PEMWE anode (pH~2 and 2 V [18]) titanium undergoes anodic protection to 

form TiO2, while iron-chromium-nickel (e.g. stainless steel) forms the soluble Fe3+. 

Similarly, chromium and nickel form soluble ions under these conditions (not 
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displayed) [216], illustrating that stainless steel is not stable at the anode of a PEMWE. 

 
Figure 12: Pourbaix diagrams of (a) titanium (Republished with permission of NACE International – 

Corrosion Society, from [217] ‘Atlas of electrochemical equilibria in aqueous solutions. Pourbaix M., 

1974’, permission conveyed through Copyright Clearance Center, Inc.)  and (b) iron in iron-chromium-

nickel at 25 °C (Republished with permission of National Association of Corrosion Engineers, from 

[216] ‘Pourbaix diagrams for the ternary system of iron-chromium-nickel, Beverskog et al., Corrosion, 

55, 1077–87, 1999’; permission conveyed through Copyright Clearance Center, Inc,), illustrating the 

corrosion behaviour of both metals as a function of pH and potential. 
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4.1.3 Balance-of-Plant 

The operation of the PEMWE used in this work necessitated temperature control, a pump, 

and a water-gas separation system (Figure 13). However, commercial PEMWE systems or 

stacks require a substantially more elaborate balance-of-plant. A peristaltic pump (Watson 

Marlow 323D, UK) was used to pump deionised water through a water bath to reach the 

desired input temperature before entering the PEMWE. Unless otherwise stated, water was 

pumped through the anode as well as the cathode, with the inlet water flow being split 

equally between both electrodes. Even though water flow is only strictly necessary on the 

anode, additional water flow on the cathode ensures efficient membrane hydration. The 

water-gas mixture is pumped from the PEMWE into the separation unit, where oxygen is 

vented into the environment and hydrogen into an extraction system. The remaining water 

is recirculated from the separation units.  

 
Figure 13: Process diagram of the balance-of-plant used for PEMWE testing. Solid lines denote liquid 

flows, while dashed lines indicate gas flows. The potentiostat is connected to anode and cathode 

simultaneously. 
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4.2 Optical Imaging 

Optical high-speed imaging was used to visualise the two-phase flow in the flow channels 

of PEMWEs. For this purpose end-plates from transparent Perspex were used to allow for 

optical access to the flow channels [43,218]. A Photron FASTCAM SA1 was used for all 

experiments in this work, with a Tokina MACRO 100 F2.8 D lens used for high-resolution 

imaging (spatial resolution 50 µm) and a Sigma 1:2.8 DG HSM lens (spatial resolution 300 

µm) for capturing the entire PEMWE cell.  

4.2.1 Image Quantification 

To achieve quantitative data on the number and size of bubbles in the flow channels from 

optical imaging, a MATLAB (MathWorks, USA) algorithm was developed. First, the images 

were thresholded into black and white representations using the multithresh and 

imquantize commands, with multithresh applying Otsu’s method [219] to segment an image 

into two different domains and imquantize turning the segmented image into a discreet 

label field. After segmentation, a box filter with a kernel size of 5 was applied (imboxfilt) to 

remove outlier (bright or dark spots). A box filter averages the pixel values in a square with 

the length of the square being the kernel size. All values in the square of pixels are then 

compared to the average value and outliers are removed. After filtering all circular 

structures in the images were identified using imfindcircles, an algorithm applying a circular 

Hough transform (CHT) method [220]. The detailed mathematical formulation and 

implementation of Otsu’s method and the CHT is beyond the scope of this thesis, but the 

use of these methods for image segmentation [221–223] and recognition of circular 

elements [224–226] is well established. In a last step, overlapping circles were removed to 

ensure individual bubbles were not identified multiple times (Figure 14). Two circles are 

considered to be overlapping if the distance between their centres 𝐷𝑥𝑦 is smaller than the 

sum of their radii 𝑟1,𝑥𝑦 and 𝑟2,𝑥𝑦. The index 𝑥𝑦 indicates that this criterion has to be valid in 

𝑥 as well as 𝑦 direction for the circles to overlap. 

 𝐷𝑥𝑦 < 𝑟1,𝑥𝑦 + 𝑟2,𝑥𝑦 (Equation 4-1)  

The described algorithm is limited to circular bubbles, hence, for elliptically elongated 

bubbles only the length of the minor axis was correctly identified. A discussion of the 
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accuracy of the algorithm in comparison to manually determined values for bubble number 

and size can be found in Section 6.4.1. 

 
Figure 14: Illustration of the use of the algorithm for analysis of bubbly (a-d) and slug (e-h) flow for 

detection of bubble sizes and numbers. Raw images (a, e) are thresholded and filtered (b, f), circular 

structures are identified (c, g) and finally, overlapping circles are removed (d, h). Good bubble 

identification can be observed for bubbly flow, while the algorithms limitations are visible in slug flow. 

Only the minor axis of elliptical bubbles is measured and the overall detection accuracy was reduced. 
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4.3 Radiation-Based Imaging 

Here, the scientific fundamentals of X-ray and neutron imaging, as well as the methodology 

of image acquisition and analysis for both will be outlined, and the section will be finished 

with a brief description of tomographic reconstruction, which is used to calculate three-

dimensional data sets from a series of two-dimensional projection images. 

Certain image analysis steps, such as the extraction of porosity, tortuosity, and pore size 

distribution from tomograms (Section 4.3.1.4), or the normalisation of radiographs with a 

reference image (Section 4.3.2.4), will be presented exclusively in the context of either X-

ray or neutron imaging; however, this is to represent the techniques applied to specific data 

sets in this work, while the underlying techniques are more general and can be applied to 

any two- or three-dimensional image data.  

4.3.1 X-ray Imaging 

This section will introduce the production of X-ray radiation, its interaction with matter, and 

how this is used for the design of X-ray imaging systems. Typical post-processing steps for 

the reconstructed data sets are outlined, and the calculation of quantitative parameters 

such as porosity, tortuosity or pore size distribution from 3D data sets explained. Lastly, a 

lab-based system for the acquisition of X-ray computed tomograms (XCT) is presented. 

4.3.1.1 Production of X-ray Radiation 

X-ray photons originate either from the transition of an electron from an outer shell to a 

vacancy on the inner shell caused by the ejection of a core electron, or from the 

acceleration or deceleration of charged particles such as electrons [227]. The acceleration 

of electrons in a magnetic field is commonly used for achieving high flux X-ray radiation in 

synchrotrons, but will not be discussed further in this work.  

The X-ray radiation in lab-based systems is produced by electrons being accelerated in a 

high voltage electric field and fired at a target. The subsequent emission of X-ray photons 

follows the two remaining mechanisms described above: discrete radiation at a number of 

element-specific wavelengths due to high energy electrons filling core electron vacancies, 

and a continuous radiation spectrum (Bremsstrahlung) caused by the deceleration of high-
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speed electrons by either the nuclei electric field or direct collision with a nuclei [228]. The 

resulting spectrum in an X-ray tube is a superposition of individual peaks and a continuous 

distribution of photons as a function of energy. This distribution is asymmetrical with a tail 

towards high energy photons and a maximum energy at the energy of the X-ray tube [227]. 

4.3.1.2 Interaction of X-ray Radiation with Matter 

Upon interaction with a sample, X-ray photons are either transmitted, or absorbed via a 

number of different mechanisms, most notably the photoelectric effect and elastic and 

inelastic scattering. The production of an electron-positron pair and the emission of 

radioactive radiation (photonuclear effect) are not relevant within the typical energy range 

(between 5 keV and 150 keV) for X-ray spectroscopy [227]. The photoelectric effect, which 

dominates the photon interactions in the relevant energy range [228], is caused by the 

excitation of an electron by the incident X-ray photon. This electron is ejected, in turn 

causing excitation of the atom which is relaxed when an electron from an outer shell falls 

onto a lower energy level to fill the vacancy. Heavy atoms tend to emit the released energy 

in the form of X-ray radiation, while in light elements the energy is released via electrons 

(Auger effect) [227]. An overview of the interaction of X-ray radiation with a sample is shown 

in Figure 15.  
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Figure 15: Overview of the interaction of an X-ray beam with a sample. The incident X-ray beam is 

attenuated due to a number of mechanisms, of which the photoelectric effect is dominant in the 

energy range relevant to X-ray spectroscopy. The transmitted portion of the X-ray beam is then 

detected [227]. 

To quantify the overall absorption of a sample, its absorption cross-section, 𝜎𝑡𝑜𝑡, which is 

the sum of the contributions from the photoelectric effect 𝜎𝑝𝑒, elastic scattering 𝜎𝑒𝑠, and 

inelastic scattering 𝜎𝑖𝑠, is used [227]. 

 𝜎𝑡𝑜𝑡 = 𝜎𝑝𝑒 + 𝜎𝑒𝑠 + 𝜎𝑖𝑠 (Equation 4-2)  

To analyse X-ray spectroscopy data, a link between the cross-section, which is a 

microscopic property, and the macroscopic linear attenuation coefficient of a sample 𝜇, is 
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needed and is defined as a function of the material density 𝜌, Avogadro’s constant 𝑁𝐴, and 

the molecular weight of the sample material 𝑀𝐴 [229]. 

 
𝜇

𝜌
= 𝜎𝑡𝑜𝑡

𝑁𝐴

𝑀𝐴
 (Equation 4-3)  

The linear attenuation coefficient is material specific and its measurement using X-ray 

spectroscopy can be used to identify separate phases in a sample. The linear attenuation 

coefficient is related to the photon transmission 𝑇, by the Beer-Lambert law which accounts 

for the thickness 𝑡, of the sample. 

 𝑇 =  
𝐼

𝐼0
= exp(−𝜇𝑡) (Equation 4-4)  

The intensity 𝐼, is the fraction of X-rays transmitted by the sample (ignoring scattering 

effects), while 𝐼0 is the intensity of the incident beam directed at the sample. It is commonly 

measured by acquiring X-ray spectroscopic data with the sample removed from the field-

of-view.  

4.3.1.3 X-ray Spectroscopy Acquisition and Detection 

The sample is placed between a detector and a source emitting an X-ray cone beam which 

is attenuated by the sample due to the mechanisms described in the previous chapter. The 

transmitted portion of the beam is then detected.  
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Figure 16: During acquisition of an X-ray tomography, the sample is rotated in an X-ray beam and 

the sample projection is captured on a scintillator screen. Here, acquisition with a cone beam is 

displayed, however, a parallel beam (typically at a synchrotron) can be used as well (adapted 

from [230]).  

For tomographic acquisition, a number of single projections have to be taken to enable 

reconstruction into a 3D dataset (see Section 4.3.3), which is achieved by rotating the 

sample around its axis and acquiring two-dimensional projections at each discrete angular 

step (Figure 16). The minimum amount of required projections is defined by the Nyquist 

theorem, which states that the sampling distance should be no more than half of the desired 

spatial resolution [231]. In practice, a significantly lower amount of projections is usually 

sufficient [232]. Depending on the sample rate, detector, beam characteristics, and other 

parameters a spatial resolution is obtained for two- and three-dimensional data sets. The 

spatial resolution is often defined as twice the pixel/voxel size as at least two pixels are 

required to distinguish any change in the state of the sample. However, multiple pixels are 

often required to resolve a certain sample feature, e.g. distinguish two partially overlapping 

fibres. This leads to the definition of effective pixel size and resolution, which give the 

minimum size of resolvable features [227]. 

CCD detectors are commonly used to convert the transmitted X-ray radiation into a digital 
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image. In a first step, a scintillator based on phosphor or a semiconductor converts the X-

ray radiation into light. The light is magnified if required and coupled via lenses or fibre 

optics. In the last step, the optical signal is converted into an electrical one [233]. 

4.3.1.4 Image Quantification 

To enable quantitative analysis and a more detailed comparison of different samples, key 

metrics like porosity, tortuosity, and pore size distribution (PSD) can be extracted from the 

reconstructed tomograms. In the first step, the data is segmented into different phases 

based on greyscale values. As different materials have different attenuation coefficients, 

the respective regions in the tomogram exhibit varying greyscale values. Hence, local 

minima in the histogram mark phase transitions that can serve as the basis for manual 

thresholding. In this case, all voxels to the left of the minimum are assigned to one phase 

(e.g. phase 0), while the voxels to the right are assigned to a second phase (e.g. phase 1), 

with errors and artefacts, such as beam hardening, ring artefacts, or partial volume effects, 

potentially introducing uncertainty to the location of the phase transition in the histogram. 

In many cases, this can be circumvented by applying filters before segmentation, or using 

machine-learning segmentation algorithms [232]. However, these methods are beyond the 

scope of this thesis. The product of image segmentation is a label field, assigning a phase-

specific value to each voxel. Unless stated otherwise, all image quantification was 

performed in the software Avizo (Thermo Fisher Scientific, USA). 

4.3.1.4.1 Porosity and Tortuosity 

After segmentation, the porosity (or phase fraction) in a sample is easily determined from 

the contribution of a specific phase to the overall area in a slice through the label field. 

Typically, the fraction of a phase is averaged across all orthoslices to obtain the respective 

volume fraction. For example, the tomogram of an LGDL is segmented into two distinct 

phases: pores and solid phase/titanium. To determine the porosity of the LGDL, the fraction 

of pore of the overall area is determined for every orthoslice and averaged across all slices.  

Tortuosity was determined from XCT data using TauFactor [234], a Matlab application 

which compares the diffusive transport in a porous media with and without convolutions of 

the flow path. 
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4.3.1.4.2 Pore Network Model and PSD 

Avizo provides a number of proprietary functions to extract the PSD from segmented XCT 

data. The Separate Objects method is applied to the pore phase, creating a label field of 

individually labelled pores. This label field is used as input for the Generate Pore Network 

Model module, which transforms the separated pores into a pore network model (PNM) 

consisting of a number of pores (spheres) connected by throats (cylinders). When 

generating the PNM, Avizo also calculates the permeability and tortuosity of the sample, 

as well as the flow rate of fluid per second through each throat. Applying a Distribution 

Analysis module to the pore network model produces the PSD. To limit the analysis to 

connected pores, hence excluding all pores without connection to the main pore network, 

an Axis Connectivity module may be applied to the segmented data [235]. 

4.3.1.5 X-ray micro-computed Tomography using the Zeiss Xradia Versa 

The Zeiss Xradia Versa XRM-520T (Figure 17) is a lab-based X-ray micro-tomography 

system with a two-stage magnification design, capable of achieving a maximum spatial 

resolution of 0.7 µm. As shown in Section 5.4.1, the smalles pore sizes in LGDL materials 

are typically around 10 µm, making X-ray micro-tomography with the Zeiss Xradia Versa a 

suitable tool. Radiation is produced from a tungsten target (NT100, Nordson DAGE) and 

an X-ray tube operating in the voltage range from 30 kV to 160 kV and with a maximum 

power of 10 W. A range of filters are available to avoid beam hardening effects, which occur 

when using a polychromatic beam, as low energy X-ray photons are attenuated more 

strongly due to the photoelectric effect [227,232]. Beam hardening causes artificial 

variations in pixel intensity, typically a decreasing intensity profile from the edge to the 

centre of the sample. Images are acquired using a scintillator coupled with an optical 

magnification turret (0.4X, 4X, 20X, 40X) and a 2048×2048 pixels CCD detector. A scouting 

video camera is used to align the sample to the detector and source during setup [232,236]. 
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Figure 17: (a) The Zeiss Xradia Versa XRM-520T [236]. (b) Inside the Versa chamber a sample (2) 

is rotated during tomographic acquisition. The projections are captured with a detection system (4), 

with the optical magnification being adaptable by selecting one lens from the magnification turret (3). 

To mitigate beam hardening effects, a range of X-ray filters can be used (1) (adapted from  [236]). 

Zeiss provides the proprietary reconstruction software XMReconstructor for use with data 

acquired with the Xradia Versa. It generates tomograms from single-slice acquisitions, 

using a filtered back-projection algorithm. Centre shift and beam hardening corrections can 

also be applied.  

4.3.2 Neutron Imaging 

Similar to X-ray radiation, neutrons are used to acquire two-dimensional (radiography) or 

three-dimensional (tomography) imaging data. However, the production and preparation of 

a neutron beam and its interaction with matter is markedly different to the equivalent 

processes in X-ray imaging and will be outlined in the following. These differences in 

interaction cause neutrons to have a very high attenuation in some light elements, such as 

boron, lithium, and hydrogen, which makes neutron a complementary tool to X-ray imaging, 

and particularly well suited for the investigation of processes in Li-ion batteries, fuel cells, 

and PEMWEs. Further, the acquisition of neutron radiographs, their processing and 

visualization of the water thickness, and the setup of the CONRAD beamline at Helmholtz-

Zentrum Berlin (HZB) will be outlined.  

4.3.2.1 Production and Preparation of a Neutron Beam for Imaging 

The very high flux of neutrons necessary for imaging is produced from nuclear fission 

reactors or spallation sources. The latter is based on bombarding a heavy element (e.g. 
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lead or tungsten) target with a pulsated proton beam, resulting in the production of a 

neutron beam. However, neutron imaging in this work was performed on a reactor-based 

beamline, and focus will be put on this technology in the following. Fission reactors consist 

of 𝑈 
235  elements immersed in light or heavy water for thermalization of the neutrons 

produced by and driving the nuclear chain reaction. Neutrons can be extracted from the 

reactor via flight tubes and then transported towards imaging instruments using neutron 

guides – evacuated glass tubes with a reflective coating (e.g. nickel) keeping the neutrons 

within the guide. By using neutron guides with a large bending radius, high-energy neutrons 

and gamma radiation are forced out of the beam, ensuring a more homogenous 

beam [227]. 

In general, the cross-section of neutrons for many elements is increasing with the neutron 

wavelength. Hence, neutrons with a higher wavelength (cold neutrons) exhibit an increased 

sensitivity and allow for imaging with increased sensitivity and contrast. These are 

produced using tanks filled with hydrogen or deuterium, through which the neutron beam 

is transmitted [227]. The approximate wavelength spectra (in Å) of hot, thermal, and cold 

neutrons are found in Figure 18. 
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Figure 18: Neutron flux as a function of wavelength (in Å) for hot, thermal, and cold neutrons. 

(Reprinted from [237], with the permission of AIP Publishing.) 

After being transported from the reactor towards the imaging instrument, the beam usually 

undergoes further preparation steps to optimize for high-quality imaging. To reduce image 

blurring, the beam is usually collimated using a diaphragm. This reduces the beam size, 

approaching the ideal spot size more closely, and hence reducing penumbra effects and 

allowing for high-resolution imaging. However, collimation reduces the flux of neutrons, so 

choosing the collimator aperture is a compromise between resolution and acquisition time. 

Other preparation steps which can be applied if called for by the imaging application are 

monochromatization or polarization [227]. 

4.3.2.2 Interactions of Neutrons with Matter 

Neutrons interact with matter due to forces acting between neutrons and nuclei, while the 

interaction of X-ray radiation is predominantly electromagnetic. Incidentally, the attenuation 

characteristics of neutrons are complementary to X-ray radiation for many elements of 

interest for electrochemical energy storage and conversion systems (Figure 19). While 

neutrons are highly attenuated in light elements, such as hydrogen, lithium, or boron, X-ray 
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radiation is subject to a regular increase of attenuation with atomic number [227]. This 

makes neutron imaging a powerful tool for visualization and quantification of processes in 

electrochemical energy storage and conversion devices, such as PEMWEs [88,90], PEM 

fuel cells [238,239], and lithium-ion batteries [240]. Further, neutrons interact with the 

magnetic moment of nuclei, allowing for visualization of magnetic fields and domains [91]. 

However, this is beyond the scope of this thesis.  

The main mechanisms of neutron attenuation are absorption and scattering. Absorption 

occurs when a neutron is captured by a nucleus, leading to nuclear decay and the 

consequent emission of fission products, such as α-particles, neutrons, or γ-radiation. 

Scattering of neutrons is caused by the interaction of the neutron with the potential force of 

a nucleus, which depends on the nucleus configuration in a complex manner and is not a 

continuous function of nucleus size [227]. 
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Figure 19: Attenuation coefficients as a function of the atomic number for thermal neutrons and X-

rays. While the attenuation coefficient towards X-ray radiation is a continuous function of the atomic 

number, the neutron attenuation coefficient is non-continuous [241] (Reprinted from Journal of 

Neutron Research. Vol 14. Kardjilov et al. Neutron tomography for archaeological investigations. 29–

36. 2006, with permission from IOS Press. The publication is available at IOS Press through 

http://dx.doi.org/ 10.1080/10238160600673201). 

4.3.2.3 Neutron Imaging Acquisition and Detection 

The acquisition systems for neutron imaging are conceptually similar to what has been 

described above for X-ray spectroscopy. The sample is located in the neutron beam 

between the detector and collimator. For tomographic acquisition, the sample is rotated 

around its axis and the individual frames are reconstructed into a three-dimensional data 

set (see Section 4.3.3). The incident neutron beam is attenuated by the sample due to the 

various mechanisms outlined above, while a fraction of neutrons is transmitted through the 

sample and onto the detector [227]. 

As for X-ray imaging, scintillators combined with CCD cameras are state-of-the-art for 



  

122 
 

digitalized neutron image acquisition. However, due to the nature of neutrons’ interaction 

with matter, very different scintillation materials are required. Commonly used scintillators 

are based on the nuclear decay of 𝐿𝑖 
6 , or 𝐺𝑑 

155  and 𝐺𝑑 
157 , after absorption of an incident 

neutron. Both elements are deployed in powder scintillator screens, either as Li/ZnS 

combination or as GdO2S/Tb (Gadox). A more recent alternative to powder scintillators is 

based on a thin crystal layer, such as yttrium aluminium garnet (YAG), which offers higher 

resolution and photon yield [242]. 

4.3.2.4 Imaging Processing and Quantification 

Neutron imaging can be used to acquire radiographic images (2D), but a number of 

radiographs taken during the rotation of the sample can be reconstructed into a 

tomographic (3D) data set. The method of acquiring and reconstructing tomographic data 

is equivalent to the processes used for X-ray imaging, outlined in Sections 4.3.3 and 

4.3.1.3; however, as neutron imaging was solely used for 2D acquisition in this work the 

following will focus on the analysis of radiographic data.  

The sample is placed in the collimated neutron beam, and the portion of the beam 

transmitted through the sample is detected. Typically, a large number of images are 

acquired and later median averaged to obtain a sufficient signal-to-noise ratio. This is also 

done with the sample removed from the beam and the resulting image (flat field) is 

subtracted from the sample acquisition to account for the specific acquisition sensitivity of 

the CCD camera. If parts of the sample remained unchanged throughout experiments, it is 

possible to eliminate their respective attenuation by acquiring radiographic data of only 

these parts and use it to normalize the sample radiographs. For PEMWEs, this procedure 

is realized by acquiring dry images of the cell before operando acquisition, hence without 

any liquid in the cell. The resulting data accounts for all parts of the PEMWE cell which 

remain unchanged during operation, such as end-plates, flow-fields, the titanium of the 

LGDL, and the CCM. When normalizing an operando PEMWE radiograph with this dry 

image, the resulting data excludes all cell parts imaged in the dry image and, hence, only 

accounts for the remaining components such as water and hydrogen gas. Details of the 

image analysis procedure are shown in Figure 20 and also described in previous work [90]. 
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Figure 20: (a) The PEMWE is placed in a neutron beam. Due to the material-dependent attenuation 

of the neutrons, a radiographic image of the PEMWE is captured by the detector. (b) Each set of 

images is first filtered to remove outliers and averaged using a median. Then, the averaged dark-field 

is subtracted from the resulting image. This is then normalized with a dry image (also averaged) to 

obtain the final image. The greyscale values can be converted into the water thickness using the 

Beer-Lambert law. (c) The water thickness in the rib (land) areas is analysed separately by applying 

a mask, discarding the water thickness in the flow channels. 
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The attenuation of neutrons follows the Beer-Lambert law [227], so if image analysis yields 

radiographic data that only accounts for one component (e.g. water) the thickness of that 

component in the through-plane imaging direction can be calculated. This requires 

knowledge of the linear attenuation coefficient 𝜇 for the component, which is a function of 

the sample thickness and the distance between sample and detector. The Beer-Lambert 

law has been described in Section 4.3.1.2, and examples of its application to neutron 

imaging can be found in literature [85,88,90]. 

4.3.2.5 CONRAD Neutron Beamline 

Neutron imaging results presented in this work were acquired at the CONRAD beamline at 

Helmholtz-Zentrum Berlin (HZB) [243,244], shown in Figure 21. CONRAD uses a beam of 

cold neutrons with a flux of 2.4 × 107 n cm−2s−1 and a CCD detector camera (Andor, 2048 

× 2048 pixels) [243]. A spatial resolution of 20 µm at a field-of-view of 13 mm × 13 mm can 

be achieved [243], with rotational and translational stages allowing for sample positioning 

and tomographic acquisition. As outlined in Section 5.4.2, neutron imaging was used to 

visualize the entire PEMWE active area, with flow-field features being in the millimetre 

range, making neutron radiography at the CONRAD neutron beamline a suitable tool. A 

transparent crystal scintillator is used for neutron detection [242]. 
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Figure 21: (a) The hutch setup at the CONRAD beamline HZB with collimated neutron beam, sample, 

and detector (Reprinted with permission under a CC BY 4.0 licence 

(https://creativecommons.org/licenses/by/4.0/legalcode) from [243] ‘Kardjilov N et al., J Large-Scale 

Res Facil JLSRF, 2:2–7, https://jlsrf.org/index.php/lsf/article/view/108’. Copyright (2016) Journal of 

Large-Scale Research Facilities). (b) The neutron beam spectrum at CONRAD with a peak around 3 

Å (Reproduced from [244] with permission of the International Union of Crystallography). 

4.3.3 Tomographic Reconstruction 

Tomographic reconstruction is a process used to create a three-dimensional representation 

of a sample from a finite number of two-dimensional radiographs acquired at different 

angles. This requires the sample to be rotated around its central axis between the 

acquisitions of individual radiographs. Tomographic reconstruction is a mathematical 

procedure, which can be applied to X-ray as well as neutron imaging. However, this work 

is limited to the use of X-ray computed tomography, while neutron imaging was solely used 

for two-dimensional imaging. 

Reconstructing a number of two-dimensional projections into a three-dimensional data set 

requires finding a function 𝑓(𝑥, 𝑦) which defines the values in each voxel of the sample. 

During acquisition, the integral along a horizontal line 𝑥 = 𝑥0 is measured in a specific 

detector pixel [227]: 

 ∫ 𝑓(𝑥0, 𝑦)
∞

−∞
𝑑𝑦 (Equation 4-5)  
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This can be visualised as an 𝑁 × 𝑁 array of elements with a homogenous attenuation 

coefficient 𝜇 for each element. The projection 𝑝 is the summation of attenuation coefficients 

through the respective elements on the path of the beam through the sample (Figure 22). 

At least 𝑁2 projection functions must be solved to determine the 𝑁 × 𝑁 array of attenuation 

coefficients [232].  

 
Figure 22: Visualisation of the tomographic reconstruction problem. The projection 𝑝, which is 

measured by the detector, is the summation of the attenuation coefficients 𝜇 of the elements on the 

beam path [232]. 

To account for the rotation of the sample around its axis by the angle 𝜗, transformed 

coordinates (𝑠, 𝑢) are introduced [227]. 

 𝑠 = 𝑥 cos 𝜗 + 𝑦 sin 𝜗 (Equation 4-6)  

 𝑢 = −𝑥 sin 𝜗 + 𝑦 cos 𝜗 (Equation 4-7)  

The reconstructed function 𝑓 can then be transformed between (𝑠, 𝑢) and (𝑥, 𝑦) by using 

the Radon transform ℜ [227]. 

 |ℜ𝑓(𝑠, 𝜗)| = ∫ 𝑓(𝑥, 𝑦)
∞

−∞
𝑑𝑢 (Equation 4-8)  

Acquisition yields |ℜ𝑓(𝑠, 𝑣)|, hence to determine 𝑓, the inversion of the Radon transform is 

required. All reconstruction algorithms are based on either the exact or approximate 

determination of the inverse Radon transform. However, the mathematical basis for 
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obtaining this is beyond the scope of this work. The most commonly deployed solution for 

the problem described above is the filtered back-projection algorithm [227]. 
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4.4 Acoustic Methods 

Acoustic methods are low-cost, rapid, non-destructive, and operando diagnostic tools, 

using piezoelectric materials to generate and detect mechanical perturbations, which are 

then analysed with regards to the interaction or generation of these perturbations in the 

sample. Two different acoustic methods were used in this work: passive acoustic emission 

(AE) and actively probing acoustic time-of-flight (AToF). For a discussion of the application 

of acoustic methods to electrochemical devices, see Majasan et al. [245]. AE detects 

signals emitted by mechanical or chemical processes in the sample (e.g. cracking, phase 

transitions, bubble oscillations), while AToF sensors emit an ultrasound pulse and measure 

the portion of the signal which is reflected or transmitted by the sample. 

Sound propagates as an acoustic wave of small, dynamic perturbations in a fluid or solid, 

which are subject to mass, momentum, and energy conservation [246]. The displacement 

of a particle 𝜉 due to the acoustic wave can be described by the one-dimensional wave 

equation [247]. 

 
𝛿2𝜉

𝜕𝑡2 = (
𝜔

𝑘
)

2 𝛿2𝜉

𝜕𝑥2 = (
𝜔

𝜔

𝑣𝑠
−𝑖𝛼

)

2
𝛿2𝜉

𝜕𝑥2 (Equation 4-9)  

Here, 𝑘 is the wave number, 𝜔 (= 2𝜋𝑓) is the angular frequency, 𝑓 is the frequency, 𝑣𝑠 is 

the speed of sound, 𝛼 is the acoustic attenuation coefficient, and 𝑖 = √−1. 

The speed of sound in a solid is a function of the elastic modulus 𝐸 and the material density 

𝜌 [200,247]: 

 𝑣𝑠 = √
𝐸

𝜌
 (Equation 4-10)  

For sinusoidal waves, the solution of the above equation for the particle displacement is an 

exponential decay of the initial amplitude of displacement 𝜉0 [247]. 

 𝜉 = 𝜉0 𝑒𝑖(𝜔𝑡−𝑘𝑥) (Equation 4-11)  

The acoustic processes occurring in PEMWEs during operation or AToF probing are highly 

complex and cannot be easily be reduced to model systems. Hence, a mathematical 

description of acoustic processes in PEMWEs is beyond the scope of this thesis and the 

following chapters will be limited to phenomenological discussions.  
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4.4.1 Piezoelectric Materials 

The ability of certain materials to produce an electric charge in response to mechanical 

stress is called piezoelectricity. It is a thermodynamically reversible process; hence, a 

mechanic strain is introduced into piezoelectric materials in an external electric field 

[248,249]. A range of materials exhibit piezoelectric properties, among the most common 

are single crystals, certain ceramics and electroactive polymers [248]. The microscopic 

mechanisms of piezoelectricity are highly complex and material-dependent, and are 

beyond the scope of this thesis. However, macroscopically the piezoelectric effect can be 

described as the relation between the induced electric field 𝑒 and the external mechanical 

stress 𝑆, or between the external electrical field 𝐸 and the induced strain 𝜎, with the 

piezoelectric strain constant 𝛿 and the piezoelectric voltage constant 𝑔 [248]. 

 𝑒 = 𝑔𝑆 (Equation 4-12)  

 𝜎 = 𝛿𝐸 (Equation 4-13)  

Piezoelectric materials are crucial for the function of acoustic sensors and actuators. For 

AE, acoustic signals emitted by mechanical processes (e.g. bubble oscillations in a 

PEMWE) cause a voltage signal in the piezoelectric sensor, with its intensity and shape 

dependent on the nature of the original mechanical signal (sound). AToF measurements 

rely on a piezoelectric sensor to produce an ultrasound pulse from an input voltage signal, 

which is then used to probe a sample. The input ultrasound signal interacts with the sample, 

and a piezoelectric sensor is used to create a voltage signal from either the reflected or 

transmitted part of the ultrasound signal. The mechanisms by which mechanical 

perturbations are produced and altered in PEMWEs are discussed in the following chapter. 

4.4.2 Sound and its Interaction with Matter 

4.4.2.1 Sound Emission 

Sound might be emitted from any source of mechanical stress in a sample, which makes 

acoustic methods a very versatile tool, but also greatly complicates the correlation between 

an acoustic signal and a specific source. Potential sources of acoustic signals include 

particle cracking [183,185], the formation of thin films [187,250], water or gas flow 

[191,192], the hydration of a polymer membrane [190], or the oscillation of gas bubbles in 
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a liquid [218]. However, when applying an acoustic technique to a system for the first time, 

a thorough assessment of all physical and chemical processes is necessary to identify 

potential sources of an acoustic signal. 

One sound-emitting process of particular relevance for this work is the oscillation of gas 

bubbles in a liquid. When a bubble is excited by a mechanical force (e.g. water convection 

in a PEMWE channel), it oscillates with a frequency that is specific to its oscillation-free 

bubble radius 𝑅0 [251]. 

 𝑓 =
1

2𝜋
√

3𝛾𝑝∞

𝜌𝑙𝑅0
2 −

2𝜎

𝜌𝑙𝑅0
3 (Equation 4-14)  

Here, 𝛾 is the polytropic coefficient, 𝑝∞ is the pressure at a point in the liquid far away from 

the bubble, 𝜌𝑙 is the density of the surrounding liquid, and 𝜎 is the surface tension between 

liquid and gas. For systems similar to air-water the surface tension is negligible and one 

obtains [193]. 

 𝑓 =
1

2𝜋
√

3𝛾𝑝∞

𝜌𝑙𝑅0
2  (Equation 4-15)  

This illustrates that the frequency of oscillation is inversely proportional to bubble size.  

The magnitude of the amplitude of an acoustic event is determined by the pressure impulse 

emitted by the acoustic event. In the case of a multitude of bubbles oscillating at the same 

time the resulting pressure pulse 𝑝𝑟𝑒𝑠 directly scales with the number of bubbles 𝑁 and the 

pressure impulse 𝑝 emitted by one bubble [193]: 

 𝑝𝑟𝑒𝑠
2 = 𝑁 𝑝2 (Equation 4-16)  

This equation can be used to draw conclusions on the origin of an acoustic signal. If the 

number of bubbles varies, e.g. when the flow regime changes, the resulting pressure 

impulse is expected to change. When observing a constant pressure impulse, and hence 

a constant acoustic amplitude, the source of acoustic emission is likely to be single bubble 

events and not the simultaneous oscillation of a multitude of bubbles (see Section 6). 

4.4.2.2 Sound Attenuation 

In line with the fundamental description outlined above, an acoustic perturbation originating 

in the sample propagates in all directions. Its intensity continuously decreases as the 

distance from the acoustic source increases, highlighting the need to place the acoustic 
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sensor as close to the acoustic source as possible. As the sound propagates through a 

medium, its initial peak amplitude 𝐴0 is attenuated exponentially and reaches the amplitude 

𝐴 at a distance 𝑥 [247]: 

 𝐴 = 𝐴0𝑒−𝛼𝑥 (Equation 4-17)  

The main causes of acoustic attenuation in a medium are absorption, which predominantly 

converts acoustic energy into heat, and scattering [247]. However, the exact mechanisms 

are beyond the scope of this thesis.  

Further, the acoustic intensity of a perturbation drops when propagating through a phase 

interface as a part of the energy is reflected. The ratio of reflection 𝑅 and transmission 𝑇 at 

an interface is a function of the acoustic impedances 𝑍1 and 𝑍2 of the two phases forming 

the interface [247]. 

 𝑅 =
𝑍1−𝑍2

𝑍1+𝑍2
 (Equation 4-18)  

 𝑇 =
2𝑍1

𝑍1+𝑍2
 (Equation 4-19)  

Hence, if the two phases are acoustically matched (𝑍1 = 𝑍2), the acoustic perturbation is 

fully propagated through the interface (𝑅 = 0). For many materials, in particular solids, the 

acoustic impedance is the product of density 𝜌 and the speed of sound [247,252].  

 𝑍 = 𝜌𝑣𝑠 (Equation 4-20)  

As mentioned above, scattering is a major contributor to the overall attenuation of an 

acoustic signal. Scattering within a solid can be described macroscopically by the 

attenuation coefficient 𝛼, as shown above. However, due to its particular relevance to 

PEMWE systems, attenuation via resonant scattering from gas bubbles and bubble clouds 

will be discussed in more detail here. Resonant scattering occurs when sound propagates 

through a liquid medium with one or more bubbles in it, as the sound perturbation causes 

bubbles to oscillate and therefore absorb a part of the acoustic energy [247]. Depending 

on the size of the bubble or bubble cloud, a resonance frequency exists at which the bubble 

oscillations induced by the mechanical perturbation are maximal; hence, the attenuation 

due to energy transfer from the sound perturbation to bubble oscillation is maximised as 

well. Knowledge of this specific frequency allows to draw conclusions on the size of the 

gas bubbles or the gas volume fraction in the sample. The resonance frequency 𝑓𝑟 of an 
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individual bubble is a function of its radius 𝑟, the density of the surrounding liquid 𝜌𝑙, the 

ambient pressure 𝑝∞, and the polytropic coefficient 𝛾 (ranges between 1.0 (isothermal) and 

1.4 (adiabatic)) [193,253]: 

 𝑓𝑟 =
1

2𝜋
√

3𝛾𝑝∞

𝜌𝑙𝑟2  (Equation 4-21)  

However, most systems contain a multitude of gas bubbles in close proximity (e.g. the flow 

channels of a PEMWE). Depending on their size, each bubble exhibits an individual 

resonance frequency, contributing to the overall resonance frequency spectrum of the 

bubble cloud. The overall resonance frequency of a bubble cloud (radius 𝑟𝑐) is a function 

of the volume fraction of gas 𝑥 in it [253]. 

 𝑓𝑟 =
1

2𝜋
√

3𝛾𝑝∞

𝑥𝜌𝑙𝑟𝑐
2 (Equation 4-22)  

4.4.3 Acoustic Emission Testing 

Acoustic emission (AE) is a diagnostic tool using a piezoelectric sensor to detect 

mechanical perturbations emitted by a sample (Figure 23 (a)). The sensor generates a 

continuous voltage signal, with its intensity and shape dependent on the sound detected 

from the sample. For ease of analysis, acoustic hits are extracted from the continuous 

voltage signal if a predefined noise threshold is exceeded. Choosing an adequate noise 

threshold ensures that random noise is excluded from the data analysis, while all relevant 

signal from the sample is detected. Selecting an appropriate value for the noise threshold 

often requires initial experiments and knowledge of the acoustic equipment used.  

An acoustic hit begins when the signal exceeds the noise threshold and ends when the 

signal falls back below the threshold (Figure 23 (b)). The voltage-time profile between these 

start and end points forms the hit waveform. Besides the number of hits per unit time, a 

number of hit characteristics are used for data analysis and to draw conclusions on the 

underlying physical and chemical processes causing the mechanical perturbations 

detected by the AE sensor. These include the hit amplitude (peak intensity), the hit duration, 

the hit rise time (time between exceeding the noise threshold and reaching the peak 

intensity), the hit energy (the area below the hit profile in the waveform), the hit frequency, 

or the hit counts (number of individual peaks in the hit waveform). The use of other key 
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metrics is possible and a range of methods have been deployed to extract conclusions from 

the vast amount of data generated by AE, e.g. principal component analysis [192,254] or 

machine learning [194]. 

 
Figure 23: (a) The acoustic sensor is placed on the surface of the sample, providing a non-destructive, 

low-cost technique to detect acoustic events caused by physical or chemical processes. (b) Several 

characteristics, such as hit amplitude, duration, rise time, counts, or energy, can be extracted from 

the hit waveform for further analysis.  

Throughout this work, an AE equipment set consisting of a S9208 sensor, a 26 dB pre-

amplifier, a USB node, and the software AEWin was used (all Mistras NDT, USA). The 

USB node extracted acoustic hits from the sensor signal and data were recorded and 

analysed in AEWin.  

4.4.4 Acoustic Time-of-Flight Testing 

Acoustic time-of-flight (AToF) is an actively probing diagnostic technique based on probing 

a sample with an ultrasound pulse generated by a piezoelectric sensor (Figure 24 (a)). As 

outlined above, this acoustic signal is partly reflected and partly transmitted as it propagates 

through a sample. For AToF measurements, either the transmitted or reflected (or both) 

parts of the probing signal are detected and analysed. However, in this work, only pulse-

reflection measurements were obtained. The resulting signal is a voltage-time profile 

(Figure 24 (c)), with its change over time, sample location, or experimental conditions being 

the main analysis technique. Either the change in the intensity [204] or the time-of-

flight [200,205] of specific peaks can be analysed; however, as outlined for AE above, AToF 

measurements yield large amounts of data which can be analysed with a multitude of 

approaches (e.g. supervised machine learning [202]). An example of mapping the acoustic 
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reflection intensity across the sensor width as a function of time is shown in Figure 24 (d). 

The AToF measurements in this work were taken with an acoustic array of 64 individual 

sensors (Figure 24 (b)), with every measurement being the average from a ‘sensor unit’ 

(16 adjacent sensors). Every sensor generated an input pulse frequency with a maximum 

repetition frequency of 20 kHz and measured the reflected signal (pulse-echo mode). The 

acoustic array was controlled and data recorded with an Olympus FOCUS PX system 

(Olympus Scientific Solutions, USA). A thin layer of acoustic gel (D12 Couplant Gel, 

Olympus Scientific Solutions, USA) was applied to the surface of the acoustic array before 

experiments to maximise the transmission of the probing signal into the PEMWE. The 

FocusPC software (Olympus Scientific Solutions, USA) was used for real-time data 

visualisation and export. 

 
Figure 24: (a) The AToF sensor array consisting of 64 individual sensors is placed on the sample 

surface. It emits an acoustic pulse into the sample and measures the reflected signal. (b) For each 

measurement, the measured reflection signal from 16 adjacent sensors is averaged, resulting in (c) 

an acoustic waveform. A specific peak or time-of-flight interval is then selected and the maximum 

peak intensity in this interval is measured. (d) By mapping this maximum intensity across all units of 

16 sensors (sensor unit) and another experimental variable (e.g. time), detailed information on 

processes in the sample can be obtained. 
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4.5 Fast Fourier Transform 

Fourier transformation is a method of obtaining the frequency spectrum of a time series, 

e.g. a voltage-time profile. To analyse discretely sampled data the discrete Fourier 

transform is used, with the fast Fourier transform (FFT) being an especially efficient solution 

of the discrete Fourier transform [255,256]. The mathematical foundations of the FFT are 

beyond the scope of this thesis, but it was used to analyse data obtained with acoustic 

emission (AE) and acoustic time-of-flight (AToF) imaging. The frequency of individual AE 

hits was determined in AEWin, while the frequency of pulse-echo AToF waveforms was 

measured using the FocusPC software. 
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4.6 Conclusions 

This work employs imaging-based techniques to gain insight into the water-gas distribution 

in the LGDL and flow channels; however, due to cost and accessibility concerns afflicted 

to neutron imaging, acoustic diagnostic tools are introduced to investigate mass transport 

processes in PEMWEs. Hence, this section described the underpinnings of these 

techniques, enabling a thorough understanding of the experimental results presented later. 

The underlying mechanisms of X-ray and neutron production for imaging, the interactions 

of photons and neutrons with matter, and the acquisition and detection of photons and 

neutrons were outlined. A brief description of tomographic reconstruction of two-

dimensional data sets into a three-dimensional sample representation was given. 

Lastly, the fundamentals of wave theory were described, followed by a discussion of the 

interaction of sound with matter, and piezoelectric materials, which are crucial for acoustic 

diagnostic methods.
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5 The Influence of Liquid-Gas 
Diffusion Layer Microstructure 
on the Water-Gas Distribution 
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5.1 Overview 

In this chapter, neutron radiography is deployed to measure the spatial distribution of water 

within three different LGDLs, while X-ray micro-computed tomography (XCT) is used to 

characterize the microstructure of the LGDL materials. The combination of these two 

techniques yields valuable insight into water transport within the LGDL and the influence 

of microstructure on the water-gas distribution. Significant local water heterogeneity is 

observed and results suggest a link between flow-field geometry/location and LGDL mass 

transport. It is further shown that the pore volume in these LGDLs is significantly under-

utilized, pointing the way towards design optimisation of LGDL materials and architectures. 

The work in this chapter has been published in Journal of Power Sources [90]. 
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5.2 Introduction 

The ability of neutrons to penetrate many materials with a high molecular mass, while being 

strongly attenuated by specific light materials, such as hydrogen and lithium, makes 

neutron imaging a powerful tool for visualizing water distribution in PEMWEs. By combining 

neutron imaging with X-ray micro-computed tomography (XCT) the water-gas distribution 

in the LGDL can be related to its microstructure. 

This chapter uses operando through-plane neutron radiography of PEMWEs at current 

densities of up to 1.5 A cm-2 to examine mass transport of water within LGDLs under rib 

(land) locations. As outlined in Section 5.3.1, the PEMWE cell used in these experiments 

used aluminium components to maximise neutron transmission, however, this led to 

reduced electrochemical performance. Hence, to avoid excessive voltages, the PEMWE 

cell was only operated up to 1.5 A cm-2. Three different LGDL materials, one sintered 

powder, and two fibrous materials, are investigated and XCT is employed to link the 

microstructure of the LGDL to its mass transport and the water saturation in the LGDL 

pores. 
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5.3 Experimental 

More details on the experimental procedure can be found in Section 4.1; however, all 

information necessary for the understanding of the experiments outlined in this section can 

be found below for the reader’s convenience. 

5.3.1 PEMWE Cell 

The PEMWE cell used for these experiments (Figure 25), consisted of two aluminium end 

plates (thickness: 20 mm), gold coated, aluminium parallel channel flow-field plates 

(thickness: 3 mm) on both anode and cathode sides, a titanium LGDL on the anode side, 

Toray carbon paper (thickness: ~100 µm) as gas diffusion layer (GDL) on the cathode side, 

and a catalyst coated membrane (CCM, thickness: ~150 µm) with a square active area of 

25 cm2. An aluminium holder was used at each end of the cell to ensure an even pressure 

distribution over the active area. The PEMWE cell was held together with four inner M3 

screws (tightened to 1.7 Nm) and four outer M5 screws (tightened to 2.3 Nm). Kapton tape 

was applied to the end-plates and the bolts to avoid electrical shorts between end-plates 

and flow-fields. The flow-fields consisted of 15 parallel, vertical channels with a length of 5 

cm, a depth of 3 mm, evenly distributed over the active area, which is similar to flow-field 

geometries previously employed [40,72,83]. The CCM was based on Nafion 115, with 0.6 

mg cm-2 of platinum on carbon on the cathode side and 3.0 mg cm-2 of iridium/ruthenium 

oxide on the anode side (ITM Power, UK). The different types of LGDL are shown in Table 

2.  

The parallel flow-fields were designed with diagonally opposing inlet and outlet, as 

described by Majasan et al. [73] and discussed in Section 3.2.3. In these Z-type flow-fields, 

a non-uniform distribution of water flow velocity and pressure is observed. Due to the 

pressure field enforced by the flow-field geometry, flow through the channels near the outlet 

is favoured. It was found that the flow velocity in the channels closest to the outlet is 

significantly higher than in the remainder of the channels (up to a factor of 5) [72,75,76]. 



  

142 
 

 
Figure 25: PEMWE cell used for all experiments in this work. (a) The cell consists of two aluminium 

holders and end-plates, two gold-coated, aluminium, parallel channel flow-field plates, a titanium 

liquid-gas diffusion layer (LGDL) on the anode side, a carbon paper gas diffusion layer on the cathode 

side, and a catalyst coated membrane (CCM). (b) The water inlet is placed at the bottom of the flow-

field, with the outlet being placed diagonally opposite at the top of the flow-field. Blue arrows indicate 

the path of water flow for one of the electrodes. 

Electrochemical testing was performed between 0 A cm-2 and 1.5 A cm-2 with an IviumStat 

potentiostat connected to an IviumBoost10012 (100 A, Ivium Technologies, Netherlands). 

Deionized water was circulated through the anode side of the PEMWE with an inflow 

temperature of 50 °C and a constant water flow rate of 100 ml min-1, which equals a water 

ratio [40] of 47.6 at 1.5 A cm-2. This high rate of water circulation was chosen to ensure 

effective gas removal in all channels such that the mass transport effects within the LGDL 
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could be highlighted. The cathode side was run dry without water inflow. 

Table 2: Description, thickness, and supplier of the three LGDLs used in this chapter. The ID will be 

used in the text to refer to a specific LGDL. 

ID Description Thickness (mm) Supplier 

Sinter Sintered titanium 

particles 

2.0 Merelex (USA) 

Thick Felt Sintered titanium fibres 1.0 NIKKO Techno (Japan) 

Thin Felt Sintered titanium fibres 0.1 NIKKO Techno (Japan) 

 

5.3.2 Neutron Imaging and Imaging Analysis 

Neutron radiography was carried out at the Cold Neutron Tomography and Radiography 

beamline V7 (CONRAD) at Helmholtz-Zentrum Berlin, Germany. For every set of 

conditions, 30 through-plane images were taken with an exposure time of 5 s. For the 

detector system [242] a pixel size of 23.9 µm with a corresponding total field-of-view of 49 

x 49 mm was set. Before starting an experiment with a specific LGDL, images without 

neutron beam (dark-field) and of the PEMWE cell before water was pumped through it (dry 

image) were taken (30 images each, 5 s exposure).  

All images were then analysed using ImageJ (Fiji, Version 1.52p). Outliers were removed 

from all images (Radius: 2 pixels, Threshold: 50). Then each set of 30 images (PEMWE 

cell, dark-field, dry images) was median averaged and the dark-field was subtracted. These 

images were then normalized by dividing by the dry image. This accounts for dead pixels 

on the detector, the locally varying intensity of the neutron beam and also removes the 

contributions from PEMWE components which remain unchanged during operation (end 

plates, flow-fields, and titanium in the LGDL). The greyscale value was converted to a water 

thickness using the Beer-Lambert law [154,238]. The distance between PEMWE cell and 

detector was 10 cm, which reduced the effect of neutron scattering and therefore improved 
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the accuracy of the quantification of water thickness. For this distance between cell and 

detector, the attenuation coefficient of neutrons in water was 5.2 cm-1, as provided by the 

beamline. Details on the image analysis can be found in Section 4.3.2.4 and Figure 20. 

The purpose of this study is to examine the water/gas composition within the LGDL. To do 

this, the land locations are focused on as the open flow channels are dominated by 

relatively unstable two-phase flow with time-varying bubble dynamics, which precludes 

accurate analysis of the effective water thickness in the LGDL. Indeed, flow dynamics within 

channels have been extensively studied using optical cells [43,44,73,218], but it is the 

particular ability of neutron imaging to examine water under lands and within porous 

structures that is exploited here [87,88]. 

A potential limitation of the through-plane measurement technique is that the results for the 

water thickness are a summation of water through the anode, cathode and membrane 

components. This is another reason the water thickness is only quantified for the rib (‘land’) 

areas. However, as the CCM was fully hydrated before the experiments and remains so 

throughout these experiments, and the CCM and carbon paper are relatively thin, water in 

the LGDL of the anode side will dominate the neutron absorption response. 

5.3.3 X-ray Micro-Computed tomography 

X-ray computed tomograms were acquired for all LGDL materials used in this chapter. The 

Zeiss Xradia Versa 520 (Carl Zeiss X-ray Microscopy Inc., Pleasanton, CA) lab-based X-

ray system was used to acquire the XCT datasets. The acquisition parameters are 

summarized in Table 3. Radiographic images were reconstructed into tomograms with the 

Zeiss Scout-and-Scan Control System Reconstructor software. Volume renderings were 

generated and analysed using Avizo (Thermo Fisher Scientific, US), which is a well-

established tool for the segmentation and analysis of XCT datasets of porous media [257–

259]. The greyscale tomograms were then segmented using a manual threshold method 

according to the greyscale value. The porosity of the sample was calculated from this 

segmentation. Avizo was then used to create a pore network model (and the related pore 

size distribution), from which the flux of water at 50 °C through the LGDL with an input 
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pressure of 1.3 bar and an output pressure at 1.0 bar was calculated in the software. 

Tortuosity values were calculated using TauFactor, which has been extensively validated 

against other methods of tortuosity calculation [234]. 

Table 3: Voltage, power, exposure time per projection, number of projections, voxel size, and sample 

diameter chosen for acquisition over 360° of XCT datasets. 

ID Tube Voltage 

[kV] 

Power 

[W] 

Exposure 

Time [s] 

Number of 

Projections 

Voxel 

Size 

[µm] 

Sample 

Diameter 

[mm] 

Sinter 80 7 7 1601 1.85 3 

Thick Felt 80 7 7 2401 1.52 3 

Thin Felt 60 5 10 2401 1.52 3 

 

5.3.4 Water Saturation and Residence Time 

Information on the water saturation (fraction of pores filled with water) and the water 

residence time in the LGDL can be obtained by combining neutron imaging and XCT data. 

As mentioned in Section 5.3.2, the water thickness can only be reliably calculated for the 

rib areas. Hence, the analysis of water saturation and residence time is limited to these 

areas. The water saturation 𝑆 is obtained by dividing the volume of water in the LGDL by 

the total pore volume. The water volume is the product of the averaged water thickness 𝑊 

and the active area 𝐴. As the total pore volume of the LGDL is the product of its thickness 

𝑑 the porosity 𝜀 and the active area, one obtains:  

 𝑆 =
𝑊

𝜀𝑑
 (Equation 5-1)  

This value indicates the fraction of pore volume that is filled with water, which equates to 

the pore utilization of the LGDL. Similarly, the average water residence time in the LGDL 𝜏 

is obtained by dividing the amount of water in the LGDL by the total amount of water 

transported through it per unit time 𝑀 which is comprised of the water consumption due to 

the oxygen evolution reaction (determined using Faraday’s law and average current 

density) and electro-osmotic drag through the CCM. This assumes that all water entering 

the LGDL is either electrochemically reacted or carried across the membrane. 
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 𝜏 =
𝜌𝑊𝐴

𝑀
 (Equation 5-2)  

Details on the calculation of these mass flows were described by Ito et al. [40,41] and can 

be found in Section 3.2.2. 𝑀 is typically a gravimetric value, hence the density of water 𝜌 

is used to convert 𝜏 into a volumetric value. 
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5.4 Results and Discussion 

5.4.1 Structural Characterisation of LGDLs using X-ray CT 

Tomograms of all three LGDL materials, as well as the pore size distribution (PSD), are 

shown in Figure 26. As outlined in Section 5.3.3, voxel sizes of below 2 µm were obtained 

for all three LGDLs. As minimum pore sizes of around 20 µm are observed in the samples, 

XCT is a suitable tool to address and analyse the microstructure of the LGDLs used in this 

work, but it should be noted that pores smaller than the resolution of the XCT data sets 

cannot be investigated with the given methodology. Values for the porosity (with and 

without disconnected pores), pore volume (product of LGDL volume and porosity), and the 

through-plane tortuosity are given in Table 4.  

Table 4: Porosity, porosity without disconnected pores, pore volume, and through-plane tortuosity for 

the three LGDLs, obtained from X-ray CT. 

ID 
Porosity 

[%] 

Porosity without 

disconnected pores [%] 

Pore Volume 

[mm3] 
Tortuosity 

Sinter 29.5 28.7 1476.4 3.3 

Thick Felt 47.1 42.3 1177.3 2.2 

Thin Felt 76.9 60.5 192.2 1.4 

 

The sinter (Figure 26 (a)) exhibits a coarse structure of large particles with relatively few 

large pores. Porosity is found to be around 30 %, which is close to values previously found 

for sinter materials [114]. The vast majority of pore radii varied between 75 µm and 400 

µm. A tortuosity of 3.3 was calculated for the sinter.  

The thick felt (Figure 26 (b)) consists of densely packed titanium fibres, with fibres and pore 

space very evenly distributed. Porosity is around 47 %, significantly higher than for the 

sinter. The pore size distribution ranges from 20 µm to 140 µm, which is considerably 

smaller than for the sinter. The thick felt has a tortuosity of 2.2, which is 33 % lower than 

for the sinter.  

The titanium fibres in the thin felt (Figure 26 (c)) are less densely packed than for the thick 
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felt. Therefore, the space between the fibres is highly interconnected, resulting in very large 

pores. Hence, a major portion of the pore volume is attributed to these pores with an 

equivalent radius between 200 µm and 300 µm. Besides these large pores, there are a 

number of smaller pores with a PSD ranging from 20 µm to 160 µm. A porosity of around 

77 % is measured for the thin felt. As a consequence of the high porosity, the thin felt also 

exhibits a low tortuosity of 1.4. 

As the thick felt is much more porous than the sinter, but only half as thick, these two LGDLs 

exhibit a similar pore volume of ≥ 1000 mm3. The thin felt is much more porous than the 

sinter and thick felt, but due to its low thickness has a pore volume of only around 200 mm3. 

Hence it is expected that a much higher percentage of the thin felt is filled with water than 

for the other two LGDLs.   

 
Figure 26: X-ray micro computed tomograms of (a) sinter, (b) thick felt, and (c) thin felt. The solid 

material, pore space, conjunction of solid and pores, and the pore size distribution (PSD) are shown. 

The differences in pore size and distribution are further illustrated in Figure 27, which shows 

the pore network model for the sinter and the thick felt. Due to the low thickness of the thin 

felt, no reliable pore network model could be created for this LGDL. The pore network 

model (Figure 27 (a) and (e)) consists of pores (spheres, Figure 27 (b) and (f)) and throats 

(cylinders, Figure 27 (c) and (g)). After calculating the flux of water through the pore network 
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model (Section 5.3.3), the flow through each throat can be visualised (Figure 27 (c) and 

(g)). The same throat network is also displayed with the throats being scaled and colored 

by their radius (Figure 27 (d) and (h)). The comparison between the size-dependent and 

the flow-dependent scaling of the throats reveals that specific pathways for water flow 

through the LGDL are clearly favoured. The idea of preferential pathways through the LGDL 

of a PEMWE has been proposed and visualized for oxygen gas bubbles [83] and for water 

transport [160,161] and is further supported by the negligible water flow through the 

majority of throats in the pore network model of sinter and thick felt. This indicates that a 

majority of flow occurs through a small fraction of available pathways, even though these 

pathways do not necessarily have wider throats. 
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Figure 27: Pore network model for the sinter ((a) – (d)) and the thick felt ((e) – (h)). The whole network 

((a) and (e)) consists of pores (spheres) and throats (cylinders). Pores ((b) and (f)) are scaled 

according to their radius and colored according to their volume. Throats are scaled and colored by 

water flow through the respective throat ((c) and (g)), or according to their radius ((d) and (h)). The 

color maps are all normalized to the maximum value in the specific LGDL. 
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5.4.2 Water Distribution using Neutron Imaging 

Images of the active area of the PEMWE with LGDL and flow channels are shown as a 

function of current density for all three LGDLs in Figure 28, with the water thickness being 

displayed as a color map. For the LGDLs, a water thickness between 0.0 mm (white) and 

0.5 mm (pink) is observed, while a water thickness between 0.6 mm (red) and 3.0 mm 

(black) is found in the flow channels. As current density is increased, the water thickness 

would be expected to decrease in the LGDL and the flow channels due to the higher water 

consumption rate (gas production rate). For the sinter, a clear trend of increasing amounts 

of oxygen (indicated by a reduction in water thickness) can be observed with increasing 

current density. However, the decrease of water thickness is relatively modest over this 

range. 

The same trend, albeit more pronounced, can be seen for both fibrous materials. The thin 

felt is already mostly filled with gas at a current density of 0.25 A cm-2 and exhibits a water 

thickness close to 0 mm for higher current densities across the whole active area. This 

illustrates the widely different gas and water transport properties of different materials due 

to their varying thicknesses and porosities. Further, the porous structure of the sintered 

material with relatively larger pores can be clearly discerned, revealing its courser 

microstructure, as shown in Section 5.4.1. The felts, on the other hand, display a more 

homogenous distribution of gas, consistent with the smaller pore sizes found from the XCT 

analysis. 

Further, the water-gas distribution in different flow channels can be observed and higher 

amounts of gas (lower water thickness) can be seen in the top-right corner of the flow-field. 

The cause of this gas accumulation is unclear, but it can be caused by non-uniform 

distribution of water flow across the flow channels (see Section 3.2.3) [72,75,76]. This 

highlights the possibility to investigate non-uniform water-gas distribution in PEMWE flow 

channels using neutron radiography and emphasizes its potential to examine different flow-

field geometries and engineering approaches for PEMWE optimisation.  
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Figure 28: Neutron radiographs at a current density of (a) 0.25 A cm-2, (b) 1 A cm-2, and (c) 1.5 A cm-2 

for all three LGDLs. The water thickness is displayed as a color map. The locations of the water inlet 

and outlet of the flow-field are indicated in (b) for the sinter. For further analysis flow-field ribs are 

counted from left to right. 

To quantify the water-gas transport characteristics of the LGDL materials, the water 

thickness over the rib (land) areas is examined in more detail (Figure 29). A mask is used, 

extracting only the pixel values of the individual rib areas as described in Section 5.3.2. By 

analysing the average value over all 14 ribs (Figure 29 (a)), it is clear that all materials 

contain a decreasing amount of water with increasing current density. This is due to the 
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increased water consumption, and the fact that water is increasingly displaced as more gas 

is produced at higher current densities. The thin felt retains much less water than the other 

two LGDLs due to its reduced thickness. On the other hand, the thick felt and the sinter 

contain almost identical amounts of water. As shown in Section 5.4.1, the thick felt is 

significantly more porous than the sinter, which facilitates a much higher water holdup for 

the thick felt, even with only half the thickness of the sinter. 

 
Figure 29: (a) Water thickness in all three LGDLs as a function of current density. Spatially resolved 

water thickness over the rib area for the (b) sinter, (c) thick felt, and (d) thin felt at a current density 

of 0.25 A cm-2, 1 A cm-2, and 1.5 A cm-2. Error bars indicate the standard deviation over the active 

area. 

At low current densities, the water thickness in the thin felt exceeds its physical thickness 

(0.1 mm), which is likely to be due to the contribution from the water content inside the 

carbon paper. In this case, the thicknesses of the CCM (127 µm) and carbon paper 

(130 µm) are comparable in magnitude to that of the thin felt and the water content of these 

introduces a significant measurement error. In contrast, the thicknesses of the sinter and 

the thick felt far exceed that of CCM and carbon paper, and hence only a small relative 
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uncertainty is introduced into the measurement for these two LGDLs. Further, the overall 

trend of water thickness (spatially and with current density) is unaffected by this limitation 

of the measurement technique.   

The water thickness in both the sinter and the thin felt reaches a plateau between 1 A cm-2 

and 1.25 A cm-2 and does not decrease further, which indicates that an equilibrium between 

water and gas transport has been reached. Initially, when the current density is increased, 

new pathways through the LGDL are formed, which reduces the average water thickness 

of the LGDL. The formation of new gas pathways and detachment sites from the surface 

of the LGDL have been observed by Hoeh et al. [83]. As the current density increases 

above a critical point, new pathways for gas removal can no longer be created, as all 

accessible pores are used either for gas removal or water transport. In this case, the mass 

transport rate through the LGDL can only be increased by accelerating the gas and water 

transport through existing pathways. This leads to an increase in gas bubble detachment 

frequency on the surface of the LGDL [83,84]. As no new pathways are formed, the ratio 

between water and gas transport pores remains constant, which causes the externally 

observable water thickness in the LGDL to remain constant (Figure 29 (a)). 

When examining the difference in water thickness between individual ribs for the three 

LGDLs (Figure 29 (b)-(d)), clear differences are visible. All three materials show a decrease 

in water thickness with increasing current density across all ribs. The sinter (Figure 29 (b)) 

shows little local variance over the first 10 ribs, but a continuous increase in water thickness 

for the last four ribs. The thick felt (Figure 29 (c)) exhibits a clear gradient in water thickness, 

but also an increase in water thickness for the last four ribs. 

This can potentially be explained by the uneven water flow velocity distribution in the 

parallel flow-field. As mentioned earlier (Section 5.3.1) the flow-field in this work is of the 

Z-flow pattern, which favors flow through the channels on the far right side (closer to the 

outlet) [72,75,76]. The water velocity in the final channel is up to five times higher than in 

the middle channels and this coincides with an increase of water thickness for the sinter 

and the thick felt in the same area. This implies that the heterogeneity in water flow 

distribution affects the LGDL and leads to higher measured water thickness. Therefore, the 

results indicate a close link between the water velocity in the flow channels and the water 
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content and mass transport in the LGDL under the land.  

Interestingly, the thin felt (Figure 29 (d)) shows almost no local gradient in water thickness. 

This indicates that the thin felt has a very limited capacity for water and gas, likely due to 

its small thickness, high porosity, and low tortuosity. Hence the constant flow of water over 

the surface of the thin felt exposed to the flow channels is sufficient to enforce a very 

uniform water-gas distribution.  

5.4.2.1 LGDL Water Saturation and Residence Time 

Water content (saturation) and residence time as a function of current density, averaged 

over the entire active area, were calculated according to Section 5.3.4 and are displayed 

for the sinter and the thick felt in Figure 30. Due to the comparable thickness with the water-

saturated CCM, the calculated values for the thin felt exhibited a large standard deviation 

and are omitted from the analysis.  

 
Figure 30: (a) Water saturation and (b) average water residence time in the LGDL for the sinter and 

thick felt between 0 A cm-2 and 1.5 A cm-2 at a constant water flow rate of 100 ml min-1. Error bars 

indicate the standard deviation over the active area.  

For the sinter, average water saturation (Figure 30 (a)) ranges from 54 % at 0.25 A cm-2 to 

47 % at 1.5 A cm-2. Similar values are found for the thick felt; however, the water saturation 

is slightly higher than for the sinter due to the lower pore volume of the thick felt. Around 

half of the pore volume of the LGDLs is not used for water transport within the range of 

current density in this work. The water residence time (Figure 30 (b)) varies between 42 s 

and 6 s for the sinter, and between 68 s and 8 s for the thick felt.  

The linear extrapolation in Figure 30 (a) indicates the water saturation at 0 A cm-2, which is 
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56.0 % and 70.6 % for the sinter and felt, respectively. This illustrates that a significant 

fraction of the LGDL is not filled with water, even without gas being produced due to 

electrochemical activity. The XCT analysis in Section 5.4.1 showed that a fraction of the 

LGDL pores are disconnected and can therefore not contribute to the transport of gas and 

water. However, for the sinter and thick felt there was only a moderate amount of 

disconnected porosity, which is not significant enough to explain the low values of water 

saturation obtained even at 0 A cm-2. This leads to the conclusion that a number of pores, 

which are connected to the rest of the pore network, are not, or insufficiently, reached by 

water flow (stranded pores). This effect has been computationally predicted for fibrous 

materials used in redox flow batteries and is affiliated with small variations in local porosity 

[260]. 

Based on this characterization, it is likely that the performance of a PEMWE could be further 

improved by tailoring the LGDL to avoid disconnected or stranded (‘dead’) pore space. This 

could be achieved by reducing pore volume, which increases electrical and thermal 

conductivity but does not affect the mass transport properties of the LGDL. Another 

potential approach is to create materials in which the formation of new water pathways is 

favored, so that sufficient mass transport can be guaranteed even at elevated current 

density. The approach of combining neutron radiography and XCT is a promising technique 

for the evaluation of new materials and LDGL architectures. 
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5.5 Conclusion 

This work combines X-ray micro-computed tomography and neutron radiography to 

investigate the link between LGDL microstructure and mass transport properties. Three 

different LGDLs were examined (one sintered and two fibrous materials); the sinter was 

found to have a porosity of ~30 %, while the thick and thin felt have porosities of 47 % and 

77 %, respectively. Pore network models were created from the XCT datasets and used to 

calculate the flux of water through individual throats of the LGDL. It was found that the flow 

occurs predominantly through a small fraction of throats, supporting the idea of preferential 

pathways through the LGDL.  

Neutron radiography was employed for operando imaging of a PEMWE, varying the LGDL 

material. Various differences between the three LGDLs were observed during the operation 

of the PEMWE, with water thickness being clearly influenced by the thickness and porosity 

of the LGDL. The imaging also revealed the structure of oxygen bubbles in the flow 

channels, and locations with an increased gas fraction.  

To further investigate the differences between LGDL materials, the water thickness under 

the rib areas of the flow-fields was analysed. This offers the potential to observe the 

spatially-resolved water content in the LGDL only. 

The main findings from this analysis are: 

 Neutron radiography is a powerful tool to visualize the water-gas distribution in 

PEMWE flow channels operando, enabling analysis of the link between flow-field 

geometry and flow phenomena, facilitating the analysis and optimisation of 

PEMWE architecture. 

 A decrease in water thickness with increasing current density was revealed for all 

LGDLs, which is caused by the increased rate of gas production.  

 Significant inhomogeneity in water thickness was observed for the sinter and the 

thick felt across the active area. This highlights the need for novel LGDL structures 

or materials to avoid poor performance due to local mass transport limitations at 

high current density.  

 Increased water thickness was found in areas that are likely to exhibit increased 
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flow velocity in the flow channels. This indicates a link between flow-field geometry 

and mass transport in the LGDL which has not been previously reported in 

literature. 

By combining water thickness data obtained by neutron radiography and microstructural 

information gained from XCT, water saturation and water residence time in the pores of the 

LGDLs were calculated. It was revealed that around half of the pore volume is not utilized 

for water transport and that this value varies only slightly with increasing current density. 

Further, the water residence time in the LGDL was measured to range between 6 s and 

68 s. Extrapolation to 0 A cm-2 shows that a significant fraction of pores remain dry, even 

in the absence of electrochemical activity. This cannot be explained from the amount of 

disconnected pores found in the XCT analysis and therefore implies the existence of 

stranded pores. These pores are connected to the overall pore network, but no water flow 

through them occurs due to small scale variations in porosity in the vicinity of these pores. 

This indicates that further improvements on LGDL structure and materials need to be made 

to increase pore utilization. The reduction of unused pore volume can potentially lead to 

improved usage of active area and hence to an improvement in the efficiency of PEMWEs.  

The above findings illustrate the excellent capabilities of neutron imaging as a diagnostic 

tool for PEMWEs. The combination of neutron radiography and XCT yields deep insight 

into the mass transport characteristics of LGDLs, which would not be possible by either of 

these techniques alone. The findings give an indication of the shortcomings of the materials 

most frequently used as LGDLs in PEMWEs and suggest pathways to novel structures that 

could mitigate these issues. 

However, methods such as neutron imaging and XCT are time-consuming and require 

expensive equipment with limited access. Therefore, the following sections are dedicated 

to establishing a set of new acoustic diagnostic tools, which in some cases can provide 

rapid and low-cost alternatives to the imaging methods used so far. 
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6 Two-Phase Flow Diagnosis in 
PEMWE Flow Channels with 
Acoustic Emission
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6.1 Overview 

In this chapter, acoustic emission analysis is used as a low-cost, non-destructive, operando 

diagnostic tool to provide information about the relative number and size of gas bubbles 

generated locally within a PEMWE, providing effective characterization of the local flow 

conditions. An optically transparent single-channel PEMWE is used to investigate the 

relationship between the acoustic signals obtained and the two-phase flow conditions 

inside the cell. The number of acoustic hits, their frequency, and average peak amplitude 

is reported for several flow rates and current densities. Using high-speed imaging, the 

average bubble number and size in the flow channels is compared to the acoustic signal. 

Results show good correlation between the number of acoustic ‘hits’ and the number of 

bubbles passing through the flow channel. The size of bubbles is also shown to affect the 

average frequency of the hits. Consequently, the transition between bubbly and slug flow 

regime can be identified by acoustic emission analysis, paving the way for a simple, low-

cost, non-destructive means of mapping flow inside PEMWEs. 

Building on these results, acoustic emission is applied to a PEMWE with a parallel flow-

field, diagnosing a sudden drop in the number of acoustic hits, while hit duration, amplitude, 

and energy increase significantly as the current density is increased from 0.5 A cm-2 to 

1 A cm-2. It is found that the change in acoustic regime coincides with a significant 

extension of the stagnant bubble region in the flow channels of the PEMWE, observed with 

high-speed optical imaging. These results demonstrate that acoustic emission can be used 

effectively as an operando diagnostic tool to monitor bubble formation (two-phase flow 

conditions) in PEMWEs, facilitating rapid testing or prototyping, and contributing to 

operational safety. Further, this establishes acoustic emission as an alternative method of 

investigating processes in the flow channels to expensive and less accessible techniques 

such as neutron imaging. 

The results in this chapter form part of publications by the author in Journal of Power 

Sources [218] and Frontiers in Energy [261]. 
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6.2 Introduction 

Understanding how various factors influence performance and durability of a PEMWE is 

key to optimising cell design, component materials, and operating conditions. Various 

diagnostic techniques have been applied to PEMWEs to gain greater insight into their 

operation. These techniques range from computational methods [55,100,262] to avoid 

costs of production and experimentation and low-cost, readily-available techniques which 

only require access to a potentiostat, such as electrochemical impedance spectroscopy to 

identify electrochemical losses in a system [43,118], to high-end experiments such as 

neutron imaging used to visualize water content in the liquid-gas diffusion layer [88,89], 

bubble dynamics, and flow regimes [85–87].  

This chapter aims to deliver a simple low-cost diagnostic tool of two-phase flow in 

operational PEMWEs without the need for any cell modification. High-speed flow 

visualisation using a single-channel optical PEMWE is combined with local AE 

measurements to correlate acoustic signals with flow characteristics with a view to 

establishing a diagnostic tool for standard (unmodified) PEMWEs. AE is a low-cost, non-

destructive, operando diagnostic tool, detecting mechanical perturbations in a sample with 

a sensor mounted to the external sample surface (Figure 31).  

Two different PEMWE cell designs are used, each focused on investigating different flow 

processes. A single-channel cell is used to show the effects of varying current density and 

flow regimes on the AE signal, while the influence of stagnant gas bubbles in the flow 

channels was investigated in a PEMWE cell with a parallel flow-field. 
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Figure 31: Application of acoustic emission to the flow channel of a PEMWE. The raw signal 

(waveform) of one acoustic hit and an example of how the number of hits changes over time are 

shown on the right. 
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6.3 Experimental 

6.3.1 PEMWE Cells 

To correlate the acoustic emission signature with local flow characteristics, optically 

transparent cells were constructed to allow for optical high-speed imaging of the two-phase 

flow in the flow channels. Any duplication with Section 4.1 is intended for the convenience 

of the reader. 

6.3.1.1 Single-Channel Cell 

A single-channel PEMWE was used to investigate the link between the flow regime and AE 

signals (Figure 32 (a)). The cell comprised a single flow channel, which mitigates the 

uneven distribution of flow in multi-channel systems (Nie et al. [72]) and ensures the 

influence of different flow rates and current densities can be examined precisely. A single-

channel cell design was chosen to make sure the flow behaviour could be observed without 

obtaining signals from several flow channels at the same time, each with a different flow 

regime due to uneven water flow distribution. The single channel had a length of 9.0 cm, a 

width of 5.0 mm, and a depth of 2.0 mm. The channel dimensions were chosen to allow for 

adequate visual observation and make sure the flow regime can fully develop over the 

length of the flow channel. A CCM with a length of 9.0 cm and a width of 1.5 cm was used, 

yielding an active area of 13.5 cm2. The CCM was based on Nafion 115, with 0.6 mg cm-2 

platinum on the cathode and 3.0 mg cm-2 iridium/ruthenium oxide on the anode side (ITM 

Power, UK). Transparent Perspex was used as the material for the end-plates, allowing for 

optical inspection and operando high-speed imaging of bubble development and 

movement. The cell was held together with twelve tie bolts with a torque of 1.5 Nm applied 

to them to ensure good sealing and electrical contact. Sintered titanium powder was used 

as LGDL on both the anode and cathode side. The electrolyser was operated at ambient 

pressure and with a water inflow temperature of 50 °C, which is within the range of 

commonly applied temperatures in the literature [43,118]. Water flow rate ranged from 5 ml 

min-1 to 30 ml min-1, which corresponds to a water ratio [134] between 4 and 24 at 2 A cm-2. 
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6.3.1.2 Parallel Flow-Field Cell 

The PEMWE used for the experiments on diagnosis of stagnant bubbles (Figure 32 (b)) 

had a 9 cm2 active area and consisted of transparent Perspex end-plates, parallel titanium 

flow-fields, a titanium sinter LGDL at the anode, a Toray H-060 carbon paper as the GDL 

at the cathode, and a CCM, which was based on Nafion 115 with 0.6 mg cm-2 platinum on 

the cathode and 3.0 mg cm-2 iridium/ruthenium oxide on the anode (ITM Power, UK). The 

flow-field consisted of nine parallel channels, with a length of 3.0 cm and a land and channel 

width of 1.76 mm. The electrolyser was run at ambient pressure with a deionised water 

inflow temperature of 50 °C and a water inflow rate of 10 ml min-1 at the anode and cathode. 

 
Figure 32: (a) Single-channel PEMWE cell with end-plate, flow-field, liquid-gas diffusion layer (LGDL), 

and catalyst coated membrane (CCM). (b) The second PEMWE cell had a parallel (exact flow-field 

geometry not displayed) flow-field with nine channels, but is otherwise functionally identical to (a). 

For both cells the AE sensor is mounted to the surface of the end-plate. Gaskets are only shown in 

(a), but were used for both cells to accommodate LGDL and CCM. 
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6.3.2 Electrochemical Testing 

The electrochemical performance of the single-channel and the parallel flow-field cell can 

be seen in Figure 33, with both cells showing typical polarisation behaviour and the voltage 

within the range of typical values reported in the literature [31,43,59,120]. 

 
Figure 33: Electrochemical performance of (a) the single-channel, and (b) the parallel flow-field 

PEMWE between 0 A cm-2 and 2 A cm-2. 

A potentiostat (Gamry Reference 3000 Galvanostat/Potentiostat with a Gamry 30k Booster; 

Gamry Instruments, USA) was used for electrochemical testing with the current density 

ranging between 0 A cm-2 and 2 A cm-2. 

6.3.3 Acoustic Emission 

The acoustic emission of the PEMWEs was monitored using a piezoelectric sensor (S9208; 

Mistras NDT, UK). The signal was filtered and pre-amplified by 26 dB and a digital node 

extracted an acoustic hit from the continuous signal whenever the noise threshold of 37 dB 

was exceeded. For each data point, acoustic data was recorded over the course of 1 minute 
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during galvanostatic operation of the PEMWE cell. The AE sensor was mounted on the 

anode side, with two different locations investigated. Acoustic signals arising from the 

cathode are a potential source of error; however, it is unlikely that a significant magnitude 

of acoustic signal can pass through the various acoustic impedances from the cathode to 

the anode side. This is especially significant for the interface between anode LGDL and 

flow channel, which would need to be passed by any signal from the cathode side. As this 

is a solid/liquid interface, it is likely that up to 90 % of the signal is reflected [247]. 

6.3.3.1 Sensor Positioning 

For the single-channel PEMWE, two separate points of interest (sensor locations) were 

chosen. The lower point of interest was located 1.5 cm from the start of the flow channel 

near the inlet; the upper location 1.5 cm from the top of the channel near the outlet. These 

two distinct locations were chosen so as to represent markedly different flow regimes as 

typically 400 % more gas has to pass through the upper location. For the parallel flow-field 

cell, the sensor was placed in the centre of the flow-field. 

Due to the nature of sound transmission, no clear area can be defined within which acoustic 

data is collected. Whether a mechanical perturbation is detected by the sensor is contingent 

on the location and intensity of the perturbation, with the intensity necessary for detection 

increasing with the distance between acoustic source and sensor. Therefore, detection of 

bubbles is increasingly likely as they are located closer to the sensor. 

6.3.4 Acoustic Emission Post-Processing 

Data collection and analysis was performed using the commercial software AEWin 

(Physical Acoustics, USA). The number of acoustic hits per unit time (hit rate 𝐻), the 

corresponding average frequency of hits 𝑓, and their average amplitude 𝐴 were recorded 

for the single-cell PEMWE. For the parallel flow-field PEMWE, the hit rate, the average hit 

amplitude, the averaged time from exceeding the threshold until falling back below it 

(average hit duration 𝐷) and the average hit energy 𝐸 were analysed. An acoustic hit is 

registered whenever the amplitude of the acoustic signal exceeds a certain predefined 

threshold; it ends when the signal has permanently damped back below the threshold. 

When the signal associated with an acoustic hit is analysed by fast Fourier transform (FFT) 
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or similar techniques, a characteristic peak frequency is obtained. By averaging the peak 

frequency of all hits occurring within one sampling period, the average peak frequency 𝑓 is 

obtained. This is the frequency of the voltage-time profile of a specific AE hit averaged over 

all hits; it is not the frequency with which hits occur over time. Various studies have 

established that bubble oscillations cause pressure impulses at a frequency specific to 

bubble size, which can be picked up by AE [193,263–265]. The necessary equations to 

analyse the frequency information gained through FFT can be found in Section 4.4.2.1. 

6.3.5 High-Speed Imaging 

A high-speed camera (Photron FASTCAM SA1) was used for imaging of the flow 

channel(s). Images were taken at 2000 frames per second and a resolution of 1024×1024 

pixels over the course of 5.46 s (maximum available acquisition time at this frame rate) for 

each set of experimental conditions. A temporal resolution of 2000 frames per second was 

chosen to ensure no feature of the flow was missed, and the evolution of flow regime along 

the channel could be observed with high temporal detail. This resulted in 10920 images for 

each set of conditions, which offers a large set of data for quantitative analysis. For the 

single-channel cell, quantitative analysis of the image sets was performed to calculate the 

number and size of captured bubbles (see Section 4.2.1). 

The images of the single-channel cell used for quantitative analysis were high-resolution 

images of the region where the AE sensor was placed, taken with a Tokina MACRO 100 

F2.8 D lens (spatial resolution 50 µm), whereas the whole length of the flow channel was 

captured with a Sigma 1:2.8 DG HSM lens (spatial resolution 300 µm). For the parallel flow-

field cell, the Tokina MACRO 100 F2.8 D lens was used as well, but the obtained images 

were not analysed quantitatively. 

6.3.6 Image Post-Processing 

MATLAB (MathWorks) was used to perform all necessary post-processing steps. As 

outlined in Section 4.2.1, images were thresholded, filtered, circular structures in the 

images were identified, and finally, overlapping circles were removed (only retaining the 

largest overlapping circle. Size D and number N of bubbles were then averaged for all 

images within one set of conditions. The lower detection limit for this algorithm is a diameter 
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of 5 pixels, equalling 125 µm. The process is limited to circular bubbles, which means that 

in the case of elliptic slug bubbles only the length of the minor axis of the bubble is 

registered. To reduce computation time, only every 10th image was used for data analysis. 

The resulting number of more than 1000 analysed images is sufficient for representative 

analysis. To make sure the algorithm produces trustworthy results, bubble size and number 

were also determined manually over the current density range for a water flow rate of 5 ml 

min-1, by counting and measuring gas bubbles in seven randomly selected images for each 

current density. In the case of non-spherical gas bubbles, the size of the bubble was taken 

as the length of the minor axis.  



  

170 
 

6.4 Results 

6.4.1 Flow Regime Diagnosis in a Single-Channel PEMWE 

The typical characteristics of acoustic emission in the single-channel cell are shown in 

Figure 34 for different flow rates over a range of current density at both sensor locations. 

For the upper location, the number of hits (Figure 34 (a)) rapidly increases initially and 

reaches a maximum at around 0.5 A cm-2. The number of hits then decreases and reaches 

a plateau at approximately 1.5 A cm-2. For low current densities (< 0.5 A cm-2), the water 

flow rate has a negligible influence, whereas above this value the number of hits is a clear 

function of flow rate, reaching values of 5 hits per second at 5 ml min-1 and 12 hits per 

second at 30 ml min-1. This provides a correlation between flow processes in the PEMWE 

and its acoustic emission. In contrast, at the lower channel location the peak is less 

pronounced (Figure 34(d)), with the peak value at different current densities ranging from 

0.5 A cm-2 to 0.8 A cm-2, and a much less prominent decrease in the number of hits at 

higher current densities.  

Figure 34 (b) and (e) illustrate the average peak frequency of AE hits as a function of current 

density. As discussed in Section 4.4.2.1, the frequency of bubble oscillation is linked to 

bubble size. Hence, the results from Figure 34 (b) and (e) imply a constant increase in 

bubble size at both the upper and lower locations, as the mass of oxygen produced 

increases with current density. However, the frequency decreases by 14.5 kHz (A cm-2)-1 

for the upper location, but only 9 kHz (A cm-2)-1 for the lower location. 

Again, this is in line with expectation as for the upper location approximately 400% more 

gas is passing through the flow channel and therefore relative changes in bubble size 

between low and high current density are expected to be more pronounced.  

At the same time, it can be seen from Figure 34 (c) and (f) that the average amplitude of 

AE hits is relatively independent of current density for both locations, as the value of 𝐴 is 

constant as a function of current density. If the number of bubbles is expected to change 

when varying current density, this would lead to a changing amplitude of the AE signal (see 

Section 4.4.2.1) if it is assumed that the acoustic hits are emitted as a consequence of 

simultaneous oscillations. Hence, the invariance of amplitude implies that the signal does 
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not originate in the simultaneous oscillation of bubbles, but in discrete, separate events 

such as the collision of bubbles with the end plate or channel wall of the electrolyser. 

 
Figure 34: Hit rate (a, d), hit frequency (b, e) and hit amplitude (c, f) of acoustic emission at the upper 

(a-c) and lower (d-f) sensor location. The inset in (a) shows the region around the peak in more detail. 

This leads us to propose a model of the origin of the acoustic emission signal in the 

observed system. Bubbles of different sizes move through the flow channels, which, 
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depending on the depth of the flow channel relative to their size, float freely or impinge on 

the walls of the channel. The collision between bubble and wall leads to deformation of the 

bubble. Consequently, the bubble oscillates around its original shape with a frequency 

specific to its size. This causes an acoustic perturbation, which is transferred into the back 

plate and travels towards the other side of the plate where it is registered by the AE sensor. 

 
Figure 35: High-speed imaging of the single flow channel over a range of current densities at (a) 5 

ml min-1, (b) 10 ml min-1, (c) 20 ml min-1, and (d) 30 ml min-1. Upper and lower sensor location are 

indicated by the red circles in (a).  

To gain a better understanding of these processes, high-speed visual imaging of the flow 

channel was used. Figure 35 shows the entire length of the flow channel, with the upper 

and lower locations of the AE sensor indicated by red circles. Bubble size increases with 

current density; for 0.07 A cm-2 and 0.37 A cm-2 the bubbly flow regime is predominant at 
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both locations. For 0.81 A cm-2 and 1.93 A cm-2 slug flow is the dominant flow regime at 

the upper sensor location. At the lower sensor location, the regime is in the transition from 

bubbly to slug flow at 1.93 A cm-2. While images for the low current densities of 0.07 A cm-2 

and 0.37 A cm-2 are similar for different flow rates, a general trend towards elongation of 

slugs with decreasing flow rate can be observed at high current densities. To quantify this 

effect, the algorithm described in Section 4.2.1 was used to calculate bubble sizes and 

numbers for the regions around the AE sensor, as shown in Figure 36. 

For both locations, at the lowest current density at 0.07 A cm-2, bubble numbers (Figure 36 

(a) and (b)) are up to 140 % higher than for the other current densities. However, for all 

other current densities, especially at the upper location, the development of the number of 

bubbles over current density follows the same trend as the number of acoustic hits (Figure 

36 (a)); a steep incline is followed by a decline for current densities higher than 0.5 A cm-2 

which ends in a plateau for high current densities. This trend coincides with the expected 

behaviour of the transition between bubbly and slug flow. As current density increases the 

number of bubbles increases to accommodate the produced gas. As the channel is fully 

filled with bubbles (the maximum amount of bubbles), coalescence occurs and the flow 

regime transits to slug flow. This can be seen in Figure 35 for the upper location for current 

densities higher than 0.5 A cm-2, but not for current densities lower than that. Although the 

trend is not as clear for the lower location, a correlation between AE (Figure 36 (d)) and 

high-speed imaging data can be observed. This indicates a qualitative correlation between 

the number of bubbles and acoustic hits and supports the conclusion made above that the 

acoustic emission observed originates from the collision of bubbles with the channel walls. 

The data from manual counting of bubbles shows that the algorithm overestimates the 

number of bubbles; however, the trend with current density is qualitatively very similar.   
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Figure 36: Number (a, b) and size (c, d) of bubbles extracted from high-speed imaging for the upper 

(a, c) and lower (b, d) sensor location. Manually determined (MD) values added for comparison. 

The results from manual counting show the same deviation in bubble number for low 

current densities as that determined from high-speed imaging. Hence, from 0.07 A cm-2 to 

0.22 A cm-2 a multitude of small bubbles are produced, which due to the low energy 

associated with their vibration are not able to produce an acoustic perturbation strong 

enough to be observed in the experimental setup. 

The size of bubbles in the flow channel changes with current density (Figure 36 (c) and 

(d)). For the upper location, an increase in average bubble size between 30-50 % from 

lowest to highest current density is observed. Again, the trend for the lower location is less 

pronounced, although an overall increase in bubble size with current density is apparent. 

This supports the above findings, as the frequency of AE decreases with increasing current 

density (Figure 34 (b) and (e)). Hence, the notion that acoustic emission is a suitable 

technique to observe the evolution of bubble size in the flow channels is strengthened. As 
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the change in the size of bubbles is caused by a change in current density, AE can 

potentially be used to monitor global or local current densities. Comparison with the 

manually obtained bubble size shows that the true size is not captured accurately by the 

algorithm. However, this work is concerned with detecting qualitative, not quantitative, 

changes and the increasing trend in bubble size is correctly identified by the algorithm. For 

future applications, the accuracy of the algorithm could potentially be improved by 

increasing the contrast between gas bubbles and the surrounding water, for example by 

injecting dark die into the PEMWE inlet water stream. 

To investigate the relationship between flow regime and acoustic emission signal, a flow 

regime map was developed. This requires knowledge of water and gas flow in the PEMWE 

cell. The necessary equations and procedures for the flow map calculations are outlined in 

Section 3.2.2; necessary parameters are shown in Table 5. 

Table 5: Values used for development of the flow map for the single-channel PEMWE. 

Constant Value 

𝑀𝑂2 (kg mol-1) 32 × 10-3 

𝑀𝐻2𝑂 (kg mol-1) 18 × 10-3 

𝜌𝑂2 (kg m-3) 1.33 

𝜌𝐻2𝑂 (kg m-3) 972 

𝐴 (cm2) 13.5 

𝐹 (C mol-1) 9.65 × 104 

𝑛𝑐ℎ𝑎𝑛 1 

𝑎 (cm2) 0.1 

 

Cubaud et al. [67] have provided a flow regime map for air in water flowing through square 

microchannels with a width of several hundred micrometres. As this is much smaller than 

the channel size used in this work, it can be expected that the influence of surface tension 

over inertial forces in Cubaud’s work was more dominant [266]. Although this configuration 

is not identical to that of the anode side of a PEMWE, the material parameters for air are 

similar to those of oxygen. Another limitation is that the flow channel in Cubaud’s study was 

a horizontally oriented, single-serpentine channel, whereas this work uses a vertically 
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oriented single channel. Lastly, Cubaud’s work is based on the observation of two-phase 

flow through a channel with the gas being injected upstream of the site of observation, 

however, when observing two-phase flow in a PEMWE, gas is additionally flowing to the 

observation site from the LGDL surface. Nevertheless, by using this flow map to check the 

flow regime at different points of operation of the PEMWE used in this work, valuable 

insights into the relation between acoustic emission and flow regime can be obtained. To 

ensure that Cubaud’s flow map is representative despite the mentioned limitations, the flow 

regime was determined from high-speed images for the upper location. For each point of 

operation, 10 randomly chosen images were visually examined. Images were classified as 

either bubbly regime or regimes with a higher gas flow rate. Good accordance with 

Cubaud’s work was found (see Figure 37). 
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Figure 37: (a) Flow regimes as defined by Cubaud et al. [67]. Flow regime maps for the upper (b) and 

lower (c) sensor locations. The dashed line in (b) marks the transition between bubbly and slug flow 

as indicated by acoustic emission. Hollow symbols in (b) mark points which were experimentally 

determined to be bubbly flow, while full symbols mark points of wedging regime or regimes with higher 

gas flow rates. 
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The flow regime map for upper and lower sensor locations (Figure 37 (b) and (c)) at all 

points of operation examined in this work covers all flow regimes from bubbly to dry flow 

(Figure 37 (a)). The amount of gas produced increases with current density, which results 

in higher bubble speeds. Simultaneously, the water flow rate decreases with current density 

but is mainly dependent on the amount of water circulated. As the current density 

increases, the flow regime undergoes a series of transitions, initially from the bubbly regime 

via the wedging regime to the slug regime. When the slug bubbles have almost 

interconnected, the annular regime is reached, which then transitions into the dry regime. 

It is evident (Figure 37 (a)) that the wedging regime is a transitory regime between bubbly 

and slug flow and is specific to Cubaud’s [67] work. Hence, it can be assumed that the 

transition between bubbly and slug flow in the system investigated in this work lies within 

the wedging regime. For the upper location, points of operation range from the bubbly flow 

regime up to the transition between slug and annular flow, while for the lower location the 

boundary between wedging and slug flow is only reached for the lowest water flow rate of 

5 ml min-1. This is in line with the fact that the range of flow regimes is much wider for the 

upper location (Figure 35).  

As illustrated above, the number of acoustic hits is linked to the number of bubbles flowing 

through the flow channel of the PEMWE. With increasing current density, the bubble size 

initially increases to accommodate the surplus of gas produced by the reaction. At a certain 

point, the available space is almost completely filled with discrete gas bubbles and further 

gas production results in coalescence of bubbles. Therefore, the maximum number of gas 

bubbles is observed at the transition between bubbly and slug flow regime. This offers a 

possibility to use AE to detect the change from bubbly to slug flow. To illustrate this 

capability, Figure 38 shows the location of the peak on the current density axis of Figure 

34 (a) against the flow rate of circulated water for the upper location. The peak locations 

were taken from the regression around the maxima of the curves in Figure 34 (a). A cubic 

regression was chosen to account for the asymmetrical peak shape. The maximum of the 

acoustic hits is shifted towards higher current densities with increasing water flow rate; an 

increase of 0.0027 (A cm-2) (ml min-1)-1 in the peak location is observed. The transition into 

slug flow is favoured by low water flow rates (Figure 35), as this reduces the water-to-gas 
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ratio.  

To further illustrate how acoustic emission can diagnose the regime within the flow 

channels of a PEMWE, the peak locations from Figure 38 were connected by a dashed line 

in Figure 37 (b). This line represents the transition between bubbly and slug flow for the 

upper sensor location, as determined from AE. For the range of water flow rates 

investigated in this work the predicted change to slug flow falls within the wedging regime, 

which is a transitory regime between bubbly and slug flow. Furthermore, the regime border 

as determined by AE corresponds to information gathered from high-speed imaging. The 

gradient of the regime boundary is different from that observed in Cubaud’s flow map; 

however, this is not surprising as the examined systems are not identical. The way in which 

changes to the experimental system can affect the shape and location of regime 

boundaries can be seen by comparing flow regime maps of different authors for similar 

systems [65,67]. 

 
Figure 38: Current density at which the maximum number of acoustic hits was registered as a function 

of water flow rate, which indicates the transition from bubbly to slug flow. 
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6.4.2 Diagnosis of Stagnant Bubbles in a Parallel Flow-Field 

PEMWE 

This chapter investigates the diagnosis of stagnant bubbles in the flow channels of a 

PEMWE cell using AE. In this work, stagnant bubbles are defined as remaining in a 

constant location with little to no movement, however, these bubbles can still be removed 

from their location occasionally. The bubble evolution as a function of the current density 

has been captured with high-speed imaging experiments; exemplary images are shown as 

a function of increasing current density in Figure 39. As the cross-sectional area of the flow 

channels is finite and as all bubbles have to leave the flow-field through the manifold at the 

top end of the flow channels, the ability of the PEMWE cell to remove product gas is limited. 

This leads to bubbles blocking the top end of the flow channels at high current densities. 

For a given flow rate, the length of channel that contains stagnant bubbles at the top end 

of the flow channel increases significantly with current density. Here, a stagnant bubble is 

defined as a bubble that does not change its location, and particularly a bubble at the top 

end of the channel not entering the combining manifold, but remaining at the top end of the 

flow channel. The location of the largest stagnant bubble in each image in Figure 39 is 

marked in red. The amount of oxygen produced at the anode increases as a function of 

current density (Faraday’s law, see Section 3.2.2); hence, growth in the length of stagnant 

bubbles is expected with increasing current density. At a current density of 0.3 A cm -2 

(Figure 39 (a)) the top end of each channel is almost free of stagnant bubbles, while a clear 

growth of these bubbles can be observed at 0.6 A cm-2 (Figure 39 (b)). At 1 A cm-2 (Figure 

39 (c)), bubble blockage covers more than a quarter of the channel length. 
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Figure 39: Exemplary results from high-speed imaging of the anode flow field of the PEMWE at (a) 

0.3 A cm-2, (b) 0.6 A cm-2, and (c) 1 A cm-2 at a water inflow rate of 10 ml min-1. The largest stagnant 

bubble at the top end of the flow channels is marked in red for each current density. 

The acoustic emission parameters are strongly influenced by the current density (Figure 

40). As illustrated above, current density leads to bubble blockage at the top end of the 

flow channels; hence, Figure 40 can be interpreted as the correlation between the acoustic 

emission signal and the formation of stagnant bubbles. The acoustic hit rate drops from 

80.0 s-1 to the limit of detection for the acoustic emission system used in this work (1.0 s-1) 

between 0.5 A cm-2 and 1 A cm-2 (Figure 40 (a)). The limit of detection is an artefact of the 

data acquisition, which cuts off any hit longer than 1.0 s, which means that from 1 A cm-2 

onwards the AE signal continuously exceeds the noise threshold, with no individual 

acoustic hits discernible. This significant decrease of acoustic hits highlights a dramatic 

change of two-phase flow within the flow channels. The relationship between the number 

of acoustic hits and the number of bubbles passing through the flow channels has been 

established in Section 6.4.1, which found that the number of acoustic hits scales directly 

with the number of bubbles passing through the flow channels. Hence, a drop in the number 

of acoustic hits indicates a decrease in the number of bubbles generated and passing 

through the flow channels, which is likely due to the blocking of the flow channel by a 

stagnant bubble. This stagnant bubble stops smaller bubbles from traveling upwards 

through the flow channels; instead, the bubbles coalesce into the stagnant bubble. Hence, 

the drop in the number of acoustic hits between 0.5 A cm-2 and 1 A cm-2 is likely caused by 

the extension of stagnant bubbles into the sensor area. 
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Figure 40: Acoustic emission parameters as a function of current density for a water inflow rate of 

10 ml min-1. Acoustic hit rate (a), average hit amplitude (b), average hit duration (c), and average hit 

energy (d) are shown.   

Further, the average hit amplitude (Figure 40 (b)) increases steeply by around 50 % 

between 0.5 A cm-2 and 1 A cm-2, the same range within which the hit rate drops. The 

average hit duration increases from less than 0.1 ms to the cut off value of 1.0 s mentioned 

above (Figure 40 (c)). For current densities above 1 A cm-2, a constant signal is detected, 

indicating permanent contact between a bubble and the end-plate. Finally, an increase in 

hit duration and amplitude causes an increase in acoustic energy (Figure 40 (d)). All these 

changes occur in a step-like manner between 0.5 A cm-2 and 1 A cm-2. 

The decreasing number of hits, while hit amplitude and contact time between bubble and 

end-plate increase, all suggest that the signal change is caused by the extension of the 
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stagnant bubble region towards the sensor location in the current density range between 

0.5 A cm-2 and 1 A cm-2 (Figure 40). This is supported by the extension of the stagnant 

bubble region, observed via high-speed imaging (Figure 39), a major part of which occurs 

between 0.6 A cm-2 and 1 A cm-2. 
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6.5 Conclusion 

This chapter successfully demonstrated the potential of acoustic emission as a low-cost 

diagnostic tool for PEMWEs; in particular to study two-phase flow within the flow channels 

during gas formation. Two studies on different PEMWE cells showed the capability of AE 

to diagnose the flow regime and stagnant bubbles in the flow channels.  

A close link between bubble size and number within the flow channel of a PEMWE and the 

AE measured on the surface of the end-plates has been established. Two locations along 

the single flow channel of a PEMWE have been investigated via AE measurements and 

high-speed imaging. For the upper location, AE measurements showed that the number of 

acoustic hits reaches a maximum around 0.5 A cm-2 and decreases to a plateau at higher 

current densities. The average frequency of these hits decreases with current density, 

which can be attributed to an increase in average bubble size. High-speed imaging at the 

upper location is consistent with the acoustic emission results. The number of bubbles 

detected follows the same trend as the number of acoustic hits with current density. This 

implies that AE can monitor relative changes in the number of bubbles flowing through an 

electrolyser and therefore can detect the change between bubbly and slug flow regime. 

Image analysis also showed a trend towards increasing bubble size at higher current 

densities, which supports the frequency data from acoustic emission; hence, AE can be 

used to detect changes in bubble size in a PEMWE. Similar trends were observed for the 

lower location; however, not as pronounced as for the upper location. This is consistent 

with smaller amounts of gas passing by the lower location, which causes the relative 

changes in bubble number and size to be less significant.  

To further strengthen the link between acoustic emission and flow regime diagnosis, a flow 

map was invoked. The states of operation in the PEMWE for this study covered the range 

from bubbly flow to the onset of the annular regime. By analysing the current density at 

which the number of acoustic hits reaches its maximum, a regime boundary between 

bubbly and slug flow for the flow system used in this work was found. This regime boundary 

lies within the wedging regime, as defined by Cubaud et al. [67], which is a transitory regime 

between bubbly and slug flow. This supports the idea that the maximum of acoustic hits is 
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found at the transition between the bubbly and the slug regime and hence implies that 

acoustic emission can be used to identify this regime change. As the number and size of 

bubbles in a PEMWE are consequences of local and global current density, AE can offer 

novel insight into the flow characteristics of the system and, potentially, local non-uniformity 

in the distribution of current density. 

In a separate study, acoustic emission has been demonstrated as a useful technique for 

operando diagnosis of bubble blockage in a single-cell PEMWE. High-speed imaging of an 

optically-transparent PEMWE cell with a parallel flow-field was used to visualize the bubble 

movement in the flow channels. The length of the part of the flow channel containing 

stagnant bubbles was found to increase with current density, eventually reaching the 

location of the acoustic emission sensor. With increasing flow channel blockage, a dramatic 

change in acoustic activity was observed. The acoustic hit rate dropped from 80.0 s-1 to 

1.0 s-1, average hit amplitude increased from 32 dB to 50 dB, average hit duration from 0.1 

ms to 1.0 s and average hit energy from 0.004 aJ to 3400 aJ. These changes occurred 

abruptly between 0.5 A cm-2 and 1 A cm-2, which coincides with a significant extension of 

the stagnant bubble region in the flow channels. This leads us to conclude that the change 

in acoustic activity is caused by the flow regime in the channels changing from two-phase 

flow to stagnant bubbles. The accumulation of gas in the flow channels occurs when gas 

production exceeds the capacity of the system for gas removal, which can affect the water 

distribution in the PEMWE. Further, as the accumulation of gas in the flow channels is 

strongly affected by the flow-field geometry, the results in this work also demonstrate the 

potential of using AE to screen different flow-field geometries for gas blockage and draw 

conclusions on how to optimise flow-field designs. 

The use of this operando diagnostic tool has successfully been applied to PEMWEs, but 

could be extended to other applications. The accumulation of gas within a system or plant 

can cause inefficiencies or pose a hazard in many areas of chemical production and 

transport. Moreover, it has been shown that the change of two-phase flow regime 

influences the pressure drop [67,267]. Hence, the technique presented in this chapter could 

be deployed to screen various flow-field configurations or monitor safe limits of operation, 

replacing less cost-effective or accessible diagnostic tools such as neutron or X-ray 
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imaging [83,88,90].  

However, due to the strong acoustic signal obtained from the flow channels, it was not 

possible to investigate LGDL mass transport processes using AE. Further, the use of an 

individual sensor requires the repetition of experiments with different sensor locations to 

obtain spatially resolved information. In response to these shortcomings, acoustic time-of-

flight imaging will be introduced in the following section as a diagnostic tool providing 

spatially-resolved data on the water-gas distribution in the flow channels as well as the 

LGDL. 
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7 Acoustic Time-of-Flight 
Imaging of PEMWEs to Probe 
Internal Structure and Flow 
Characteristics
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7.1 Overview 

In this chapter, acoustic time-of-flight (AToF) imaging has been demonstrated as a low-

cost, rapid, non-destructive, operando tool to characterize processes in the flow channels 

and LGDL of a PEMWE. An array of 64 piezoelectric sensors was used, with all sensors 

emitting input pulses and detecting the acoustic wave reflected by the sample (pulse-echo 

mode). The shape and intensity of this reflected waveform depends on the ratio of reflection 

and transmission at phase interfaces and is strongly affected by resonant scattering of 

acoustic waves by gas bubbles. This AToF imaging technique was deployed to produce 

reflection intensity maps of the anode flow-field and LGDL; by measuring the AToF 

response for current densities ranging from 0 A cm-2 to 2 A cm-2, a close correlation was 

found between the acoustic attenuation in the flow-field and the production and removal of 

oxygen gas through the flow channels. Furthermore, a close link between the AToF 

response and water thickness in the LGDL was demonstrated, as supported by literature 

data. The application of AToF imaging has been established as a novel technique of 

investigating PEMWE operation and as an alternative to more complex imaging techniques 

such as neutron imaging. The work in this chapter has been published in International 

Journal of Hydrogen Energy [268]. 
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7.2 Introduction 

The widespread industrial use of PEMWEs for hydrogen production and grid stabilization 

will be accelerated through advances in the performance and cost of the technology. One 

of the most effective ways of improving such technology is through the establishment and 

use of a robust set of metrology tools to screen the effect of design modification, support 

optimization of operational parameters and facilitate low-cost maintenance and repair. 

Traditional electrochemical testing methods, including the interpretation of polarization 

curves and electrochemical impedance spectroscopy, are valuable diagnostic techniques, 

but do not offer the same level of spatially resolved information as modern imaging 

technologies. X-ray computed tomography [153,156,170,172], neutron imaging [85,88–90] 

or optical imaging [43,44,73,81] have been used to visualise internal operational processes 

such as the two-phase flow in the flow channels, the microstructure of the liquid-gas 

diffusion layer (LGDL), water-gas dynamics in the LGDL, or the particle structure of the 

catalyst layer. However, these techniques are often expensive and may require adaptations 

of the PEMWE cell to facilitate measurement.  

Acoustic diagnostic techniques can overcome many of these disadvantages and promise 

low-cost, fast, and non-destructive operando analysis of PEMWEs and other 

electrochemical energy storage and conversion devices. AToF is an acoustic technique 

wherein samples are actively probed with ultrasound waves; the transmitted or reflected 

response signal is recorded as a function of time-of-flight (ToF) through the sample. The 

intensity of a reflection signal depends on how strongly the input signal has been attenuated 

by the sample. Acoustic attenuation occurs at an interface between two different phases 

due to reflection or resonant scattering, for example from a gas bubble or group of bubbles 

(Figure 41). At each interface, a portion of the incoming signal is reflected, while the 

remaining signal is transmitted into the next domain. When an acoustic signal interacts with 

a bubble interface, it is not only partially reflected, but can also be resonantly scattered if 

the signal frequency is close to the resonant frequency of the bubble. In this case, the 

signal is scattered in all directions, causing a very high acoustic attenuation of the input 

signal. A more detailed discussion of acoustic attenuation mechanisms is found in 
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Section 4.4.2.2. 

 
Figure 41: Schematic diagram of acoustic attenuation mechanisms in a PEMWE. The input signal 

(𝐼0) is emitted by the AToF sensor and penetrates the end-plate. At each phase interface, a portion 

of the signal is reflected (𝐼𝑅), while the remaining signal is transmitted through the next domain (𝐼𝑇). 

In the flow channels, the signal can be reflected at liquid/gas interfaces (𝐼𝑅), but also attenuated by 

resonant scattering with gas bubbles (𝐼𝑆). Arrow lengths indicate the relative intensity of an acoustic 

signal. 

This chapter applies AToF for low-cost, non-destructive, and operando imaging of 

PEMWEs. Where previous work on AToF analysis of batteries has mostly relied on single 

sensors, an array of 64 sensors was deployed in this work. Reflection (pulse-echo) 

measurements were used to investigate gas/water (two-phase) processes occurring in the 

flow-field and LGDL as a function of current density. This provides insights into mass 

transport phenomena in PEMWEs, which would otherwise have required more expensive 

and time-consuming diagnostic approaches.  
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7.3 Experimental 

Some of the details found in this section are also included in Section 4.1 to support the 

reader. 

7.3.1 PEMWE Cell 

The PEMWE used for experiments (Figure 42 (a) and (b)) had a square 9 cm2 active area 

and consisted of acrylic end-plates, titanium flow-fields, a titanium LGDL on the anode side, 

a carbon paper gas diffusion layer (GDL) on the cathode side, and a catalyst coated 

membrane (CCM). The flow-fields consisted of nine parallel channels with a length of 3 cm, 

a width of 1.76 mm, and a depth of 2.00 mm. Sintered titanium powder (Merelex, USA) was 

used as LGDL and Toray H-060 carbon paper as GDL. The CCM was coated with 3.0 mg 

cm-2 iridium/ruthenium oxide on the anode side and 0.6 mg cm-2 platinum on carbon on the 

cathode side (ITM Power, UK). The cell was held together with eight M5 screws, each 

fastened to a torque of 2.5 Nm. Water was circulated through anode and cathode with an 

inlet temperature of 50 °C and a flow rate of 50 ml min-1 at each electrode. 

A Gamry Reference 3000 Galvanostat/Potentiostat with a Gamry 30k Booster (Gamry 

Instruments, USA) was used for electrochemical testing between 0 A cm-2 and 2 A cm-2. 

The i-V curve was obtained following the guidelines of the Horizon 2020 Fuel Cells and 

Hydrogen Joint Undertaking Programme [269]. Electrochemical impedance spectroscopy 

(EIS) data were recorded in the frequency range from 10 mHz to 10 kHz at specific DC 

current densities between 0 A cm-2 and 2 A cm-2 with an AC current modulation of 10 % of 

the applied DC current. 
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Figure 42: (a) The PEMWE setup consists of end-plates, parallel flow-fields, a titanium sintered liquid-

gas diffusion layer (LGDL), the catalyst coated membrane (CCM), and the gas diffusion layer (GDL) 

on the cathode side. (b) The AToF sensor array is mounted on the outer surface of the anode end-

plate. 

7.3.2 AToF Measurements 

All measurements were taken with an array of 64 acoustic sensors in pulse-echo mode on 

the anode side of the PEMWE. Each data point was averaged from the signals received 

from 16 neighbouring sensors (1-16, 2-17, 3-18, …., 49-64), which is called a ‘sensor unit’. 

Each sensor unit recorded one measurement per second. The signal received was the 

reflected portion of the input signal, which was a pulse sequence with a maximum repetition 

frequency of 20 kHz. All data was amplified before recording. The amplitude of this 

amplification is called the acoustic gain. Sensors were controlled and read out with an 

Olympus FOCUS PX system (Olympus Scientific Solutions, USA). All AToF data in this 

work is given as a percentage of the sensor saturation value. Before each experiment, a 

layer of acoustic gel (D12 Couplant Gel, Olympus Scientific Solutions, USA) was applied 

to the outer surface of the PEMWE and the sensor. This provided good acoustic coupling 

between sensor and PEMWE surface and ensured a consistent signal across the surface.  

Two different types of AToF experiments were conducted: fixed position experiments and 

area scans. For fixed position experiments, the sensor was mounted to a specific location 

and data were recorded continuously while the current density was increased from 0 A cm-2 

to 2 A cm-2 in 0.1 A cm-2 increments, each lasting 120 s. Three different locations along the 

length of the flow-field were defined, each covering the whole width of the flow-field. The 
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lower location was 0.5 cm from the bottom end of the active area, the upper location 0.5 

cm from its top end, and the middle location exactly 1.5 cm from either end of the flow-field. 

On the other hand, area scans were performed by moving the sensor array across the 

active area (10 mm s-1) from the bottom to the top of the flow channels, while operating the 

PEMWE at a constant current density. The sensor array was mounted onto an additional 

Rexolite block (thickness: 2 cm) to avoid damaging the sensor surface while gliding it over 

the PEMWE surface. 

To analyse the acoustic response from different components of the PEMWE, different time-

of-flight intervals of the echo-response were analysed; as the LGDL was located after the 

flow-field, peaks at a higher ToF were attributed to the LGDL, lower ToF peaks were 

attributed to the flow-field. Experiments were conducted with different acoustic gains (signal 

amplification). A clear signal from the anode flow-field was obtained at a gain of 40 dB, 

however, this acoustic intensity was not strong enough to obtain a clear reflection signal 

from the LGDL. Therefore, experiments were also carried out at a gain of 60 dB, in which 

case the signal from the flow-field was saturated, but sufficient signal intensity for analysis 

was obtained from the LGDL.  

For comparison to AToF measurements of the PEMWE during operation, measurements 

of the dry PEMWE cell (without water inflow) at all three different sensor locations were 

taken as well.  

7.3.3 AToF Data Analysis 

Data was visualised in real-time in the FocusPC software (Olympus Scientific Solutions, 

USA), which was also used for data export. The FocusPC interface was used to measure 

the maximum reflection intensity in time-of-flight intervals containing the reflection peaks 

related to specific components of the PEMWE, e.g. flow-fields or the LGDL. The waveform 

intervals correlated to components of the PEMWE were chosen manually based on a 

number of AToF scans with varying parameters. Subsequently, the peak intensity was 

recorded for each sensor unit and throughout the duration of the experiment. More details 

on AToF data analysis can be found in Section 4.4.4. 

The resulting data points were mapped and analysed qualitatively and quantitatively. Each 
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peak of the waveform (intensity value in an acoustic map) is caused by the reflection of the 

acoustic input signal at an interface. The intensity of a reflection peak relates to the fraction 

of signal which is reflected at a given interface (the acoustic reflection 𝑅), which is a function 

of the acoustic impedances of the adjacent phases (see Section 4.4.2.2). 

Understanding the causes of reflection in a system enables an understanding of the nature 

of an interface from observing the intensity of the recorded reflection peaks. However, the 

pulse-echo signal is not only influenced by reflection at interfaces, but also by resonant 

scattering. This occurs when an acoustic wave travels through a medium containing gas 

bubbles (such as water in the flow channels of a PEMWE). If the frequency of the wave is 

at or near the resonance frequency of a gas bubble, a major fraction of the wave is 

scattered. However, during operation of a PEMWE, a multitude of gas bubbles are 

produced, covering a wide range of bubble sizes, hence, a wide range of frequencies exist 

within which resonant scattering between acoustic wave and bubbles can occur. The flow-

channels of a PEMWE under operation therefore strongly attenuate the AToF signal and 

the degree of attenuation of the signal in the flow channels is a measure of the amount of 

gas being transported. Details on the scattering frequency of individual gas bubbles and 

bubble clouds are found in Section 4.4.2.2 and were used in the following for data 

interpretation. 

To obtain frequency information from the pulse-echo response, fast Fourier transform 

(FFT) analysis of the AToF waveform was performed using the FocusPC software. The 

pulse-echo response across the entire time-of-flight was analysed, yielding an intensity 

spectrum as a function of frequency. The frequency at which the maximum intensity was 

found, will be referred to as peak frequency in the following. Comparison of the peak 

frequency with values obtained from the equations in Section 4.4.2.2 serves to indicate 

whether the obtained signal predominantly originated from resonant scattering. 
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7.4 Results and Discussion 

7.4.1 Electrochemical Testing 

The PEMWE cell showed typical polarization behaviour (Figure 43 (a)), consistent with 

previously reported data sets [31,43,59,120]. EIS was used to examine the influence of 

mass transport effects on the overall PEMWE performance (Figure 43 (b)): while the width 

of the left-hand arc (high-frequency) in the Nyquist plot determines the activation 

overpotential, the right-hand arc (low-frequency) quantifies the mass transport 

overpotential [78,120,270]. The width of the right-hand arc increased from low to high 

current density, by around 30 % from 0.25 A cm-2 to 2 A cm-2. This indicates a significantly 

higher overpotential due to mass transport processes at higher current densities.  

 
Figure 43: (a) Overall PEMWE cell performance, shown as voltage against current density ranging 

from 0.00 A cm-2 to 2.00 A cm-2. (b) Electrochemical impedance spectra of the PEMWE, represented 

as negative imaginary impedance −𝑍𝑖𝑚𝑔 against the real impedance 𝑍𝑟 (Nyquist plot), for 0.25 A cm-2, 

1 A cm-2, and 2 A cm-2. 

On the anode side of a PEMWE, as current density increases, an increasing flux of water 

has to be transported to the active catalyst sites, while increasing amounts of oxygen have 

to be removed from the system. The water transport capacity from the flow-field, through 

the porous LGDL, to the CCM and oxygen transport in the reverse direction is finite and 

consequently increasing mass transport inefficiencies occur with increasing current density 

and lead to an increase in PEMWE operational voltage. This rise is due to the mass 

transport overpotential, which is caused by the overall increase of mass transport in the 
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PEMWE system. 

7.4.2 Structural Investigation with AToF 

The ability of acoustic waves to penetrate through layers of material can be used for rapid 

inspection and diagnostics. AToF scanning of the entire active area (as described in 

Section 7.3.2) provided a spatially resolved 3D imaging technique, visualising the structure 

of different PEMWE components. Experiments at two different acoustic gains were used to 

investigate the structure and assembly of flow-field and LGDL in the PEMWE. Each AToF 

experiment offered depth-profiling of the same layers of the PEMWE, such as flow-field 

and LGDL, but investigation of different layers was carried out in separate experiments to 

obtain an optimal and clear signal from each component. The PEMWE was operated at 

0.25 A cm-2 for both experiments, hence water and oxygen gas both exist in flow-field as 

well as the pore phase of the LGDL. Based on preliminary experiments, different time-of-

flight intervals were chosen for each component, measuring the maximum reflection peak 

intensity in the respective interval. 

The structure of the flow-field was visualized with AToF, showing details of the flow 

channels, the ribs and water inlet and outlet. A low reflective peak was observed in channel 

areas (blue areas in Figure 44 (a)), while the ribs were marked by high reflective peaks 

(yellow areas). Comparison between the actual geometry of the parallel flow-field (Figure 

44 (b)) with the AToF image showed that all eight ribs and nine channels were detected. 

The ratio between rib length and width was 17.05 for the actual flow-field design, and was 

manually measured to be 18.70 from the AToF image. Based on the width of the active 

area (30 mm, 32 pixel) a spatial resolution of 0.94 mm was obtained. The fact that high 

reflection intensities were detected in the rib areas, while lower intensities were found in 

the channel areas, suggests that the acoustic impedance of the acrylic end-plate was more 

closely matched with the acoustic impedance of the water-filled channels than with the 

acoustic impedance of the titanium flow-field ribs. This might seem counter-intuitive, but 

can be derived from the material values (Section 4.4.2.2). Further, the very low reflection 

intensity in the flow channels is likely to be attributed to resonant scattering from oxygen 

bubbles. This will be further validated in Section 7.4.3.  
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Figure 44: (a) AToF scan of the anode flow-field of the PEMWE, showing rib and channel areas, as 

well as water inlet and outlet. (b) The CAD design of the flow-field, shown for comparison. (c) AToF 

scan of the LGDL, illustrating a granular distribution of high and low reflection intensity. (d) SEM 

image of the LGDL microstructure given for comparison. Image was obtained on a Zeiss EVO MA10 

(Carl Zeiss, USA) at an electron accelerating voltage of 15 kV and a magnification of 100x. Both 

AToF area scans were obtained during operation of the PEMWE at a constant current density of 

0.25 A cm-2. Hence, water was circulated through the flow-field, and LGDL and flow channels 

contained water as well as oxygen. 

Investigating a different set of peaks at a higher acoustic time-of-flight (hence relating to a 

PEMWE component located behind the flow-field), an AToF image of the LGDL was 

obtained during operation of the PEMWE at 0.25 A cm-2 (Figure 44 (c)). The LGDL was a 

porous sintered titanium structure (Figure 44 (d)) with pores being filled with either water 

or gas. For the AToF response, a granular distribution of high and low reflective peaks, 

randomly distributed over the LGDL area, was observed. AToF is a depth-profiling 

technique, hence the reflection intensity from the LGDL was affected by acoustic processes 

in the flow-field and end-plate. As the reflection at an interface is a function of the acoustic 
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impedance of both materials at this interface, the acoustic response from LGDL pores and 

particles was different in rib and land areas. This makes it difficult to clearly assign low or 

high reflection peaks to either pores or particles. Further, the granularity of the AToF 

response was much coarser than the microstructure of the LGDL. As observed above, the 

spatial resolution of the AToF measurement is 0.94 mm, while the size of pores and 

particles of the LGDL are significantly smaller (Figure 44 (d)). This suggests that with the 

given experimental equipment AToF cannot be used to distinguish individual pores or 

particles, but rather larger accumulations of gas or water in a network of adjacent pores. 

However, by observing the overall reflection intensity as a function of current density, 

conclusions can be drawn on the volume averaged macroscopic processes in the LGDL 

(Section 7.4.3.2).  

The above results show that AToF scans are a powerful 3D imaging and depth-profiling 

tool for quick inspection and qualitative analysis. However, to obtain quantitative data as a 

function of current density, fixed position AToF measurements are also investigated below 

to reduce any error that may be introduced while moving the acoustic sensor.  

7.4.3 AToF for Quantitative Assessment 

By applying AToF across the whole width of the active area at a fixed location, while varying 

current density, statistically reliable data (probing of a constant state of operation for 120 

s) on the acoustic response was obtained. Experiments were conducted at three different 

sensor locations (lower, middle, and upper as defined in Section 7.3.2) and two different 

acoustic time-of-flight intervals to access the flow-field and LGDL, respectively. 

7.4.3.1 Flow-Field 

Figure 45 (a) shows the AToF response from the flow-field at the middle location on a 

logarithmic scale between 0 A cm-2 and 2 A cm-2, hence, illustrating the evolution of the 

reflection intensity in the middle segment of the flow-field across the entire active area (and 

all flow channels and ribs) as a function of current density. To visualize the large relative 

changes in intensity across the current density range, the use of a logarithmic scale was 

required. A general trend from high reflection intensity to low reflection intensity was 

observed as current density was increased. While the average intensity of the flow-field 



  

200 
 

reflection peaks was around 55 % at 0 A cm-2, it dropped to 5 % at 2 A cm-2. At 0 A cm-2, 

the AToF signal was reflected at the interface between the end-plate and flow 

channels/ribs. Due to the mismatch in physical properties, and hence acoustic impedance, 

the transition from end-plate to water in the flow channels produced a strong reflection 

peak. As current density increased, the flow channels were not only filled with water, but 

also with an increasing amount of oxygen bubbles. As outlined in Section 4.4.2.2, gas 

bubbles attenuate the AToF signal via resonant scattering. This explains why the averaged 

intensity decreased continuously with increasing current density. As more gas was 

produced, the acoustic input wave was scattered (anisotropically) more strongly, which 

reduced the intensity of the echo signal detected.  
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Figure 45: (a) AToF reflection map of the flow-field across all flow channels at the middle sensor 

location for current densities ranging from 0 A cm-2 to 2 A cm-2. This illustrates the evolution of the 

reflection intensity in a segment across the width of the flow-field, roughly the same height as the 

AToF sensor, as a function of current density. The intensity of the reflection peaks is indicated using 

a logarithmic color map. Dashed black lines indicate parabolic lines of identical intensity. (b) The 

average intensity of reflection peaks across all flow channels for lower, middle, and upper sensor 

locations as a function of current density. The average intensity band measured in the dry cell is 

shown for comparison (dashed black lines). (c) For comparison, the inverse of the amount of oxygen 

per flow channel, G, is shown as a function of current density for all three sensor locations. 

This also suggests that resonant scattering was the dominant attenuation mechanism in 

the flow channels. As current density increases, the amount of oxygen increases, and a 
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number of flow regimes is typically observed in the flow channels. It is well-established that 

at low current densities the bubbly flow regime is observed, which then consecutively 

develops into slug and annular flow with increasing current density and location along any 

given flow channel [40]. Due to the large number of individual bubbles [218], the bubbly 

regime exhibits by far the highest amount of liquid/gas and gas/solid interfaces. If acoustic 

reflection at interfaces were to be the dominant attenuation mechanism, a maximum of 

reflection would be expected in the bubbly regime, with a decrease in reflection intensity 

for higher current densities due to the reduction in interfaces and the increasing amount of 

resonant scattering. However, as a continuous decrease in reflection intensity was 

observed experimentally, it appears likely that the dominant mechanism of acoustic 

attenuation in the flow channels was resonant scattering.  

To establish the link between oxygen gas production and AToF signal, the pulse-echo 

response averaged across all channels (Figure 45 (b)) and the inverse (increasing gas flow 

reduces the reflection intensity) of the gravimetric gas flow per flow channel, G, (Figure 45 

(c)) are displayed as a function of current density. The gas flow was calculated theoretically 

based on Faraday’s law [40,218]. The different gas flows at the sensor locations was 

accounted for by adapting the active area used for the calculation, according to the location 

of the sensor along the flow channels. The pulse-echo response showed a continuous 

decrease with current density, which mirrors the behaviour of the inverse oxygen flow 1 𝐺⁄ . 

An initial drop at low current densities was followed by a linear decrease from around 

0.5 A cm-2 to 2 A cm-2. The distance between the curves for different locations was not as 

pronounced for the pulse-echo response as for the calculated inverse gas flow. This implies 

that attenuation due to resonant scattering was the dominant mechanism. However, it was 

convoluted by other attenuation mechanisms, such as reflection from gas/liquid and 

liquid/solid interfaces.  

This was further supported by comparing the average reflection intensity in the flow 

channels under operation and in the completely dry cell. The band of average reflection 

intensity (two standard deviations) ranged between 11.46 % and 20.75 % (dashed black 

lines in Figure 45 (b)) for AToF measurements of the cell completely filled with air and void 

of water. However, the dry reflection intensity was considerably higher than values obtained 
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during PEMWE operation at current densities beyond 0.75 A cm-2, where the flow channels 

contained a water-gas mixture. Hence, the signal attenuation in the flow channels could 

not be solely caused by the reflection at the gas interface. It is therefore implied that 

resonant scattering caused the unexpectedly low reflection intensity values.  

Another feature of the AToF signal was that it exhibited an approximately parabolic profile 

across the flow channels. From left to right, the transition from a given acoustic intensity 

level to a lower one (e.g. yellow to blue in Figure 45 (a)) occurred at an increasingly high 

current density. Therefore, the lines of equal AToF intensity (black dashed lines in Figure 

45 (a)) formed a parabolic profile roughly increasing from left to right. The effect of non-

uniform flow distribution, following a parabolic profile, in a parallel flow-field is well 

documented [72,75,76] and has been observed with optical imaging of the PEMWE flow 

channels [73]. This is a consequence of the flow-field being designed in a Z-pattern, with 

water inlet and outlet being located at diagonally opposed ends of the parallel flow-field, 

which causes the water flow rate to be higher in the channels to the right (closer to the 

outlet) by a factor of up to five compared to the remainder of the channels [72]. This further 

established the ability of AToF to represent the physical processes in the flow-field. 

To further confirm resonant scattering as a dominant force of acoustic attenuation in the 

flow channels, for the middle location, the calculated frequencies for resonant scattering 

were compared with the peak of the signal frequency spectrum obtained via FFT (Figure 

46). The frequency of resonant scattering was calculated as a function of current density 

(as described in Section 4.4.2.2), using a mass balance and Faraday’s law to determine 

the gas fraction [40,218]. For the middle location, the active area was assumed to be half 

of the entire active area, thus only accounting for the amount of gas that had accumulated 

in the flow channels at the middle sensor location. Assuming the bubble cloud diameter 

being equal to the width of a flow channel, the resonant frequency is trending towards 

infinite values for 0 A cm-2 and falls to around 0.50 MHz at 2 A cm-2. Additionally, the 

frequency of peak intensity was determined from the AToF signal for each current density 

via FFT analysis of the waveform along the entire observed time-of-flight. This indicated 

the most common echo-signal frequency occurring in the PEMWE and was linked to the 

processes causing the echo-response. The peaks related to the flow channels were by far 
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the most dominant signal; hence, it is assumed that the obtained frequency spectrum was 

representative of the flow channel processes. Peak frequencies were observed in the range 

from around 2.70 MHz to 0.95 MHz. The development of the observed peak frequency 

broadly followed the trend of the calculated bubble cloud frequency. This indicated that a 

major part of the received pulse-echo signal originated from the resonant scattering of 

bubbles and bubble clouds, respectively. Due to its anisotropy, this mechanism caused 

strong attenuation of the overall signal; however, the fraction of signal scattered towards 

the AToF sensor was still significant, as indicated by the measured and calculated 

frequency spectra.  

 
Figure 46: The resonant scattering frequency of a bubble cloud with the diameter of a flow channel 

for isothermal and adiabatic operation of the PEMWE as a function of current density. The peak 

frequency of the AToF signal (obtained via FFT analysis) is shown as single data points, which are 

consistent with the resonant scattering frequency. The lower frequency detection limit is given for 

reference (dashed blue line). All calculations and measurements refer to the middle sensor location. 

7.4.3.2 LGDL 

By increasing the acoustic gain and investigating a different time-of-flight interval, a detailed 

AToF investigation of the LGDL was made possible. The LGDL lacked clear macroscopic 
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structures compared to the flow field (channels, ribs), but consisted of a high number of 

water or gas-filled pores and titanium particles. As for the flow-field, the LGDL was probed 

between 0 A cm-2 and 2 A cm-2 at upper, middle, and lower sensor locations. The resulting 

current (time) / location map is shown for the middle position in Figure 47(a). The x-axis 

shows the line scan across the middle section and the y-axis the varying average cell 

current density as it increases with time. 

 
Figure 47: (a) AToF reflection map across the LGDL width at the middle sensor location for current 

densities ranging from 0 A cm-2 to 2 A cm-2. The intensity of the reflection peaks is indicated using a 

linear color map. (b) Average intensity of reflection peaks across the LGDL width for lower, middle, 

and upper sensor locations as a function of current density. 

For low current densities below 0.5 A cm-2, randomly distributed reflection maxima and 

minima were observed, which is similar to Figure 44 (c). Above 0.5 A cm-2, this random 

distribution disappeared and a structure of clearly localized maxima and minima developed, 

which mirrored the rib/channel structure of the flow-field. It is well established through 

neutron imaging studies that the LGDL carries more oxygen gas and less water under the 

rib areas than under the channel areas of the flow-field in an operating PEMWE [87–89]. 

This trend was confirmed by AToF imaging, providing further confidence in this technique 

and establishing the possibility to examine the water-gas distribution in the LGDL in more 

detail via AToF. However, it has to be noted that the measurement of LGDL processes 

through AToF is affected by the flow-field. As the acoustic signal has to travel through the 

flow-field before reaching the LGDL, and the signal reflected by the LGDL has again to 

cross through the flow-field before being detected, processes in the flow-field can 

potentially lead to deviations in the signal associated with the LGDL, e.g. the existence of 
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rib/channel features in the AToF response from the LGDL can potentially be an artefact 

caused by the input signal being transmitted through the flow-field before penetrating the 

LGDL.  

The overall intensity of reflection peaks attributed to the LGDL decreased with increasing 

current density (Figure 47 (b)). The variance between individual locations is likely caused 

by differences in local porosity of the LGDL and the formation of gas and water pathways 

in specific areas. A decrease from around 52 % acoustic intensity at 0 A cm-2 to around 

38 % at 2 A cm-2 was observed for the middle position. However, the typical decrease in 

reflection peaks with current density was considerably smaller in the LGDL than in the flow 

channels. Other than in the flow-field, where almost the entire channel was filled with gas 

at high current density, in the LGDL only certain parts of the porosity of the LGDL contained 

gas at any given time. The remainder consisted of solid titanium and water pathways, which 

change little with current density.  

The development of reflection intensity with current density observed here is consistent 

with through-plane water thickness measurements performed using neutron imaging [90], 

which will be presented in Section 5. Neutron imaging can reliably measure the absolute 

water thickness in a sample due to the strong interactions of neutrons with hydrogen atoms 

and therefore data on the water thickness in the LGDL obtained via neutron imaging can 

be used for validation and calibration of AToF data. As shown in Section 5, a decrease in 

water thickness by 12 % between 0.25 A cm-2 and 1.5 A cm-2 was found averaged across 

all rib areas using the same LGDL material as this work. This compares to a decrease of 

13 % in reflection intensity across the active area found in this work between 0.2 A cm-2 

and 1.5 A cm-2. The close correlation in neutron imaging data and AToF response 

emphasized the possibility of applying AToF imaging to LGDL processes and validated the 

chosen methodology.  
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7.5 Conclusion 

This work establishes AToF imaging as a promising diagnostic tool for PEMWEs, however, 

the resolution limitations outlined in Section 7.4.2 have to be considered carefully when 

applying AToF imaging. It is demonstrated that the internal structure and assembly of flow-

field and LGDL can be visualized using AToF scans across the PEMWE active area. This 

can be used for rapid, non-destructive inspection and diagnosis of PEMWE systems and 

offers a much lower cost and easily deployable operando imaging capability than 

established methods, such as X-ray or neutron imaging. By measuring the pulse-echo 

response of a PEMWE operated between 0 A cm-2 and 2 A cm-2 a range of effects typical 

for PEMWEs have been observed, which corroborates the effectiveness of AToF imaging. 

These effects were related to the flow-field as well as the LGDL. 

Acoustic investigation of the flow-field showed a general decrease in reflection intensity 

with increasing current density. This indicates an increasing acoustic attenuation, which is 

caused by the increasing amount of oxygen gas produced and removed through the flow 

channels. It is shown by calculating the amount of oxygen produced due to electrochemical 

activity that the AToF signal scales closely with the inverse of the amount of gas in the flow 

channels. By determining the peak frequency of the AToF signal as a function of current 

density using FFT analysis, and comparing these data with theoretical expectations for the 

frequency of resonant scattering of bubbles, the link between gas bubbles in the flow 

channels and acoustic attenuation was confirmed. Further, AToF imaging yielded a 

parabolic profile of intensity across the flow channels, an effect well established in the 

literature, which corroborates the validity of the data obtained in this work.  

AToF imaging of the LGDL showed a granular distribution of reflection maxima and minima. 

However, the spatial resolution of the AToF equipment was not sufficient to resolve the 

LGDL microstructure of gas/water pathways and titanium particles. Just as for the flow-

field, a general trend of decreasing reflection intensity with increasing current density was 

observed between 0 A cm-2 and 2 A cm-2. However, the trend was less pronounced than 

for the flow-field. It was demonstrated that the AToF response scales closely to data on the 

water thickness in the identical LGDL material, obtained via neutron imaging. Further, AToF 
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imaging showed a distinct difference between areas of the LGDL under rib and land areas 

of the flow-field, respectively. This can potentially be attributed to the accumulation of gas 

and water under rib and channels of the flow-field, respectively. This effect has been well 

documented by neutron imaging. Overall, this confirms the ability of AToF imaging to 

investigate macroscopic processes in the LGDL. 

In conclusion, it was demonstrated that AToF imaging is well suited to investigate mass 

transport processes in flow-field as well as the LGDL of PEMWEs. It offers a low-cost, 

rapid, non-destructive, operando imaging tool. In a research context, it can potentially 

replace more time-consuming, expensive and specialized investigation techniques such as 

neutron and X-ray imaging. Commercial applications could include rapid inspection of 

single cells and PEMWE stacks or the diagnosis of non-uniform distribution of reactants 

across the active area, which could indicate faulty cell assembly or issues related to the 

CCM. 
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8 Future Work 
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8.1 Overview 

This section will outline a number of experimental plans, which naturally follow from the 

ideas and results outlined in this work. In some cases, preliminary results are shown to 

demonstrate the feasibility or value of these projects, which would form a good starting 

point for postdoctoral research or a PhD project.  
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8.2 Novel Engineering Approaches 

One of the key conclusions from this work is that the established designs and materials 

used for PEMWEs come with a number of disadvantages and are not optimized for mass 

transport under high current density. This calls for novel approaches to the design of LGDL 

and flow-fields, using well-defined structures instead of naturally available materials (e.g. 

sintered powder), and tailoring geometries to optimize mass transport.  

8.2.1 Additive Manufacturing of LGDLs 

In recent years, additive manufacturing (‘3D printing’) has become one of the most 

promising approaches for manufacturing of novel structures for energy-related structures, 

such as battery or supercapacitor electrodes, electronic circuits, or flexible lighting [271]. 

Additive manufacturing usually refers to extrusion-type 3D printing; however, it also 

encompasses selective laser sintering (SLS), selective laser melting (SLM), and electron 

beam melting (EBM), which are used to 3D print metal structures from a bed of metal 

powder. These processes have successfully been used to 3D print PEMWE components, 

such as titanium LGDLs [272], stainless steel flow-plates [62,273], and stainless steel 

plates integrating flow-field and LGDL in one component [51].  

The versatility of 3D printing can also be used to create LGDL structures with tailored pore 

shapes and hydrophilicity. Additive manufacturing offers the capability of creating LGDLs 

with conical pores, hence manipulating the contact angle between pore wall and water. 

This results in tuneable hydrophilicity of the pore and allows to distribute pores with 

modified water contact angle across the active area, therefore allowing for a targeted 

distribution of water to achieve optimized water ingress and equilibration of non-uniform 

distribution of reactants or current density across the active area.  

8.2.1.1 Preliminary Results 

To gain a first impression of the influence of the pore shape on mass transport in a PEMWE, 

three titanium LGDL (Thickness: 1 mm) were designed and manufactured (Protolabs, UK): 

one with straight, cylindrical pores (Figure 48 (b)), one with conical pores opening towards 

the CCM (Figure 48 (c)), and one with conical pores opening towards the flow channels 
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(Figure 48 (d)). It is expected that the three different pore shapes result in different water 

contact angles on the pore walls and therefore in varying hydrophilicity for the three LGDLs. 

Due to limitations in the spatial resolution of the 3D printing process, all pores were 

designed with an average diameter of 1.2 mm; hence, conical pores had a smaller opening 

of 0.8 mm and a larger opening of 1.6 mm. This resulted in a pore angle against the vertical 

of 21.8 °, which is, depending on the geometrical orientation of the LGDL pores, either 

added or subtracted from the water contact angle on titanium. Assuming a contact angle 

of water on titanium of around 60 ° [52,274,275], a water droplet contact angle in the LGDL 

pores opening towards the flow-field of around 38.2 °, and for the pores opening towards 

the catalyst layer of 81.8° is obtained. This illustrates the significant effect of pore 

orientation on its hydrophilicity. 

 
Figure 48: (a) Performance, shown as i-V curves, between 0 A cm-2 and 2 A cm-2 of the LGDLs with 

(b) cylindrical pores, (c) conical pores opening towards the CCM, and (d) conical pores opening 

towards the flow channels. 

Electrochemical testing demonstrated clear differences in PEMWE performance for the 

LGDLs (Figure 48 (a)). While the LGDLs with straight and pores opening towards the CCM 

exhibited a linear increase in voltage between 0 A cm-2 and 2 A cm-2, the LGDL with conical 

pores opening towards the flow channels showed a non-linear increase in voltage at high 

current densities. This suggested an increase in concentration overpotential, potentially 

due to insufficient supply of water to the CCM, and demonstrated that PEMWE 

performance can be affected by tailoring the LGDL pore shape. To demonstrate and 

quantify the effect of pore shape (hydrophilicity) on the concentration overpotential and 



  

214 
 

PEMWE performance, a systematic study, examining a wide range of 3D printed LGDLs 

with different pore shapes and sizes, would be required to ensure that the performance 

effect observed above is due to a change in mass transport, and not the variation of other 

parameters such as the available triple-phase boundary.  

The electrochemical performance of the LGDLs tested here is poor, with voltages 

exceeding 4 V at 2 A cm-2. However, due to the limitations on the minimum achievable 

feature size of the additive manufacturing process, the LGDL pores were large compared 

to the pore sizes of commonly deployed materials (e.g. 20 µm to 140 µm for a typical 

titanium felt, see Section 5.4.1). Therefore, the high operational voltage observed here is 

likely due to a lack of triple-phase boundary, but can be improved upon by creating LGDL 

structures with smaller pores. As additive manufacturing technology is constantly evolving 

[276], it is likely that such structures can be manufactured in the future. 
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8.3 Combination of Acoustic Techniques with Neutron 

Imaging 

The capabilities of acoustic techniques (AE, AToF) to detect changes in the two-phase flow 

in the flow channels have been demonstrated in this work. Further, a link between flow-

field geometry and the water distribution in the LGDL has been found (Section 5.4.2). By 

deploying neutron imaging and acoustic techniques simultaneously, a more detailed 

understanding of the link between two-phase flow and LGDL water-gas distribution can be 

obtained and the suitability of acoustic techniques as a low-cost alternative to radiation-

based imaging can be confirmed. 

Particularly AToF is well suited to be used in conjunction with neutron imaging due to its 

capability to measure the water-gas distribution in the LGDL as well as in the flow-fields. 

These experiments could confirm the correlation between the LGDL water thickness and 

the acoustic attenuation, but would also allow to observe the evolution of two-phase flow 

and water-gas distribution in the LGDL simultaneously and cross-validated by two different 

experimental techniques. The results could subsequently be used to create a calibration 

between AToF signal and water-gas distribution, which would pave the way to use AToF 

as an operando performance tool for PEMWE stacks and commercial plants. Pham et 

al. [277] demonstrated the combined use of AToF measurements and synchrotron X-ray 

imaging to validate the AToF capabilities to detect gas evolution and delamination in Li-ion 

batteries, which shows the feasibility and promise of combining AToF with advanced 

imaging methods.  
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8.4 Investigation of the Influence of Flow-Field Geometry 

on the Water-Gas Distribution in the Liquid-Gas 

Diffusion Layer 

Results in Section 5 indicate a link between flow-field geometry and the water-gas 

distribution in the LGDL underneath the flow-field. This correlation can be further 

investigated by a systematic study using neutron imaging to compare the water thickness 

distribution in x- and y-direction in the LGDL when using different flow-field geometries 

(parallel, single-serpentine, triple-serpentine).  

It is expected that areas of the flow channels with a high gas fraction, such as the upper 

regions in a parallel flow-field, also exhibit increased gas fractions (decreased through-

plane water thickness) in the areas of the LGDL underneath those areas.  

By comparing the water-gas distribution with the flow velocity and distribution of water and 

gas in the flow channels adjacent to specific areas in the LGDL, the extent and nature of 

the influence of flow-field processes on mass transport in the LGDL can be established. 

This would introduce the mass transport characteristics of a flow-field as a novel parameter 

to consider in optimizing cell assembly, besides established factors such as pressure drop 

and contact resistance with the LGDL. 
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8.5 Investigation of the Link between Flow Regime and 

PEMWE Performance 

As outlined in Section 3.2.4, uncertainty remains on whether the flow regime in the flow 

channels has an influence on PEMWE performance and the nature of this influence. While 

there is experimental evidence suggesting that flow regimes with a low water-to-gas ratio, 

such as plug or slug flow, cause a decrease in performance [40–42], it has also been 

argued that PEMWE performance might improve in slug flow [43,44]. 

However, to the author’s knowledge, no systematic study comparing PEMWE performance 

under a wide range of water and gas flows has been performed yet. By injecting oxygen 

upstream of the PEMWE anode, the amount of gas in the flow channels can be controlled 

and specific flow regimes achieved (see Figure 49). Varying the amount of injected gas, as 

well as the amount of circulated water, PEMWE performance and EIS spectra could be 

acquired in a very wide range, covering all relevant flow regimes.  

Further, AE sensors can be used to detect and quantify the flow regime in different locations 

across the PEMWE active area while varying water flow and gas injection. This would allow 

to reliably quantify the two-phase flow and obtain a clear link between performance and 

flow regime.  
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Figure 49: P&ID of the balance-of-plant used for PEMWE testing with anode gas injection to 

investigate the influence of the flow regime on electrochemical performance. Solid lines denote liquid 

flows, while dashed lines indicate gas flows. The potentiostat is connected to anode and cathode 

simultaneously. 
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8.6 Conclusion 

The rise of renewable energy sources as widespread alternative to conventional energy 

production methods and an established part in the energy mix of industrial nations brings 

the need for electricity grid stabilization and balancing. Excess energy requires storage, 

which can be subsequently released in case of insufficient energy production. A multitude 

of mechanical and electrochemical technologies offer this capability, with pumped 

hydroelectric systems being by far the most commercially developed system. Due to its 

limitation to specific geographic conditions, the use of other energy storage systems is 

inevitable. 

Among candidate technologies, hydrogen-based solutions are promising and large-scale 

projects have been realised. Excess energy is used to produce hydrogen via water 

electrolysis, which can subsequently be stored, injected into the gas grid or converted back 

into energy using fuel cells. For electrolysis and fuel cells, PEM technology has gained 

notable traction due to its advantages over alkaline systems. PEMWEs offer high attainable 

current density of 2 A cm-2 and beyond, a more compact build than alkaline water 

electrolysis, and low gas crossover.  

As PEMWEs grow more mature, the operational current density is further increasing, which 

requires increasing amounts of reactants being transported to, from and within a PEMWE 

cell. This calls for the adequate design of PEMWE cells so as to ensure sufficient supply 

with water and removal of oxygen on the anode side. Inhomogeneity of reactant transport 

has to be avoided to prevent local membrane dry-out or hotspot formation. Historically, 

there has been little scientific interest for mass transport processes in PEMWEs compared 

to electrocatalyst and membrane development, with a lack of understanding of processes 

in key components such as flow-fields and LGDL, and few low-cost, operando, and non-

destructive diagnostic tools available.  

Therefore, the goal of this thesis was to develop a more thorough understanding of the 

mass transport processes in LGDL and flow-fields and develop a suite of diagnostic tools, 

facilitating rapid and low-cost investigation of these processes. Due to the very high 

attenuation of neutrons in water, neutron imaging was selected to gain insight into the 
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water-gas distribution in the LGDL. Acoustic methods were, to the author’s knowledge, 

applied for the first time to PEMWEs in a quest to develop more cost-effective and readily 

available diagnostic tools for mass transport processes in PEMWEs, offering an alternative 

to established methods like radiation-based imaging. 

After outlining the necessary theoretical background, reviewing the available literature 

focussed on mass transport processes, and outlining the experimental methodology 

employed in this work (Sections 2 to 4), a number of results obtained over the course of 

this work are presented. In Section 5, results on the water-gas distribution in the LGDL, 

obtained with neutron imaging, are presented. In a first step, measurements of the through-

plane water thickness are correlated to an in-depth study of the LGDL microstructure using 

X-ray computed tomography. A clear link between microstructure and water saturation is 

shown, and the results indicate a link between flow-field geometry and LGDL water content. 

To establish a suite of low-cost diagnostic tools as an alternative to less cost-effective and 

accessible techniques, such as neutron imaging or X-ray tomography, a number of results 

on the investigation of mass transport processes in PEMWEs with acoustic diagnostic 

methods are presented. Section 6 shows how acoustic emission can be used to 

qualitatively diagnose the number and size of gas bubbles in the flow channel of a PEMWE 

or detect gas blockage, which potentially can be developed into an operando tool for the 

measurement of local changes in current density and to rapidly evaluate changes in 

PEMWE design or operational conditions. Another acoustic method, acoustic time-of-flight 

imaging, is used in Section 7 to gain insight into the water-gas distribution in the flow 

channels as well as the LGDL. The results show a clear correlation with physical 

expectations, results reported in the literature, and results obtained with neutron imaging. 

It has to be noted that this work has focussed on mass transport and its diagnosis in single-

cell electrolysers, not PEMWE stacks. Due to the multiple sources of acoustic signal and 

the increased material thickness that is required to be penetrated by any acoustic or 

radiation signal, applying the techniques and conclusions from this work to stacks is non-

trivial. However, these issues can be addressed by a multitude of potential approaches, for 

example the integration of acoustic sensors into bipolar plates, thus allowing to capture 

acoustic signal only from individual cells in a stack. This approach could be even further 
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optimised by incorporating thin air gaps into the designs of bipolar plates, serving as 

acoustic barriers, allowing to minimise acoustic interaction between individual cells of a 

stack. Besides integrating sensors into bipolar plates of individual stacks, AToF imaging of 

PEMWE stacks could also be facilitated by using probes with a higher acoustic gain, 

penetrating several cells of a stack. 

In summary, this work has significantly contributed to the understanding of the water-gas 

distribution in the LGDL of PEMWEs, challenged the existing approach to PEMWE 

component design, and introduced two novel low-cost diagnostic tools to the suite of 

methods available to researchers investigating mass transport processes in PEMWEs.
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