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Abstract 
Mass spectrometry (MS) is increasingly being used to probe the structure and dynamics of proteins 
and the complexes they form with other macromolecules. There are now several specialised MS 
methods each with unique sample preparation, data acquisition and data processing protocols. 
Collectively these methods are referred to as structural MS and include, crosslinking-, hydrogen 
deuterium exchange-, hydroxyl radical footprinting-  native, ion mobility- and top-down MS.  Each of 
these provides a unique type of structural information, ranging from composition and stoichiometry 
through to residue level proximity and solvent accessibility. Structural MS has proved particularly 
beneficial in studying protein classes for which analysis by classic structural biology techniques proves 
challenging, such as glycosylated or intrinsically disordered proteins. To capture the structural details 
for a particular system, especially larger multiprotein complexes, more than one structural MS method 
with other structural and biophysical techniques is often required. Key to integrating these diverse 
data are computational strategies and software solutions to facilitate this process. 
  
We provide a background to the structural MS methods and briefly summarise other structural 
methods and how these are combined with MS. We then describe current state of the art approaches 
for the integration of structural MS data for structural biology. We quantify how often these methods 
are used together and provide examples where such combinations have been fruitful. To illustrate the 
power of integrative approaches, we discuss progress in solving the structures of the proteasome and 
the nuclear pore complex. We also discuss how information from structural MS, particularly pertaining 
to protein dynamics is not currently utilised in integrative workflows and how such information can 
provide a more accurate picture of the systems studied. We conclude by discussing new developments 
in the MS and computational fields that will further enable in-cell structural studies. 
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1. Introduction 
Initially the tool of physicists and analytical chemists, mass spectrometry (MS) expanded into the remit 
of the biosciences with the development of soft ionisation techniques for the analysis of biomolecules. 
These breakthroughs include the development of electrospray ionisation (ESI) by Yamashita and Fenn 
in 1984, followed by development of matrix-assisted laser desorption ionisation (MALDI) in 1985 by 
Karas and Hillenkamp.1–3 For the first time, these soft ionisation techniques allowed peptides and 
biomolecules to be introduced into the gas phase and characterised. Early applications of MS in the 
biosciences focussed on characterising primary protein structure through the peptide sequencing 
work of Biemann and Roepstorff.4–6 This interrogation of primary protein structure still proves 
important to this day, underpinning modern workflows in the fields of proteomics and peptide 
biomarker analysis, as well as in many of the structural MS workflows discussed in this review.  
 
In addition to the primary amino acid sequence structure analysed by early MS approaches, it is widely 
acknowledged that proteins are able to adopt secondary structural elements, such as α-helices and β-
sheets.7 Ultimately, an intricate combination of these secondary structures within the backbone gives 
the protein a tertiary structure, which can be considered its three-dimensional conformation. Whilst 
some proteins remain largely fixed in a single native conformation, others transition between a 
number of fixed conformations, whilst others still are considered intrinsically disordered, rapidly 
interconverting between several transient conformations. This variation in protein conformation is 
further modified through biomolecular interactions with other proteins to form multi-protein 
complexes, or via binding of ligands such as small molecules or metal ions.  
 
Protein structure and biomolecular interactions are closely linked to protein function, providing the 
basis for understanding key molecular mechanisms in the biology of life and those underpinning 
human health. As such, interrogating higher order protein structure and interactions with other 
molecules has become a significant area of biological research. Traditionally, the advanced study of 
higher order protein structure has been carried out using a widely accepted set of classic structural 
biology techniques.7,8 The major experimental techniques within this toolkit are X-ray crystallography, 
nuclear magnetic resonance (NMR), small angle scattering (SAS), and over the last few years cryo-
electron microscopy (cryo-EM).9–12 The greatest benefit associated with these techniques is that three 
of them, X-ray crystallography, NMR, and cryo-EM, are able to visualise high resolution protein 
structures by providing atomic co-ordinates. As such, each of these methods has, to date, been 
fundamental in characterising the protein structures of multiple biological systems, including nucleic 
acid binding proteins, the ribosome, and protein ion channels.9,13–17 However, these classic structural 
biology techniques are all limited by the requirement for a purified sample for analysis. Whilst 
expression and purification methodologies have been developed for these purposes, the requirement 
means that the techniques are intrinsically used for in vitro analyses rather than studying the proteins 
in their true cellular environment. Furthermore, X-ray crystallography, whilst providing high resolution 
structural detail, ultimately captures static structures. As a result, this technique is unable to sample 
the dynamics and kinetics of a protein system, factors which are vital for developing a true biological 
understanding of a protein. Similarly, the majority of cryo-EM studies have also focussed upon the 
analysis of static structures, although there are cases where the method has been applied to capture 
protein dynamics.11,18–21 By contrast, NMR can routinely access information on protein dynamics, 
however, use of this methodology is limited by protein size and the complexity associated with 
interpreting the resulting data. SAS techniques similarly can inform upon protein conformational 
diversity, without the size limits associated with NMR, however the spatially averaging used by SAS 
results in resolution loss compared with other techniques. Finally, it should be noted that there are 
still classes of protein for which analysis using any of the classic structural biology techniques remains 
a challenge, notably highly dynamic structures such as intrinsically disordered proteins (IDPs), heavily 
glycosylated proteins which contain flexible modifications to the protein backbone, and proteins 
within a complex environment such as membrane proteins. 
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An additional suite of techniques increasingly included in the structural biology toolbox are those 
grouped under the title structural MS. Structural MS describes a set of methods which can be applied 
in vitro and in cellulo with relatively small amounts of material to inform upon biomolecule 
conformation and interactions.22–26 These structural MS techniques have contributed to structural 
insights for a range of biomolecules, including DNA and RNA, however, this review will be dedicated 
to their use for interrogating protein structure.27,28 The most widely used methods within the 
structural MS toolkit are affinity purification-MS (AP-MS), crosslinking-MS (XL-MS), hydrogen 
deuterium exchange-MS (HDX-MS), hydroxyl radical footprinting-MS (HRF-MS), native MS, ion 
mobility-MS (IM-MS) and top-down MS. While these techniques do not provide atomistic details, each 
of them provides a different type of structural information, ranging from composition and 
stoichiometry through to residue level proximity and solvent accessibility, that is not easily obtained 
otherwise. The diversity of structural information that can be obtained by applying this suite of 
techniques is one strength of these methodologies.  There are also other benefits to the structural MS 
toolkits which earn it an important place in the field of structural biology. One such benefit is the 
applicability of structural MS to proteins which, as previously discussed, are traditionally challenging 
to study using classic high resolution structural techniques, such as IDPs, glycoproteins, and 
membrane proteins.29–32 Furthermore, structural MS provides additional value in its ability to 
accurately sample the entire protein conformational landscape. This means that rather than 
visualising a static structure, the techniques can sample several conformers, along with the dynamics 
of the protein. This ability to obtain a broad conformational view is a useful feature of the structural 
MS techniques, shared by a handful of other experimental techniques such as SAS. Intrinsically 
incorporated within these structural MS workflows is their ability to report on protein post-
translational modifications (PTMs) and interaction partners, along with comparative quantification. 
Classical structural biology techniques cannot easily characterise these features, which has left them 
somewhat overlooked to date. We argue, however, that they provide important context for 
understanding protein structure within the wider biological environment.  
 
Although each method provides benefits, neither structural MS nor any of the classic structural biology 
techniques discussed so far are able to measure the full extent of protein structure, interactions, 
dynamics, and PTMs when applied alone. An excellent approach to address this is to integrate multiple 
complementary structural biology approaches. This collective approach facilitates building a more 
informative picture of biological systems of interest, whilst also filling any gaps in information that 
might result from focussing on use of only a single technique. We believe that within this approach, 
structural MS can provide unique parts of the structural biology puzzle. One such method for 
integrating MS with other techniques is to use the structural MS toolkit as input data for other 
techniques. In this case the protein landscape is surveyed using a single MS technique, and then these 
findings are applied to support a further structural biology tool. One example of this type of 
integration would be the use of HDX-MS to screen protein mutant structure to determine their 
suitability for analysis by high resolution X-ray crystallography. A further example would be the use of 
protein complex composition and stoichiometry obtained from native MS as input data for developing 
computational models of the protein system. An alternative method of integration involves collecting 
independent data from multiple structural techniques and combining the findings computationally in 
order to elucidate structure. By using this approach, it is possible to fit a cryo-EM density map or refine 
a computational model by filtering and scoring systems based on restraints obtained from structural 
MS techniques. For both methods described, to fruitfully integrate complementary structural 
techniques, computational strategies and software solutions are required to facilitate the process. 
Owing to the varied and non-atomic resolution of data obtained from structural MS, these strategies 
often require a great deal of computation. To date, a diverse range of approaches including binary 
classification and Bayesian modelling, have been applied to this challenge.  
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The purpose of this review is to explore how MS has so far contributed to the field of integrative 
protein structural biology, and how exciting developments in the field can further do so in the future. 
The workflows of widely used structural MS techniques will be described, along with the structural 
information which they provide for the purposes of integration. Publication abstracts in the field of 
protein structural MS have been analysed to provide a more objective view of which classic structural 
biology techniques are used in parallel with MS. A brief description of these other experimental 
techniques, along with examples of fruitful integration with MS will also be presented. In analysing 
the methods which facilitated data integration within these studies, a major focus will be on describing 
current state of the art computational approaches, rather than on processing of the raw MS data, as 
the later has already been the subject of several reviews. Finally, the contribution of structural MS 
within structural biology, and how this has developed in recent years, will be showcased using two 
systems which have benefited from an integrative approach, the proteasome, and the nuclear pore 
complex.  

2. Structural mass spectrometry methods 
Structural MS is an over-arching term used to describe an array of MS-based techniques which provide 
information on the conformation and interactions of biomolecules. Structural MS methods can be 
broadly sub-divided into two distinct categories, peptide-based approaches, and intact protein 
methods. The major techniques within each of these categories, and the information they provide for 
the purposes of integration for structural biology will be discussed. The visual depiction of each 
structural MS technique is shown in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: A visual summary of the seven structural MS techniques discussed within the review. The 
top panel of the figure describes the protein-based methods: native MS; IM-MS; top-down MS. The 
bottom panel summarises the peptide-based techniques: AP-MS; XL-MS; HDX-MS; HRF-MS. 
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2.1 Peptide-based methods 
Peptide-based or bottom-up structural MS methods is an umbrella term for the group of techniques 
which approach protein analysis at the peptide level. These methods generally follow the same 
workflow, using some form of protein labelling or tagging, followed by enzymatic digestion of the 
protein into peptides, chromatographic separation of these peptides, and analysis by MS. Often the 
mass spectrometer is used as a readout for labelling events which take place in solution. As a result, 
the data from peptide-based methods provides a true reflection of the biological solution phase 
structure and dynamics of a protein. Since they work at the peptide level, and a chromatographic step 
precedes MS analysis, these bottom-up techniques cope well with sample complexity. These methods 
are therefore well suited for analysis of structural biology applications in which multiple proteins are 
present, such as those within native protein environments. Furthermore, the peptide-based 
techniques can often be applied and quantified under comparative conditions, allowing structural 
variation due to external stimuli to be studied. Four of the most common peptide-based MS 
techniques which are commonly integrated for structural biology applications are described. 
 

2.1.1 Affinity purification-mass spectrometry (AP-MS) 
The first peptide-based structural MS approach, which has gained momentum over the last two 
decades, is AP-MS.33–35 The principle of AP-MS is that a protein of interest is captured, along with any 
bound interaction partners, through enrichment by a solid support bound ligand which the protein 
has affinity for. Using this method, the protein of interest can be captured from any matrix in which it 
is present, often cultured cells or homogenised tissue. There are several different enrichment 
strategies for AP-MS, and a detailed comparison of these is described in recent excellent reviews.33 
The most common affinity purification workflows, however, use either a targeted antibody for the 
endogenous protein, or an epitope tag translated into an affinity handle such as a His-tag or 
biotinylation. Following capture of the targeted protein, the solid support is washed to minimise the 
presence of unwanted proteins present due to non-specific binding. The final stages of AP-MS are 
enzymatic digestion using a protease, and analysis by MS. Often the MS stage of AP-MS is coupled to 
liquid chromatography (LC) in order to separate the resulting peptides, aiding in improved coverage 
and characterisation of identified proteins. At each stage of this AP-MS workflow it is vital to 
incorporate suitable biological replicates and control experiments, to eliminate incorrect complex 
assignment due to non-specific interactions. 
 
AP-MS is a robust and well tested approach which provides excellent information in cases where the 
researcher is interested in gaining a detailed overview of the dynamic interaction landscape of a single 
target protein under a range of conditions. The AP-MS methodology enables characterisation of 
protein-protein interactions in a native context, facilitating identification of novel protein interactors 
and their stoichiometry. Since AP-MS can be applied across a range of biologically relevant matrices, 
such as cells or virus particles, information can be gained on a few to several hundred protein 
interactions in a single experiment.36–38 Furthermore, the peptide-based nature of the MS analysis 
performed allows PTMs of protein interactors to be identified and characterised, providing insights 
into the functional and regulatory roles of these PTMs. The strengths of AP-MS can be further 
exploited by using a quantitative AP-MS approach, in which protein amounts are determined using, 
for example, internal standards or isotopic labelling.39 Quantitative AP-MS facilitates comparison of 
protein-protein interactions under different external conditions, such as environmental stimuli or 
stage of development, giving a dynamic view of the interaction landscape for a given target protein. 
This method has been beneficial in providing a systematic map of protein-protein interactions within 
the human proteome.36,37 Similarly, an AP-MS approach was successfully used to map the global 
interaction landscapes of both S. cerevisiae and D. melanogaster.40–42 Several targeted studies have 
also been carried out using AP-MS, identifying key interactors for host cell proteins upon HIV infection, 
cellular prion proteins and deubiquitinating enzymes among others.38,43–49 Finally, it is noted that AP-
MS was key in early work to determine the structure of the nuclear pore complex, and its contribution 
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to this area will be discussed in detail in Section 4.2 of this review. These findings from AP-MS have 
created a signpost for interesting complexes on which to focus alternative structural biology 
techniques, whilst the AP-MS methodology has been the early inspiration and basis of several newer 
structural MS techniques, such as XL-MS. These methods, which will be discussed later in this review, 
build on AP-MS to provide more detailed protein information on protein structure and dynamics. 
 

2.1.2 Crosslinking-mass spectrometry (XL-MS) 
With the evolution of ever more sensitive mass spectrometers over the last 15 years, new structural 
MS techniques which build on the principles of AP-MS have come to the fore. One such method is XL-
MS, a technique which combines chemical crosslinking of proteins with analysis by MS, which is used 
to study protein structure and dynamics.50–53 The general XL-MS methodology involves introduction 
of a chemical crosslinking reagent into a sample of protein or proteinaceous mixture. A benefit of XL-
MS is that this mixture can be under native conditions, such as cell culture or tissue, in addition to 
purified protein in vitro systems. The crosslinking reagent contains two reactive moieties able to 
covalently attach on to amino acid side chains of proteins, connected by a linker backbone of known 
length. The amino acids most commonly targeted are lysine residues, making use of N-
hydroxysuccinimide (NHS) reactivity and amino acid hydrophilicity, which ensures they are often 
solvent exposed in a folded protein. However, reagents do exist which are able to crosslink additional 
amino acid functionalities, for example carboxyl groups, or diazirine based photoreactive crosslinkers 
which can attach to any amino acid. The second crosslinker component is linker length, often defined 
as a “molecular ruler”, which provides a distance restraint between the two amino acid residues. The 
shortest linkers used for XL-MS are “zero-length” crosslinkers such as 1-ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) or close proximity formaldehyde. These crosslinkers fix 
interactions to stabilise very closely bound protein complexes. Longer length crosslinkers, also known 
as structural crosslinkers, have several angstrom distance between the two reactive termini, enabling 
them to provide restraints which inform on residue level proximity within tertiary protein structure. 
Two common examples of this family of crosslinker are disuccinimidyl suberate (DSS) 
and  bis(sulfosuccinimidyl)suberate (BS3). 
 
Following on from the chemical crosslinking process, proteins are subjected to enzymatic digestion, 
harnessing one of the many protocols developed in the fields of proteomics and AP-MS. The resulting 
mixture of linear and crosslinked peptides is then fractionated prior to MS analysis. The most common 
XL-MS fractionation approaches are size exclusion chromatography (SEC) and strong cation exchange 
(SCX) chromatography, which exploit the intrinsic nature of crosslinked peptides being larger and 
more highly charged than their linear counterparts. Fractionation assists in overcoming one of the 
great challenges in XL-MS, the relatively low efficiency of the crosslinking reaction. The outcome of 
this low efficiency is that the resulting reaction mixture contains considerably more linear peptides 
than crosslinked peptides, making the detection of crosslinked peptides challenging. This inefficiency 
of the crosslinking reaction is particularly problematic when performing in cell XL-MS.54 An additional 
approach to overcome this challenge is to use specially designed crosslinkers with additional 
functionality, such as MS cleavable crosslinkers disuccinimidyl sulfoxide (DSSO) and disuccinimidyl 
dibutyric urea (DSBU), enrichable crosslinkers such as PhoX, or the protein interaction reporter (PIR) 
technology pioneered by the Bruce lab.55–58 Chromatographic separation prior to MS analysis can also 
help reduce suppression of the low abundance crosslinked peptides due to inefficient crosslinking, by 
staggering introduction of linear and crosslinked components into the mass spectrometer. More 
recent studies have further exploited this principle by incorporation of ion mobility into the XL-MS 
workflow, with the aim of minimising background signal from linear peptides compared to crosslinked 
counterparts.55,59  
 
Workflows for the MS step in XL-MS have been developed on Time of Flight (ToF) and Fourier 
transform ion cyclotron resonance (FTICR) mass analysers, however the majority of studies use 
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Orbitrap systems.59,60 The robust and reproducible workflows developed on Orbitraps, in combination 
with the advent of bespoke software, enables these systems to produce high sensitive and detailed 
crosslinking results.61 Development of these workflows has been assisted through a 2019 community 
study of 32 XL-MS labs, the first attempt to evaluate current XL-MS approaches with the aim of 
establishing best practice guidelines for the field.62 These XL-MS approaches have facilitated detailed 
studies of several protein systems, such as structure of the 70S ribosome and G-protein coupled 
receptors.63,64 Furthermore XL-MS has been used to access information on complex composition and 
stoichiometry with a global rather than specific protein focus. Examples of successful global 
applications include elucidating the mitochondrial interactome, super-complexes in heart tissue, and 
the histone interaction landscape.65–67 More recent developments in the XL-MS workflow have 
facilitated quantitative XL-MS approaches by exploiting classic quantitative proteomics 
methodologies. One such method is the use of isotope labelled crosslinkers, where for example a 
comparative XL-MS approach employed BS3 d0/d4 to successfully probe protein dynamics as a 
consequence of PTMs.68 Alternative quantitative XL-MS approaches that have been applied to 
biological systems include stable isotope labelling by amino acids in cell culture (SILAC), and label free 
data independent acquisition.69–71 These quantitative approaches allow the structural insights on 
proteins obtained by XL-MS to be compared under different external conditions or to examine the 
impact of protein mutations. As a result, comparative quantitative XL-MS can be used to probe the 
conformation dynamics of a protein system. 
 

2.1.3 Hydrogen deuterium exchange-mass spectrometry (HDX-MS)  
HDX-MS has its roots in the approach developed by Linderstrom-Lang and colleagues in the 1950s.72–

75 The concept is built upon the principle that backbone amide hydrogens found within a protein 
primary structure are able to continuously exchange with hydrogens in surrounding aqueous solution. 
Given that an amide hydrogen forms a component of every amino acid, with the exception of proline, 
this hydrogen exchange is possible along the length of the protein backbone. By contrast, whilst 
hydrogens on amino acid side chains are also able to exchange with solution hydrogens, the rate of 
this exchange is much faster than exchange on the protein backbone. HDX-MS exploits this principle 
of hydrogen exchange by using deuterated or “heavy” water (D2O) in place of the aqueous solution, 
thus enabling backbone amide hydrogens in the protein to be exchanged for deuterium. Protein 
samples are then digested using a protease enzyme for analysis at the peptide level by MS, enabling 
identification of backbone areas which have undergone exchange by the mass difference between 
hydrogen and deuterium. Unlike other peptide-based methods, in which trypsin is the protease of 
choice, many HDX-MS studies use pepsin for digestion due to its higher efficiency in acidic conditions, 
which are necessary to minimise back-exchange.76–78 
 
HDX-MS provides useful information for integrative structural biology applications because the rate 
of amide hydrogen exchange within any given residue of the protein backbone is dependent upon 
four key factors. These factors are pH, temperature, solvent accessibility and hydrogen bonding. 
Effects of the two environmental factors, pH and temperature, are tightly controlled during HDX-MS 
experiments in order to ensure any hydrogen exchange attributed to these factors is minimised. 
Typically, this is achieved by exposing the protein to the D2O solvent under the desired temperature 
and pH conditions for a given amount of time, followed by a quenching step in which the pH is lowered 
to acidic levels of around 2.5, and the temperature to 0 ºC. These external conditions are maintained 
during the enzymatic digestion step and any chromatographic separation, since they reduce the 
backbone amide exchange rate to the minimum. These sample preparations steps are typically carried 
out in an automated fashion using commercially available or in-house equipment, in an attempt to 
maintain consistency across samples.76,77 Newer approaches to tackle the effects of pH and 
temperature on hydrogen deuterium exchange rate include performing the exchange reaction in the 
gas phase, either at the mass spectrometer source or in a travelling wave ion guide, using for example 
ND3.79–81 These approaches, along with others which perform in solution exchange, also make use of 
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top-down fragmentation, thus avoiding back exchange during the enzymatic digestion step of the 
traditional methodology.  
 
Having tightly controlled pH and temperature, hydrogen exchange is then reliant only upon solvent 
accessibility of the backbone and hydrogen bonding, both of which are innately tied to the structure 
and interactions of a given protein. Highly dynamic and exposed regions of a protein will exchange 
much more rapidly than areas buried deep within the protein folds, shielded by a ligand, or those 
which are involved in structural hydrogen bonding, for example to maintain α-helices or β-sheets. 
These differences will become apparent for a given protein or complex following interpretation of the 
HDX-MS data. It should be noted, however, that due to the nature of the methodology HDX-MS is 
most informative when applied to purified proteins or complexes, rather than complex cellular 
mixtures. The strengths of HDX-MS are most evident when examining proteins or complexes in a 
comparative or differential manner, for example by comparing mutants, or protein states such as apo 
and halo. Furthermore, the comparative process can be extended further by varying environmental 
conditions, or length of exchange time, in order to obtain more detailed information. Differences in 
structure due to modified folding or reduced solvent accessibility of protein regions resulting from 
these external factors are then identified in the HDX-MS results.72 To date, HDX-MS has been applied 
to several systems, intrinsically disordered proteins, α-synuclein, α1-antitrypsin, prions and 
antibodies.29,82–86 Several of these studies describe as being near amino acid resolution, such as those 
examining the stepwise protein folding of RNase H, intermediates of barrel protein folding, and 
dynamics of the multidrug resistance pump AcrB.87–89 Examples of ligand binding systems studied 
include co-factor binding, lipid binding to membrane proteins, substrate-transporter binding, and 
receptor-ligand binding.90–92 
 

2.1.4 Hydroxyl radical footprinting-mass spectrometry (HRF-MS) 
In a similar fashion to HDX-MS and XL-MS, HRF-MS relies upon covalent labelling of biomolecules to 
probe protein conformation and ligand binding.93–96 The method was originally applied to study the 
tertiary structure of DNA and RNA, before Chance and colleagues applied the process to investigate 
protein structure.97–102 HRF-MS uses hydroxyl radicals (OH•) to irreversibly modify the side chains of 
solvent exposed amino acids within a protein. Hydroxyl radicals can be generated using a number of 
techniques, including laser based fast photochemical oxidation of proteins (FPOP) and Fenton 
chemistry using ethylenediaminetetraacetic acid (EDTA) and hydrogen peroxide, among others. 
Oxidative modifications can theoretically occur for any side chain, including neutral and hydrophobic 
amino acids, maximising the information obtainable across all residue types. Common HRF-MS 
modifications have been well characterised, taking into account amino acid side chain chemistries and 
reactivities, with common observations being addition of oxygen (+16 Da), carbonyl (+14 Da), or 
decarboxylation (-30 Da).95 Characterised modifications are of known mass, therefore the changes 
caused by hydroxyl radicals can be detected following enzymatic digestion of the protein into peptides 
for tandem MS analysis. Given that oxidative modification of amino acids by HRF-MS is irreversible 
and stable, the practical challenges associated with LC-MS analysis are reduced compared to the 
similar structural method HDX-MS. Since hydroxyl radicals are similar to water molecules in their 
solvent properties, the extent of oxidative modification directly depends upon how solvent exposed 
the amino acid side chain is within a given protein conformation. Taking into account the reported 
variation in side chain reactivities previously discussed, along with known MS detection challenges, 
HRF-MS is believed to inform upon the structure of approximately 65% of a typical protein sequence.93 
 
HRF-MS contributes to the field of structural biology by providing solvent accessibility information 
which can be used to map protein conformational folds, along with identifying interfaces between 
protein complex domains or bound ligands. By applying HRF-MS under different environmental 
conditions, such as in the presence and absence of a ligand, variation in the results can be used to 
identify environment-induced structural changes. As such, HRF-MS has been successfully used to 
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characterise hydrophobic collapse of α1-antitrypsin and lysozyme kinetics, among other examples.103–

106 Furthermore, time resolved HRF-MS has become popular in recent years, especially using laser 
based radical generation methods which can pulse on the microsecond timescale. These studies have 
been used to provide insight into protein dynamics and kinetics, the early examples being used to 
study the structural biology landscape of the calcium dependent activation of gelsolin, assembly of 
the G protein coupled receptor-G complex, and dynamics of barstar protein.107–109 Unfortunately, 
despite the informative structural information obtainable from HRF-MS, its widespread adoption and 
integration has been limited by the complexity of data analysis due to residue reactivity differences. 
The analysis is further complicated by a lack of measure of radical dose due to the radical being 
scavenged prior to protein modification, for example by reducing agents, metal ion chelators, or buffer 
components. As such, automated HRF-MS systems, quantitation methods, and robust analysis 
software still lags behind comparable structural MS techniques. One area in which HRF-MS is 
progressing more quickly is moving the workflow in cell, with both the membrane permeable 
hydrogen peroxide and laser based FPOP methods being applied successfully. This approach facilitates 
protein labelling within organelles and, in the case of C. elegans, within whole organisms, enabling 
structural interrogation under native conditions.110–112 
 

2.2 Protein-based methods 
In addition to the peptide-based MS methods described above, there is a second category of MS 
techniques. This second suite of tools are often referred to as protein-based or intact protein methods 
as they perform the MS analysis directly on an intact protein or complex, often whilst trying to retain 
the native fold of the protein. Due to the focus on the intact protein, protein-based methods deal less 
well with sample complexity than the peptide-based methods and are commonly applied to purified 
systems of a single protein or complex. 
 
An early criticism of protein-based structural MS methods was that MS analyses proteins in the gas 
phase, whereas the native protein environment is in aqueous solution. This fact led the field of 
structural biology to question the suitability of MS to study proteins in their native state. As such, 
several fundamental studies were carried out, ultimately showing that protein structure and activity 
is preserved throughout protein-based MS analysis for species such as the tobacco mosaic virus and 
lysozyme.113–118 Similarly, protein-based MS workflows incorporating ion mobility separation were 
able to show that, under controlled instrument conditions, native-like protein structure is 
preserved.119–121 Furthermore, several modern structural MS workflows incorporate control 
experiments, for example gas phase trapping in IM-MS, in order to safeguard against attributing gas 
phase effects to solution phase proteins. However, despite this extensive work, it is acknowledged 
that there are cases in which analysis in the gas phase cannot be considered biologically informative. 
Proteins unsuitable for study in the gas phase include those which are susceptible to gas phase 
collapse, for example those identified as non-natural inverted structures in which hydrophobic regions 
present as solvent accessible, and some classes of IDP.122,123 Additional limitations in intact-protein 
structural MS include  protein size, buffer and environmental factors required for analysis. Despite 
these drawbacks, for many systems protein-based structural MS still provides an excellent 
methodology for in depth characterisation of structure and dynamics. 
 

2.2.1 Native mass spectrometry 
The term native MS was first coined in 2004, giving a new name to the series of early studies which 
employed native preparation of samples and soft introduction into the gas phase for MS.24,124–127 
Alternative terms for native MS, referenced in these early studies and still to this day, include non-
denaturing, non-covalent and macromolecular. The principle of native MS is that prior to ionisation a 
protein or complex of interest is prepared in solution using non-denaturing aqueous solvent, with 
tightly controlled temperature, pH and ionic strength in order to retain its native characteristics. The 
protein or complex is then softly transferred into the gas phase using nano-electrospray ionisation 
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(nESI), such that it retains both its native conformation and biomolecular interactions. Following 
ionisation, the protein or complex ions proceed to separation based on their mass to charge ratio 
(m/z) in the mass analyser. In the early days of native MS, the mass analysis step proved challenging 
for higher molecular weight proteins, with analyte size being limited by the use of quadrupole mass 
analysers with upper m/z limits of only 2000 or 4000. This problem was addressed by development of 
higher m/z transmitting quadrupoles operating at a lower radiofrequency, combined with 
commercialisation of ToF analysers which have no theoretical upper mass range.128–130 In the present 
day, multiple analyser types from diverse manufacturers are suitable for the application of a native 
MS workflow, with quadrupole ToF (QToF) and Orbitrap instrumentation remaining the most popular.  
 
At the time of writing, native MS, like several other techniques in the field of structural biology, is 
limited to in vitro study. This means that sample preparation for native MS often requires protein 
purification from an expression system, and that the non-denaturing conditions employed by the 
technique are purely a mimic of biological conditions rather than being the true cellular environment. 
Native MS is far from alone in this respect within the field of structural biology, however, current 
efforts are focussing on better replicating the cellular environment for native MS analysis. Key 
examples of this are the development of a native liquid extraction surface analysis (LESA) workflow to 
extract native MS samples directly from tissue, and innovations in facilitating analysis of 
overexpressed proteins from crude cell lysates in prokaryotic and eukaryotic systems.131,132 
 
The remit of native MS to in vitro systems has not limited its popularity within the structural MS toolkit 
as the method has been successfully applied to several protein systems. The technique has 
successfully informed upon protein composition and stoichiometry for oligomers of amyloidogenic 
proteins amylin and amyloid β, IDPs, glycoproteins, and even whole viral capsids.29,31,133–135 These 
studies have proved particularly insightful given the challenges associated with using classic structural 
biology techniques to analyse these systems. Furthermore, considerable advances have been made in 
applying native MS to study membrane proteins, another traditionally challenging system, with the 
use of detergent micelles aiding analysis of ABC transporters, aquaporin Z and the ammonia channel 
AmtB.30,136,137 These capabilities have also introduced the possibility of identifying specific protein-lipid 
interactions of biological importance, as described in the case of OmpF and outer mitochondrial 
membrane translocator protein.138 The molecular mass of a protein obtained from native MS not only 
provides information on complexation of multiple proteins, it can also provide information on the 
modification state of the protein, including identification of PTMs, and binding of small molecule 
ligands or metal ions. Pairing additional functionality with native MS facilitates further 
characterisation of interactions, building a more detailed picture of the function and dynamics of a 
given biological system. Approaches such as complex dissociation using collision induced dissociation 
(CID) and performing analysis under different ligand concentrations can be paired with native MS to 
determine dissociation constant (KD) values. Alternatively, interaction interfaces can be identified 
through comparative native MS of protein variants prepared through mutagenesis, or of multi-ligand 
studies as demonstrated for MurJ.139 
 

2.2.2 Ion mobility-mass spectrometry (IM-MS) 
IM-MS combines MS, normally native MS to retain native protein characteristics, with a technique first 
reported in 1898 called ion mobility spectrometry or ion mobility separation.140 The ion mobility 
portion of IM-MS separates ions based upon their charge, mass, and physical shape, providing a 
measure of protein conformational envelope. There are multiple types of IM-MS, however, the most 
common ion mobility methods used for structural biology are drift tube ion mobility spectrometry 
(DTIMS) and travelling wave ion mobility spectrometry (TWIMS).141–144 DTIMS pulses ions into a fixed 
length drift tube which is filled with an inert gas such as nitrogen or helium. A weak electric field is 
applied to the tube to pull ions through, with ions travelling through at different rates based on their 
size due to more extended structures being slowed down by an increased number of collisions. 
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Released commercially by Waters in 2006, and the most popular form of IM-MS for protein structure, 
TWIMS like DTIMS is based on a gas filled drift tube.145 TWIMS propels ions through the tube using 
travelling waves, resulting in conformational separation due to differences in travelling speed due to 
both charge, size, and shape. In depth explanations of DTIMS and TWIMS, along with other forms of 
ion mobility spectrometry can be found elsewhere. The outcome of DTIMS or TWIMS IM-MS is an 
arrival time distribution (ATD) with gaussian peaks corresponding to distinct conformational families. 
These families may be comprised of a single protein conformer, or of multiple conformers with 
comparable ion mobility under the resolution accessible by the instrument.146 Each ATD peak is also 
associated with an m/z spectrum for each peak, allowing identification of the protein species by 
molecular mass. The size of the conformation, as given by an ATD peak can be translated into a 
rotationally averaged collision cross section (CCS) either from first principles (for DTIMS) or by applying 
a calibration.147–153 The CCS value obtained from IM-MS is essentially a conformational envelope for a 
given protein, providing low-resolution structural information.154–157  
 
Many of the instrument requirements for IM-MS are similar to those discussed for native MS, such as 
soft nESI and high mass range analysers. The most popular analyser types used within structural IM-
MS-enabled instruments are ToF or QToF, due to timescale compatibility with ion mobility separation 
compared with alternative high resolution analyser types such as Orbitraps. Instruments are also 
required to contain a DTIMS or TWIMS cell to facilitate IM-MS. Such instruments exist both 
commercially and those made in house, each with differing instrument geometries that facilitate 
varied experiments to be performed.143 Using these instruments, IM-MS has been applied to the study 
of protein misfolding and aggregation, for example using amyloid β and β2-microglobulin, and to 
analyse viral systems.158–162 The strength of these studies comes from the fact that IM-MS samples 
across the entire conformational landscape, identifying multiple conformational envelopes for a single 
protein, and therefore providing detailed structural oversight. 
 
An additional strength of IM-MS is that the technique can give insights into the dynamics and stability 
of protein conformations. This is achieved by making use of the ability to activate ions in the gas phase, 
for example by using collisions, injection energies, or alternative methods.118,163–168 One common 
workflow for this type of experiment monitors the ATD obtained from IM-MS as an applied voltage is 
increased in a stepwise fashion. As the voltage is increased the protein conformation being studied 
has access to increased activation energy, facilitating complex dissociation or structural changes. This 
facet of IM-MS methodology has found particular favour in biopharma, being used to characterise 
antibodies and protein-drug binding events.157,169–171 Several non-biopharma uses of the methodology 
also exist, and in some cases the method has even been successfully applied to obtain kinetics 
information including potential energy diagrams.172–174 These kinetics, and the dynamics associated 
with them, are a fruitful source of information for building an in depth understanding of the structural 
biology of a given protein. 
 

2.2.3 Top-down mass spectrometry 
Top-down MS, also called top-down proteomics, is a term used to describe a process in which the 
intact mass of a protein is measured, followed by fragmentation by tandem MS (MS/MS) or multi-
stage MS (MSn).175–179 The term is used as a contrast to the bottom-up proteomics methodology on 
which many peptide-based structural MS approaches are based, in which MS analysis is performed 
after enzymatic protein digestion. Top-down MS is a powerful tool in protein characterisation, widely 
reported to give near to 100% sequence coverage, compared to the 50-90% reported for bottom-up 
proteomics. This improved sequence coverage is attributed to the fact that top-down MS performs all 
fragmentation within the mass spectrometer, reducing losses due to inequalities in ionisation 
efficiency or sample preparation stability for tryptic peptides. It is also for this reason the top-down 
MS is particularly beneficial for the study of proteoforms, including sequence variants, degradation or 
truncation products, and differences in PTMs such as glycosylation.180,181 However, it must be noted 
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that the increase in sequence coverage attributed to top-down MS must be balanced with its 
limitations on the size of protein and complexity of the sample. The information obtained from top-
down MS can be further strengthened through the method of sample preparation and introduction 
into the mass spectrometer.181,182 One such method is denaturing top-down MS, in which precursor 
protein(s) are prepared in a denaturing solution such as one containing organic solvent or detergents, 
resulting in any native structure and interactions of the protein being lost. Although the denatured 
nature of the protein could be seen as a drawback, the process makes dissociation easier and thus can 
provide excellent coverage for PTM and proteoform characterisation. Furthermore, denaturing top-
down MS can be used in tandem with separation techniques for sample introduction, such as reverse 
phase LC or capillary electrophoresis, which can facilitate analysis of a more complex multi-component 
protein mixture. The alternative sample introduction method is using nESI in a native MS workflow to 
maintain the native structure and interactions of the protein of interest. This form of top-down MS is 
sometimes referred to by the term complex-down, in cases where the analyte of interest is a protein 
complex rather than a single protein. In the case of native top-down MS, inducing dissociation in the 
protein backbone can be a more challenging endeavour, however, the results are fruitful since the 
fragmentation that is observed is considered to be backbone selective. As a result, native top-down 
fragmentation can inform upon how exposed protein regions are in a given conformation and can 
provide conformation-specific proteoform or PTM characterisation. The dissociation method selected 
for use during top-down MS also influences the information gained from the technique. Several 
protein fragmentation methods have been developed for this purpose, and these are summarised in 
Table 1.183 
 

Acronym Name Brief Description 

CID/CAD 
Collision induced dissociation or 

collisionally activated dissociation 
Dissociation is induced by an increase in ion internal energy 

caused by collision with inert gas molecules. 

HCD 
Higher-energy collisional 

dissociation 
A term used in Orbitrap instruments to describe beam type CID. 

ECD Electron capture dissociation 
Dissociation is induced by capture of one low energy electron 

from an electron beam by a cation. 

ETD Electron transfer dissociation 
Dissociation is induced by capture of a low energy electron from a 

radical anion by a cation. 

EID Electron ionisation dissociation 
Dissociation is induced by cation excitation using a high energy 

electron beam. 

AI-ETD 
Activated ion electron transfer 

dissociation 
Uses infrared photoactivation concurrent to ETD. 

EThcD 
Electron transfer dissociation/ 

higher energy collisional 
dissociation 

Hybrid ETD and HCD dissociation technique. 

ETciD 
Electron transfer 

dissociation/collision induced 
dissociation 

Hybrid ETD and CID dissociation technique. 

UVPD Ultraviolet photodissociation 
Dissociation is induced by an increase in internal energy due to 

capture of ultraviolet photons. 

IRMPD 
Infrared multiphoton 

photodissociation 
Dissociation is induced by an increase in internal energy due to 

capture of infrared photons. 

SID Surface-induced dissociation 
Ion is accelerated and collided with a surface to induce 

dissociation. 

 
Table 1: A summary of the major dissociation techniques used in top-down MS. 
 
Instrument and processing requirements for top-down MS are dependent upon both the dissociation 
technique being employed, and the number of dissociation steps required for analysis. As a result, 
top-down MS has been performed across a range of analyser types, including commercial QToF, FTICR, 
and Orbitrap analysers, along with several modified analogues. This variation in top-down 
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methodology has inspired two community-led interlaboratory studies, focussing on monoclonal 
antibodies and histone proteoforms respectively.184,185 Additional successful examples of the 
application of top-down MS include characterisation of calcium binding to calmodulin, mutations in 
the Alzheimer’s implicated protein Pin1, and phosphorylation sites of cell cycle kinases.186–189 These 
studies exemplify how native and denaturing top-down MS can provide vital information on 
proteoforms and PTMs. Although some may consider these insights not to be within the remit of pure 
structural biology, we would argue that understanding these factors are vital in establishing a 
complete understanding of the protein landscape. Given that PTMs, in particular glycosylation, have 
been closely linked with protein folding and interactions, their consideration as the field of structural 
biology progresses is paramount. This has been particularly relevant under the present circumstances, 
where top-down MS and bottom-up proteomics have proved an important tool in characterising 
glycosylation of the SARS-CoV-2 Spike protein.190,191 
 

2.3 Structural data obtained from MS methods 
Structural data obtained from the MS techniques discussed up until this point can broadly be placed 
into many categories. For the purposes of this review article, ten of these categories have been 
defined: (i) composition; (ii) stoichiometry; (iii) conformational envelope; (iv) interactome; (v) 
interaction interfaces; (vi) solvent accessible surface; (vii) topology; (viii) conformational changes and 
dynamics; (ix) kinetics; (x) PTMs. After sampling the protein structural biology literature for 
publications which use MS, the proportion of occurrences in which a given MS technique is used to 
obtain structural data within each of these categories was determined. These data are summarised in 
Figure 2, and further details of how the information was obtained and processed can be found in the 
supplementary information of this review.  
 

Figure 2: Schematic linking the structural MS techniques discussed in this review with the structural 
data each provides. Line width infers the proportion of publications on protein structure for a given 
MS technique which uses the technique for a given structural purpose. Details describing how the data 
underpinning this figure were collected can be found in the supplementary information. 
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Each of the seven structural MS techniques is found to report fundamental structural data on protein 
complex composition and stoichiometry, information which underpins all classic structural biology and 
modelling techniques. These findings are intrinsic to the m/z measurement which defines MS, 
however, the breadth of proteins over which they are obtained, global landscape compared to protein 
focussed, varies depending upon technique selected. Furthermore, the particular flavour of the MS 
technique must also be taken into consideration, as, for example, denaturing conditions from top-
down analysis would not in fact inform upon complex composition and stoichiometry. The m/z 
measurement associated with MS analysis similarly facilitates PTM identification, and as such 
structural data of this kind is attributed across all the structural MS techniques studied. However, it 
should be noted that the techniques are not equal in this regard, with top-down MS clearly the 
preferred route for obtaining this information. The importance of PTM insights in understanding the 
context of protein structure has been discussed previously within this review. 
 
Building upon the fundamental data discussed, several of the structural MS techniques are in addition 
able to probe protein interactions. XL-MS identifies interactions in a global fashion, with both 
structural and interaction crosslinking capturing multiple interactions across the protein landscape. As 
a result, XL-MS is considered a contributor to structural data on the interactome. However, the largest 
contributor to probing protein connectivity of the interactome was identified as AP-MS. Although 
based around a focussed affinity purification approach, the relatively long history of AP-MS means the 
technique has developed to incorporate several multi-bait experiments within a single study, thus 
building a more global interactome picture. By contrast, techniques such as HDX-MS and native MS 
also study protein interactions in a focussed fashion, however, at present they are limited to 
identifying interactions for a protein or subset of proteins. The methodologies associated with HDX-
MS and XL-MS go beyond simply identifying an interaction, providing additional information on the 
interaction interface. HDX-MS achieves this through application in a comparative fashion and 
subsequent identification of differences in the level of deuteration. Structural XL-MS probes 
interaction interfaces through the “molecular ruler” portion of the chemical crosslinker. Using this 
ruler, XL-MS provides a distance restraint, from which residue level proximity is inferred. 
 
Determining solvent accessible surface is another form of structural data which the findings presented 
in Figure 2 suggest is dominated by XL-MS and HDX-MS. HDX-MS achieves this using the same 
methodology discussed for determining interaction interfaces, by assessing level of deuteration on 
the protein backbone. Surface identification in XL-MS exploits the fact that chemical crosslinking of 
any type is only able to proceed if the amino acid being targeted is accessible to the crosslinking 
reagent. Given this fact, crosslinked residues identified by XL-MS can be determined to be solvent 
accessible in the structure or complex of interest. Building on this finding, recent work has applied 
similar principles to dead-end crosslinks, also known as monolinks.192 In these cases the chemical 
crosslinker reacts with an amino acid residue on only one terminus and therefore cannot provide a 
distance restraint for residue level proximity, however, the findings have been successfully used to 
provide solvent accessibility information. Two little considered but potentially powerful contributors 
to determining solvent exposed surface are top-down MS and native MS. With application of the 
correct dissociation method, for example ECD, and native sample preparation, top-down MS 
selectively fragments exposed protein regions to provide a measurement of solvent accessibility.183 
Protein charge state distribution obtained from native MS alone can similarly be used as a measure of 
solvent accessible surface. The principle of this is that amino acid protonation is only possible for 
solved exposed basic residues, and this is reflected in the observed charge state distribution, most 
clearly demonstrated by the reported difference in the native MS spectra of folded and denatured 
proteins 
 
Structural data relating to obtaining a conformational envelope for protein complexes and sub-
complexes is dominated by findings from IM-MS. This finding is expected, as IM-MS is the sole 
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structural MS technique which can provide a direct measure of protein size and shape. It should be 
noted, however, that this measure is only low-resolution, being based on a rotationally averaged 
structure, and relies on the assumption that native protein conformation is retained into the gas 
phase. Nevertheless, identification of the conformation envelope through IM-MS also has great 
advantages. IM-MS samples across the entire conformational landscape, therefore multiple 
conformational envelopes can be identified for a single protein, providing detailed structural oversight 
of the system. This information can then be converted into widely accepted CCS values for comparison 
with theoretical CCS values calculated using one of the available software packages.147,193–195 Some 
variation in method and accuracy of CCS determination, however, is still present within the field, and 
therefore must be considered when using this data type. 
 
Arguably the greatest strength of structural MS is the data which all MS techniques are able to provide 
upon the conformational changes, dynamics, and kinetics of proteins and their complexes. Each of the 
structural MS techniques discussed is able to do this to some degree, however the findings 
unsurprisingly suggest that the major contributor of this data type is HDX-MS, followed by both XL-MS 
and IM-MS. IM-MS informs upon dynamics via the ion activation methodology previously discussed, 
in which energy is introduced to the system during MS analysis in order to facilitate conformational 
changes. Whilst this approach has benefits, the fact that the workflow occurs in the gas phase rather 
than in solution means that the observed conformational shifts must be considered with care, to 
ensure that the species are true native protein structures rather than gas phase artefacts. HDX-MS 
and XL-MS avoid this problem by performing the labelling step which informs upon dynamics in 
solution, and simply using gas phase MS as a readout. Results from differential HDX-MS, in which 
comparative analysis is performed in response to a stimulus, are therefore a particularly rich source 
of information on protein kinetics and dynamics.  

3. Integration of MS data 

3.1 Integration of multiple MS techniques 
The simplest form of integration of MS for structural biology is the combination of multiple structural 

MS techniques to achieve a desired outcome. In an attempt to assess the prevalence of this approach, 

the data obtained from publication abstracts in the field of protein structural MS were mined for the 

co-occurrence of MS techniques. The resulting findings are displayed in Figure 3. Consideration of this 

figure highlights an important technical question on what is meant by the term of integration, as whilst 

techniques may appear to co-occur there are several workflows incorporated within this remit. Co-

occurrence of techniques could for example indicate use of two techniques in an integrated 

experimental workflow, such as the use of native MS as a precursor to top-down MS. An alternative 

interpretation of co-occurrence is that multiple MS techniques were applied to a single biological 

system within a publication to provide complementary structural data. The findings from each 

technique are then considered together in order to come to a significant finding about the system, 

but the integration of the techniques is in the synthesis of an idea rather than direct experimental 

integration. A final interpretation of co-occurrence would be computational integration of data from 

multiple MS sources, however, it is speculated that this would be rare for MS techniques alone given 

that many such workflows require additional modelling or high-resolution structural data. 

Taking into account the different interpretations of the term co-occurrence, in combination with the 
known structural data obtained from each MS technique, the frequency of multiple MS technique 
integration can be considered. Whilst a detailed explanation of all instances of co-occurrence would 
be too extensive for this review, key findings will be mentioned. It is noted, for example, that native 
MS, IM-MS and top-down MS all co-occur with each other at a high rate. As mentioned previously, 
this likely results from direct integration of experimental workflows. Similarly, top-down MS and HDX-
MS are observed to co-occur, and it is widely reported that these techniques have been combined 
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experimentally in an attempt to avoid back exchange issues attributed to the bottom-up HDX-MS 
approach. The observed high level of co-occurrence between HDX-MS and IM-MS, however, is less 
likely due to an experimental integration, and rather to the use of each technique individually to study 
a single protein system. Among the structural MS techniques discussed in this review, HRF-MS appears 
to be used in the least integrative fashion, highlighted by reduced levels of co-occurrence in 
publication abstracts. It is unclear as to why this may be, given that HRF-MS experimental workflows 
and instrumentation are accessible, and the structural data obtained are highly complementary to 
other structural MS techniques. We therefore hypothesise that the reduced co-occurrence can be 
attributed to the challenges in HRF-MS data complexity discussed in Section 2.1.4. By contrast, XL-MS 
shows a high level of co-occurrence with all other structural MS techniques, and it is likely that this 
covers several variations in the form of integration. XL-MS is likely popular for integration due to the 
diverse range of structural data it provides, making its findings complementary to a diverse range of 
other structural MS techniques. The techniques with the greatest level of co-occurrence with XL-MS 
are AP-MS and HDX-MS. This provides an interesting finding, as AP-MS integration is likely through a 
combined experimental workflow, whereas HDX-MS integration would more accurately be attributed 
to non-experimental integration. Given that XL-MS and HDX-MS provide complementary structural 
data it is probable that their integration also occurs in combination with computational modelling and 
non-MS based experimental techniques. 
 

 
Figure 3: Data showing the number of times structural MS techniques co-appear in publications in the 
field of protein structural biology. Relative amounts are indicated by circle size. Details describing how 
the data underpinning this figure were collected can be found in the supplementary information. 
 

3.2 Integration of MS with other experimental methods 
MS data can further be integrated for structural biology applications by combining MS data with data 
obtained from other experimental techniques. Experimental methods in which this has been 
successfully achieved includes each of the four classical structural biology techniques, X-ray 
crystallography, cryo-EM, SAS and NMR. In addition, there are also several other experimental 
methods which have been used in tandem with structural MS approaches, for example biophysical 
techniques, microscopy and genetic methods. In this section we will discuss in brief these non-MS 
experimental methods, focussing on the structural data which they provide and examples of their 
successful integration with structural MS.  
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In order to evaluate the frequency of integrating non-MS experimental techniques with structural MS 
we once again reviewed co-occurrence of techniques in publication abstracts in the field of protein 
structural MS, with the results shown in Figure 4. It should be noted that, as discussed in Section 3.1, 
this study reports co-occurrence which can take a number of forms, only one of which is computation 
integration of the data. Data in Figure 4 highlights two key points for discussion when considering 
integrating MS with other experimental techniques. The first of these is that certain MS techniques 
are integrated to a far greater extent than others, for example XL-MS and HDX-MS are readily used 
with all other experimental techniques compared to the intact protein MS methods. There are several 
factors that could contribute to this finding, including the type of structural information provided by 
these MS techniques, the availability and deposition of data, the accessibility of computational 
methods to facilitate integration, or simply easy collaboration of research groups working in these 
areas.  
 

Figure 4: Data showing the number of times non-MS structural techniques appear together with 
structural MS techniques in publications in the field of protein structural biology. Relative amounts 
are indicated by circle size. Details describing how the data underpinning this figure were collected 
can be found in the supplementary information. 
 
Data in Figure 4 also highlights the fact that some MS methods mesh particularly well with other 
experimental techniques, such that they exhibit high levels of co-occurrence. This finding can be 
attributed to the intrinsic nature of both the MS and non-MS experimental techniques, such that they 
provide complementary structural data for the purposes of integration. One example of this is the fact 
that native MS is commonly associated with X-ray crystallography or cryo-EM. This is because the 
stoichiometry of protein complexes can be reliably determined by native MS, whereas this cannot 
always be correctly obtained otherwise, for example due to crystal packing effects in X-ray 
crystallography. As such, the stoichiometry from native MS is used as starting information during the 
modelling of cryo-EM or X-ray crystallography density maps.196 While complex stoichiometry is often 
set at the very start of an integrative study such as this, it is nevertheless particularly important, and 
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can have a profound effect on the outcome. Varying basic building blocks such as stoichiometry can 
vastly increase the complexity of building models, and in some cases the confidence in, for example, 
the number of a given type of subunit in a complex is high and does not warrant using it as a free 
parameter. As such, use of reliable stoichiometry information from native MS avoids a critical mistake 
in this initial assessment, preventing both fitting the wrong model to the data, or obtaining an 
incomplete or over-specified model that will be very hard to fit properly. Similarly, microscopy 
techniques are often coupled with XL-MS, which provides additional information regarding residue 
level contacts. Distance restraints obtained from XL-MS can be intuitively introduced in modelling and 
refinement pipelines as distance restraints and combined with data from cryo-EM, as will be discussed 
in detail for the proteasome and nuclear pore complex in Section 4. 
 

3.2.1 Cryo-electron microscopy (Cryo-EM) 
Cryo-EM imaging provides direct experimental evidence regarding the conformation of protein 
complexes. From a sample in solution, a thin film is deposited on a grid, and flash-frozen, to prevent 
the formation of large ice crystals that would preclude from observing the protein of interest. An 
electron beam is focused and passed through this thin sample, and the resulting pattern is captured 
by high-resolution electron detector, effectively producing images of the sample. High resolution 
structure is achievable in these images, although even low-resolution data can be useful, as it 
constrains the possible arrangement and orientation of the parts of a protein complex. The obtained 
images are next aligned and rotated, then combined to estimate the most likely shape to have 
produced those images. The resulting density can then be interpreted in term of structural models of 
varying precision depending on the resolution. A full cryo-EM data processing pipeline contains many 
steps, from contrast transfer function (CTF) estimation and correction, to ice thickness determination, 
to 2D and 3D classification and reconstruction. Further details on these types of cryo-EM data 
processing can be found elsewhere.197 
 
Assignment of the observed density obtained from a cryo-EM experiment is non-trivial. Limitations in  
the orientation of the sample, and the resolution of the obtained data, means that it is often important 
to complement cryo-EM with other techniques. Without this complementary data it is possible to fit 
a complex in the wrong orientation in low-resolution envelopes. Furthermore, since large proteins and 
protein assemblies are dynamic, switching between multiple states, they can give rise to multiple 
alternative organisations and compositions. This process is stochastic, based on the kinetics of the 
interactions between sub-units. These dynamics are reflected in cryo-EM samples, which are often 
highly heterogeneous, and require careful preparation to produce interpretable images. Methods that 
provide information on flexible regions, and the kinetics of assembly, are therefore essential to 
provide context to the maps and structures generated from cryo-EM data. HDX-MS, for example, can 
be used to provide information on loop conformation and changes in flexibility.198 XL-MS is also useful, 
as it provides additional information regarding the structure of a complex, and to ascertain the correct 
assembly of complexes observed via cryo-EM.199 In this way, XL-MS may provide the additional 
information required to determine the topology of protein complexes observed in the map. AP-MS 
and native MS have also been used to validate the stoichiometry and composition of a complex 
observed by cryo-EM,200 whilst native MS and IM-MS have been applied in combination with low-
resolution EM to obtain a structural model of protein assemblies.201 
 

3.2.2 X-ray crystallography 
Most known protein structures have been solved using X-ray crystallography. From a highly 
concentrated solution of the system of interest, a stable periodic arrangement of the system can form 
a crystal. After crystallisation of the protein or protein complex of interest, and if the crystal(s) have 
become large enough, an X-ray beam is passed through the sample, and the resulting diffraction 
pattern is recorded. Because the observed patterns are a function of the spacing of elements within 
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the crystal, and its unit cell, computational methods can be used to evaluate the electron density in 
the crystal’s unit cell. 
 
The diffraction patterns of X-ray crystallography can be interpreted in term of electron density maps. 
Those maps are not in common use in integrated biology however: their interpretation in term of 
atomic coordinates is routinely done during the processing of the data, before its deposition in online 
data banks. Therefore, 3-dimensional atomic models are used in virtually all cases. This differs from 
cryo-EM due to the generally high resolution of X-ray data, and the impossibility to resolve the X-ray 
data if it is too low resolution, as the diffraction patterns degrade. The PDB provides access to a rich 
dataset of solved protein structures, and new structures can be proposed on the basis of homology 
with solved protein structures in this dataset.  
 
Some complexes may not be amenable to crystallisation, even though its constituent proteins could 
be resolved. By using XL-MS (see Section 2.1.2), valuable information on the organisation of such 
complexes can be obtained.199,202–204 Native MS (see Section 2.2.1) and collision-activated MS 
protocols (see Section 2.2.2) can also provide information regarding the relative stability of complexes, 
as well as information regarding the number of subunits in those complexes where the number or 
orientation of subunits is either variable, or unknown.205 
 

3.2.3 Nuclear magnetic resonance (NMR) 
NMR is a spectroscopic technique that has been long used to solve macromolecular structures. The 
nuclear spin of atoms in the sample of interest are polarised by a strong magnetic field; a second field 
is then applied, perturbing the alignment, and producing an electromagnetic wave that can be 
recorded. The intensity and frequency of this wave is dependent on the composition and 
conformation of the molecules in the sample. Nearby atoms may undergo a transfer of their spin 
polarization, which can be used to determine the overall structure of a biomolecular complex: J-
couplings provide distance restraints between pairs of atoms, that can be used in a modelling 
framework to obtain likely structures. Solution NMR is generally used to solve biomolecular structures, 
and the inherent flexibility of the system of study can be captured in the information provided by 
NMR. Time-resolved NMR also provides kinetics regarding both conformational transition in proteins, 
as well as ligand binding, of particular importance to pharmacokinetics.206 IM-MS can also provide 
kinetics information, and can be compared with NMR data, although they are usually on different time 
scale. 207 
 
HDX-MS can be used to determine unstructured regions and create constructs with better resolved 
NMR spectra.208  Chung et al. used HDX-MS and NMR in combination to obtain information on the 
conformation and kinetics of lactalbumin. 209 HDX-MS and NMR have a certain synergy since NMR can 
be used to detect isotopically marked atoms. Both methods can also be employed on flexible and 
disordered proteins. While the processing of the resulting data can be complicated, the results above 
show promise. MS combined with arginine footprinting can also be used to assist in the spectrum 
assignment, as shown recently.210 
 

3.2.4 Small angle scattering (SAS) 
Small angle X-ray scattering (SAXS) is an experimental technique within the SAS family, whereby an X-
ray beam is diffracted through a solution containing a sample of interest, and an absorption curve as 
a function of the angle is obtained. The intensity as a function of the angle is related to the scattering 
factors of the different components of the sample, as well as their relative spatial orientation. Because 
the particles are usually assumed to rotate freely in solution, with no preferred orientation, the curve 
is expressed as a rotational average of the scattering due to the full particle. Analysis of the variations 
in intensity as a function of the angle provides information on the overall shape of the system: a 
Fourier transformation of the SAXS data provides a representation of the intensity as a function of the 
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internal distance between parts of the particle. From this, potential shapes can be constructed that 
would produce a similar pattern. 
 
SAXS thus provides information regarding the shape of the complexes present in the solution, but 
high-resolution is difficult to achieve, as the signal-to-noise becomes larger at the larger diffraction 
angles containing the signal describing the high-resolution details of the shape. SAXS however is an 
excellent candidate to be paired with XL-MS: the crosslinks can provide restraints to initially select 
candidate poses, which can then be scored with the SAXS data. This combined approach has been 
shown to produce superior results to either independently211 and has been used to solve novel 
complexes.212 Recent work on the nucleosome remodeler ISWI demonstrates how relatively low-
resolution data can be efficiently combined to provide a well-resolved structure.212 XL-MS data was 
carefully analysed to provide accurate contact points between subunits of the complex. This step 
included software modifications by the authors, to tune their crosslinking detection method to the 
study’s setup. This type of development underlines how computational work is crucial to better 
interpret experimental data. The obtained crosslinking data was used in combination with homology 
models to obtain docked poses of the entire complex. Finally, SAXS was used to confirm that the 
overall complex conformation is likely correct, and the obtained structure was analysed and provided 
information regarding the regulation and conformational transition of the complex. 
 
In addition to SAXS, there is a second comparable SAS technique called small angle neutron scattering 
(SANS). SANS records the intensity of a diffracted neutron beam as a function of the diffraction angle, 
in similar ways to SAXS. Neutron scatters better against light-element that will not interact strongly 
with an X-ray beam and can be combined with isotope labelling and can provide more detailed 
information regarding the atomic composition of the sample. SANS combined with native MS has been 
used to identify the oligomeric state, relative position of subunits, and overall assembly of large 
protein complexes.213 
 

3.2.5 Biophysical methods 
A large number of biophysical techniques have been employed to probe the structure and dynamics 
of protein complexes, often in conjunction with MS methods. We provide an overview of those 
techniques here and references as to their use. 
 

Fluorescence (or Förster) resonance energy transfer (FRET) 

FRET is a powerful technique to observe the dynamics of a system in solution. Fluorophores are 
covalently attached to the system, and their distance can be estimated by measuring the energy 
transfer happening between them. This gives direct insight into the dynamics of the system at hand, 
with minimal perturbation of its constituents. This information can be analysed to provide useful 
insights in the changes occurring over time in the system. When combined with MS, a more accurate 
picture of the system’s structure and dynamics can be painted:  studies combining ion mobility and 
FRET allow for the concomitant detection of the dynamics of complexes, as well as their overall 
shape.214,215 
 

Dynamic light scattering (DLS) 

In dynamic light scattering, light scatters on particles increases their diffusion, with larger particles 
diffusing more slowly. By observing this change in diffusion, the size of the particles can be inferred, 
as well as their aggregation propensity. The diffusion equation is dependent on temperature, and 
careful control of the temperature in the sample is therefore necessary. The sample otherwise 
requires very little adaptation, making this method applicable to a very large range of biomolecules, 
from small aggregating peptides to large biomolecular complexes, as well as protein-ligand 
interactions. 216 This is exemplified in a recent work combining MS and DLS to characterise amyloid 
fibrils intermediates.217 
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Size exclusion chromatography-multiple angle light scattering (SEC-MALS) 

Multiple angle light scattering with size exclusion chromatography can be used to determine the mass 
of protein, and can be used to separate complexes with different oligomeric states.218 Variation using 
other chromatography methods, such as ion-exchange, are also possible.219 Antibody/antigen 
complexes were recently characterised by a combination of native MS and HDX-MS, and SEC-MALS.220  
 

Electron paramagnetic resonance (EPR) 

Electron paramagnetic resonance provides information on the distance between atoms. By exciting 
the spin of unpaired electrons, the distance between atoms can be determined. Functional groups 
with unpaired electrons usually need to be covalently attached to the protein of interest.221. The 
technique can be used in solution, and the absence of unpaired electron in proteins makes it easier to 
obtain a good signal. The technique has been used in conjunction with ESI-MS to characterise the 
binding modality of vanadium compounds to myoglobin.222 
 

Surface plasmon resonance (SPR) 

Surface Plasmon Resonance can be used to study the interaction of proteins with a surface, often 
coated with a compound of interest, often other biomolecules, to study their interaction.223 The 
adsorption/desorption of molecules on the surface (often a gold film) alters the reflection of an 
incident light, and the reflected light (and its changes are captured by a detector.224 SPR has been used 
in conjunction with native MS to characterise and identify proteins.225 
 

Raman spectroscopy 

Raman spectroscopy uses the spectrum of inelastically scattered light (Raman scattering) on a sample 
to deduce vibrational properties of the molecules within, such as bond lengths, angles, and other 
internal motions of the molecule. By its nature Raman spectroscopy provides information regarding 
both the structure and the fast kinetics of a molecule. Raman spectroscopy has been used in 
conjunction with MALDI MS to characterise the disulphide bond available for binding in an irradiated 
antibody.226 
 

Analytical ultracentrifugation (AUC) 

Analytical Ultracentrifugation uses the sedimentation equilibrium and velocity to estimate the mass, 
diffusion coefficient, and binding affinities of proteins and complexes. By rapidly spinning the sample, 
components of various mass and density will separate, with rates of separation dependent on the 
composition of the sample, and the interactions between its components. Computational models for 
the behaviour of the components in the field allow to estimate several of their properties.227 
 

Terms Description Reference 

Dynamic light 
scattering (DLS) 

Light scatters on particles increases their diffusion, with larger particles diffusing more 
slowly. By observing this change in diffusion, the size of the particles can be inferred, as 

well as their aggregation propensity. The diffusion equation is dependent on 
temperature, and careful control of the temperature in the sample is therefore 

necessary. The sample otherwise requires very little adaptation, making this method 
applicable to a very large range of biomolecules, from small aggregating peptides to 

large biomolecular complexes, as well as protein-ligand interactions. 

216 

Fluorescence (or 
Förster) resonance 

energy transfer (FRET) 
Fluorescent probes attached to the molecule provides distance information 214 

Electron paramagnetic 
resonance (EPR) 

Electron paramagnetic resonance provides information on the distance between atoms. 
By exciting the spin of unpaired electrons, the distance between atoms can be 

determined. 

222 

Circular dichroism (CD) 
CD provides information regarding the secondary structure content of biomolecules. It 

can be resolved over time, allowing to monitor conformational changes. 
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Raman spectroscopy 

Raman spectroscopy can be used to determine the structure and dynamics of small 
molecules. The inelastic scattering of photons against the molecules in the sample, 

known as Raman scattering, generated by a laser results in a shift in the energy of the 
photons. This shift in energy provides data regarding the vibrational modes in the 

system. 

226 

Size exclusion 
chromatography-

multiple angle light 
scattering (SEC-MALS) 

After separating molecules using a size exclusion chromatography column, multiple 
angle light scattering is used to determine the mass and size of proteins, by determining 

the diffraction properties of molecules passing through with a laser probe and a light 
detector. 

220 

Analytical 
ultracentrifugation 

(AUC) 

Analytical ultracentrifugation separates components by mass, and further information 
regarding their binding can be obtained by analytical modelling of the behaviour of the 

sample. 

227 

Surface plasmon 
resonance (SPR) 

Surface Plasmon Resonance studies the adsorption/desorption of molecules on a 
surface by monitor the change in reflectivity of the surface, using an incident light. 

Information regarding the kinetics of adsorption desorption can be obtained. 

223 

 
Table 2: Summary of the biophysical methods commonly used with MS to obtain structural data. 
 

3.2.6 Microscopy 
Various microscopy methodologies are in use for the determination of cellular and protein structures. 
Most of those techniques provides shape information, akin to cryo-EM. 
 

Micro-crystal electron diffraction (micro-ED) 

Obtaining large crystals for protein and protein assemblies can be incredibly time consuming, and 
larger, more flexible assemblies may simply not be amenable to crystallisation on a large scale. 228–230 
In micro-ED, a cryo-electron microscope is used to capture the diffraction patterns produced by small 
crystals in the samples. These patterns are then used to determine the electron density and with it 
the structure of the protein of interest, using computational methods similar to x-ray crystallography 
and standard cryo-EM single particle reconstruction. High resolution structures can thus be obtained 
for structures that would otherwise be unreachable. While the structures that can be solved for this 
method tend to be small, in some cases larger structures have also been obtained. As is the case for 
X-ray, the electron density is used less often than the coordinates of the model itself. 
 

Atomic force microscopy 

Atomic force microscopy (AFM) provides direct evidence for the structure of a sample by scanning 
across a surface using a probe. By measuring the force between the probe and the sample, the 
distance between them at a given point on the surface can be estimated, producing a map of the 
sample. The probe can also be used to estimate the force needed to pull away a molecule currently 
attached to the surface, which can also provide useful kinetic and structural insights: the shape of 
complexes and molecules adsorbed on the surface can be determined, and the change in force can be 
used to capture structural transitions. AFM has been combined with MS, to study the aggregation of 
amyloid fibrils,159,217 to determine the size and composition of virus and protein complexes together 
with native-MS,231,232 and to detect and characterise proteins at very low concentration.233 
 

Fluorescence microscopy 

By attaching a fluorescent probe to a protein of interest, important data can be gathered. 
Fluorescence microscopy is often used to determine whether two proteins are co-localised. The 
cellular localisation of a protein can also be obtained, and due to its non-invasive nature, time-resolved 
data can also be obtained. Data regarding its size and charge can also be gathered.234 Fluorescence 
microscopy can also be used to determine the stoichiometry of protein components, by comparing 
the brightness of tagged proteins.235 MS and fluorescence microscopy were used together to 
determine jointly the orientation and nature of antibodies patterned on a surface,236 and to identify 
complex forming proteins.237,238 
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3.2.7 Genetic methods 
Yeast-two hybrids have been a common method to establish whether two proteins form an 
interaction. By creating mutants of the proteins of interest, with an added domain that will result in 
the expression of a gene on contact between the two domains, it is possible to monitor whether the 
two proteins are interacting.  Large protein interaction maps have been created by systematically 
modifying proteins in the genome of organisms of interest.239 This type of information is incredibly 
useful, even if somewhat coarse, in integrative modelling: by establishing what proteins are likely in 
contact, the number of possible combinations that need to be explored to determine the most likely 
conformation of a complex can be vastly reduced. It may also lift ambiguity regarding the nature of 
subunits that are in contact.240 
 
More precise information can be obtained by mutating specific residues in the protein sequence: site-
directed mutagenesis provides a way to determine which residue, or ensemble of residues, are crucial 
to the stabilisation of an interface within a protein complex. This step itself can benefit from 
integrative methods, to decide which residues should be mutated, as it is generally impractical to test 
a very large number of mutants. More recently, work that combine large scale mutations with 
monitoring of the resulting phenotypic profile have been used to determine the architecture of 
protein complexes, showing the accuracy that can be reached with such methods.241 These methods 
are often used in conjunction with structural MS methods, to relate structural changes in a protein 
conformation with its functional changes upon mutation,242 or for validating the importance of a given 
structural interaction.243 
 

3.3 Computational methods for data integration 
The experimental methods described above provide diverse data regarding the structure, dynamics, 
and interactions of proteins and their complexes. To combine them effectively, computational 
methods are employed to generate models that are compatible with the data provided, while 
retaining reasonable stereochemical features. The greatest obstacle to this task is related to the 
extremely large number of possible conformations that a protein structure may have. A given 
experimental data set will generally be compatible with an ensemble of structures comprising many 
distinct conformations. To discern whether those conformations are occupied, and which ensemble 
might best fit the data, is a challenge which forms the subject of intense ongoing computational 
developments. 
 
The common methods used for model generation, their advantages and drawbacks, and the way data 
from experimental protocols described above is harnessed to generate and improve models, are 
described below. 
 
For the purposes of this review, modelling methods have been classified into three categories: 
 

• Bayesian methods, where a probability is assigned to a given model, as well as its congruence 
to the data. Models are iteratively modified so as to increase both the confidence in the 
model, and its support by the data, by re-evaluating the match between them at each cycle. 
 

• Direct constraint modelling with sampling methods such as molecular dynamics (MD), or 
Monte Carlo (MC), where the experimental data is represented as physical constraints (e.g. 
harmonic springs between particles), thereby generating models that automatically satisfy the 
constraints imposed. 
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• Modelling with filtering, where the experimental data is used to select models that best fit the 
data. 

 
This broad classification is not restrictive: modelling pipelines will often combine methods belonging 
to those different categories, and sometimes cycle through them, to improve the quality of the 
generated models. 

 
Figure 5: Plot showing the co-occurrence of computational and MS techniques, with larger dots 
corresponding to more common combinations. 
 
In order to determine how these categories of computational methods pair with structural MS 
techniques, co-occurrence of the techniques was assessed, with the results shown in Figure 5. The 
computational methods presented in this Figure, further details of which can be found in Table 3, are 
expansions of the three previously defined categories of computational integration. From the first 
category, integrative and Bayesian are terms that refer to a type of approach rather than a specific 
modelling method, using multiple streams of experimental evidence for the former, while the latter 
characterises a type of probabilistic approach that attempt to rigorously incorporate new information 
on the probability of a given model as more data is provided. There are also a number of terms used 
in Figure 5 which fall into the direct constraint modelling category. Simulations, for example, is a very 
general term that may describe a wide range of such techniques. The simulations term includes MD 
and docking, both of which also appear as unique categories due to their popularity. The final defined 
category, modelling with filtering, is not explicitly featured in Figure 5. Whilst filtering of models is 
extremely common place in computational data integration, it was not easily amenable to detection 
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in the keyword analysis without being confused with other methods, and therefore was excluded from 
this search. Homology modelling is very specialised technique, that does not fall clearly into any of the 
above modelling categories, however it is included in the search due to its popularity. 
 
Figure 5 shows how some experimental MS techniques are more naturally combined with specific 
computational methods. The distance restraints that XL-MS provide are naturally used in docking, and 
generally integrative modelling. On the other hand IM-MS and HDX-MS are more likely to be combined 
with MD simulation, which can be interpreted in term of conformational ensembles and flexibility. We 
will cover how those methods are combined below. 
 
While the structural data obtained in the techniques described above can be used explicitly in an 
integrated pipeline to generate models, some of the information is often used in a more implicit 
manner, for example the stoichiometry of a complex may dictate how many units are used at the start 
of the pipeline, or for compounds of unknown structure, their sequence may be used to generate 
initial models. 
 

Terms Description Reference 

Bayesian  inference 
Given a distribution for the probability of a model given existing evidence, using Bayes’ 
theorem, the probability for a model can be assigned, as well as the confidence in the 
evidence. This can be used to produce robust estimates of data and models together. 

244,245 

Simulation 
A generic name for computational methods aimed at producing a physically realistic 

model of a system. 
246,247 

Docking 
A method to determine likely configurations of a protein and a ligand or partner by 

sampling possible translation and orientation of the pair. 
248–250 

Homology modelling 
A protein model building method whereby a model for the structure of a specific 
sequence is constructed using similar sequences that do have an experimentally 

obtained structure, that can be used to build a good initial model 

251–253 

Molecular dynamics 
(MD) 

Simulation method based on the numerical integration of Newton’s equation of motion; 
coupled with an energy function providing the physical description of the forces present 

in a system, this method will produce a trajectory of the system from a starting point. 

254 

Integrative modelling 
A methodology whereby the modelling of a system is done using data from multiple 

experimental sources (see section 3), integrating them to help produce models. 
255,256 

 
Table 3: Definitions of common terms used in computational protein modelling. 
 

3.3.1 Probabilistic/Bayesian methods 
Bayesian methods, and in general probabilistic models, will attempt to generate or update models 
that best fit the available data, by estimating the likelihood of a conformation, given the data. These 
approaches are very powerful, but require a probabilistic model to be developed for the estimation 
of the likelihood based on the provided data. While physical intuition of the system and apparatus 
used to generated the data, as well as previously developed models, may be used to guide this process, 
it is nevertheless time-consuming and difficult. Bayesian methods do have the advantage of taking all 
information into account, irrespective of source, but balancing its importance based on the current 
model and the rest of the information. By reweighing the evidence, and not just the model, a spurious 
restraint is much less likely to prevent convergence towards a high-quality model.257  Alternatives to 
Bayesian schemes which address some of these challenges have also been proposed.258 
 
A Bayesian framework provides a general approach to represent and combine heterogeneous, 
uncertain data, to provide an estimate for a model’s likelihood. An algorithm to generate and improve 
new models is still required. Likelihood maximisation schemes are powerful, but maximisation in a 
very large parameter space can be impractical, especially if many local optima exist (which will usually 
be the case for large proteins, where the structure may be folded in alternate yet similar 
conformations), slowing down the search. Variational optimisation may be necessary to ensure the 
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convergence of the method: when a large number of parameters are available, there may be several 
combinations of parameters that give results of similar quality, rendering optimisation difficult; this in 
turn vastly increases the search space for the method, as good parameters need to be found for the 
models with different parameter numbers. Direct modelling with MD or MC is a popular choice, with 
many implementations readily available, as we will see in the next section. 
 

3.3.2 Using mass spectrometry data as constraints 
The most common approach to model experimental restraints, especially coupled with MD, is to 
represent the experimental data as a physical force, forcing the system towards conformations that 
are compatible with the data. This may be a distance restraint between parts of the structure, as can 
be obtained by XL-MS, NMR or FRET, an envelope in which the structure should fit, as is obtainable by 
cryo-EM, or SAS, or an order parameter such as a CCS obtained by IM-MS.259 These methods rely on 
generating models with detailed 3-dimensional coordinates for all parts of the system involved. The 
various experimental constraints are represented as forces acting upon the system; coupled with a 
forcefield, representing the known inter-atomic forces acting upon the atoms (i.e., electrostatic 
forces), this provides a way to gauge the likelihood of a given conformation. This approach can be used 
to generate models of complexes from existing high-resolution models of subunits (often known as 
docking), and enhanced by the addition of distance restraint in the form of crosslinks.202,203 
 
By either integrating those forces, following Newton’s equation of motion, as in MD, or by generating 
new trial conformations and comparing their energy, as is common in MC, various states of the system 
of interest are explored, and the best-fitting ones are retained. Both MD and MC schemes are 
straightforward to implement, in their simplest form, and offer a great deal of flexibility in order to 
tune and improve their sampling properties. Extensive literature on those sampling algorithms can be 
found elsewhere.246,260 Additional sampling methods have been refined over the years, with variations 
around the original MD and MC methods designed to improve their sampling properties, genetic 
algorithms and particle swarm optimisations for example, or to allow for the sampling in alternate 
conditions (for example, constant pH dynamics). 
 
Simulations also offer the possibility to compare experimental data against ensembles of models 
generated with the above methods: because the signal from experimental data is often averaged 
across time, or many copies of the system of interest, it is not necessarily the case that the observed 
signal would correctly fit to any single model but may fit to their overall average.244 
 
Cryo-EM 3-dimensional density maps, estimated from the initial images, are used as a force in many 
modern fitting routines.261–263 Extensive work has been done on optimising the form and details of the 
parametrisation of those forces to reach a better agreement between maps and models.264 
 
Molecular modelling is often deeply biased by the models initially provided: finding a different, well 
matching model is difficult, due to the complexity of the energy surface for large proteins. Strategies 
to mitigate this issue exist, and to improve the sampling of these methods, however, convergence 
remain an issue. Due to the high cost of some of those sampling methods, confidence intervals based 
on repeating the sampling are often absent from studies. Since the sampling is generally stochastic, 
results may be dependent on the run. 
 

3.3.3 Using mass spectrometry data as a filter 
Finally, the experimental data can be used in a filtering step, after models have been generated, for 
example by selecting only models whose structure is compatible with experimentally determined 
cross-links. This method has the advantage of requiring no modifications to the computational 
pipeline besides the filtering step and does not bias its output. 
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Because the filtering step does not usually entail repeated evaluation of the scoring function, as is the 
case during sampling, the use of more expensive scoring function is possible here, either using a more 
complete set of data, or a more accurate comparison between data and model. This was used in 
nuclear pore complex studies, where more complete comparisons against experimental data was only 
performed during model filtering steps, after initial sampling.196 
 
Another advantage of a filtering step is to avoid overfitting: by considering a different source of data 
than that used to generate models, overfit models, that match very well the data but are otherwise 
unphysical, or simply incorrect, can be rejected. By using crosslinking data, it is possible to significantly 
improve the performance of a cryo-EM assembly fitting pipeline.265 Conversely, crosslinking data can 
be first used in a docking or MD approach, to generate models that can then be matched against other 
experimental data, such as SAXS or NMR.  
 
Filtering is most effective when used with multiple independent sources of data: by combining a cryo-
EM scoring function with XL-MS scoring, Bullock et al. showed significantly improved performance in 
evaluating the quality of protein complexes.265 On the other hand, combining experimental data 
providing similar information may not necessarily improve the quality of the scoring.211 
 
Filtering is often used as a final step in a modelling pipeline, to ensure that the previously generated 
model fit well with the data.266 This approach can also be used for validation purposes: when multiple 
models of the same complex have been proposed, the use of an independent source of information 
to assess which models best match the new evidence can be a powerful tool to rank the quality and 
likelihood of models. As an example, cryo-EM 3D reconstruction can be validated by comparing their 
predicted CCS to experimental values obtained using IM-MS.194 
 

3.3.4 Combining computational approaches 
Each of the methods described above has advantages: direct modelling makes it easy to sample 
conformations likely given the data, while a Bayesian framework may provide more accurate 
estimates of the likelihood of a conformation. Those methods are often combined, for example by 
integrating a direct modelling step (with the data represented as forces) as a sampling step in a 
Bayesian framework. This is exemplified in an automated modelling pipeline using crosslinking data,15 
where a Bayesian framework is used to weigh the crosslinking data, but sampling of conformations 
proceeds using direct simulation with distance restraints. Alternating a sampling and filtering step is 
also commonly done in the determination of large assemblies, so that computational time is expanded 
on models that are likely to be a good fit to the data, discarding lower quality models.266 For larger 
assemblies, where the complexity of determining a conformation is high, those steps can be repeated 
several times, and in several independent runs, to ensure convergence of the procedure. 
 

3.3.5 Data and method standardisation 
As demonstrated in the previous sections, large quantities of heterogeneous data can be produced 
while studying the structural biology of protein complexes. For MS data, a range of instruments are in 
common usage, each with different manufacturers and modes of operation. Furthermore, different 
MS techniques produce different types of data, and that combined with the variety of existing 
processing software means that output data can take many forms. As a result the field of structural 
MS has experienced challenges in depositing open access data for others to access and use. Whilst 
deposition in databases is becoming more prevalent, the actual data deposition scheme remains done 
on a case-by-case basis. Recently, for example, standards for data deposition have been proposed in 
some sub-disciplines, such as for HDX-MS, IM-MS and XL-MS data.76,144,267 In other cases community 
efforts are starting to address this problem.268  
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Beyond the field of structural MS, data deposition has become routine for published data acquired 
using other experimental techniques. For example, 3D coordinates of atomic models obtained by X-
ray crystallography are found in the protein data bank (PDB),269 while proteomics data is often found 
on the PRoteomics IDEntification database (PRIDE).270 Cryo-EM data is available via the electron 
microscopy data bank (EMDB),271 with the underlying electron microscopy data available through 
electron microscopy public image archive (EMPIAR). 
 
Data deposition in such public databanks, and in particular with the original dataset, is extremely 
useful. As computational methods improve, deposited datasets can be processed again, providing 
useful benchmarks for the quality of a given method, as well as sometimes improving the 
interpretation of this data. The PDB-REDO and cryo-EM re-refinement system (CERES) projects have 
shown how those efforts provide informative, sometimes new data on both computational 
processing, and the output generated by those methods, since the latter is not independent from the 
former.272  The deposition of previous data does not simply allow to use improved methods, but 
sometimes a reinterpretation of previous evidence, in light of new data, to obtain models that are 
more accurate to the deposited data.205 
 
Integrative modelling is a relative newcomer to the field: as modelling methods have become more 
complex, and integrate more data from many sources, it has now become apparent that resources are 
necessary to keep track of the protocol and information used. PDB-Dev was created for this purpose 
and provide links to other existing databases for the experimental data used in a given modelling 
project. 
 

Name Description Reference 

PDB The Protein Data Bank, used for high-resolution atomic models 269 

EMDB 
Electron Microscopy Data Bank, for cryo-EM 3D reconstruction. Integrated with the 

PDB, with many EM reconstructions accompanied with a fitted model 
216 

SASDB 
The small-angle scattering biological data bank, is a database of experimental small-

angle scattering data together with models, and relevant experimental details. 
273 

PDB-DEV 
Atomic force microscopy provides direct evidence for the structure of a sample by 

scanning across a surface using a probe. Information on the structure of the sample 
can thus be obtained, 

274 

EMPIAR Raw EM data, before 3d reconstruction 275 

PRIDE Proteomics and mass spectrometry databank 270 

 

Table 4: Summary of current deposition services for structural biology data. 
 
Many structural studies are accompanied with methodological developments, necessary to interpret 
the data. Those methods are generally implemented in programs, while the article text provides an 
overview of the steps involved. Unfortunately, it is often difficult, if not outright impossible to re-use 
or re-run these programs. Some code is simply not made available with the article, while in other cases 
the links that are provided end up deprecated. Change in both hardware and software can render 
programs near-unusable too. The spread of data deposition practice, and the ease of use of modern 
online code repositories has made it more common to find those method implementations, and 
potentially reuse them. The heterogeneity of starting data, as well as the lack of standard practices 
and formats, makes it difficult to rerun and compare different methods. As discussed in previous 
sections, such data reprocessing effort can be incredibly useful, providing large benefits to the 
community, and better standardisation in methodological developments and reporting would help in 
this respect. 
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4. Systems benefitting from integrative structural biology 
Large, dynamic assemblies require a combination of the techniques described previously to be 
understood. Two of the largest, most important protein assemblies in the cell are the proteasome and 
nuclear pore complex. Both have been the subject of repeated integrative studies, that have revealed 
more and more information about their structure and function and have stimulated the development 
of new experimental and computational developments in integrative modelling. We will describe 
those developments, focusing on studies that made use of MS. 
 

4.1 Proteasome 
The proteasome is a large and heterogeneous protease complex which controls selective degradation 
of undesirable proteins.276–282 This system forms the major mechanism for removal of damaged, 
misfolded, and regulatory proteins in eukaryotes, and therefore is of significant interest in biology.283–

285 Architecture of the standard proteasome complex is now known to include a catalytic core, referred 
to alone as the 20S proteasome or 20S core particle. This core contains four stacked rings, arranged 
as two β rings sandwiched between two outer α rings, with each ring comprising seven subunits.286–

289 In its enzymatically active form, termed the 26S proteasome, either one or two 19S regulatory 
particles attach terminally to the 20S core through interaction with the α rings. The 19S regulatory 
particles themselves consist of multiple subunits, which are grouped into the base region which 
interacts directly with the 20S core, and the lid. This description characterises the accepted view of 
the standard proteasome, however it is widely acknowledged that the system has additional 
heterogeneity. Examples include variation in 20S core subunits giving rise to immuno-, thymo-, and 
spermato-proteasomes, binding of alternative interactors such as PA28 in place of the 19S regulatory 
particles, and PTM of subunits.290–295 

 

 
Figure 6: Evolution of structural knowledge for the proteasome. Initial negative stain EM revealed a 
barrel-like structure with a lid. The core proteasome was resolved by X-ray. An integrative approach, 
combining cryo-EM, XL-MS and existing knowledge regarding the proteasome structure was used to 
produce a model of the full proteasome. This model was later largely confirmed by cryo-EM studies 
resolving the full proteasome. Future work remains, regarding the kinetics of the proteasome 
complex, and its interaction with other cellular components. 
 
Functional insights into the proteasome, including its close relationship with ubiquitination enzymes 
and its role in cellular homeostasis, have been the subject of numerous insightful studies.282,296–298 In 
parallel with advances in the functional understanding of the proteasome, considerable focus has 
been given to building a structural understanding of the complex.278,299 Structural studies in this area 
have proved challenging due to the complex and heterogeneous nature of proteasome components, 
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combined with its intrinsically dynamic landscape. As a result, structural characterisation of the 
proteasome is one of the best examples of where multiple structural biology techniques have been 
used, often in an integrative fashion, in order to advance the field. 
 
Structural interrogation of the proteasome can be traced back to a seminal study from 1968, in which 
the first image was recorded showing a protein complex of unknown function.300 This image, captured 
by negative stain EM, is now known to feature the 20S core particle. To this day, negative stain EM, 
proves an excellent technique for the structural visualisation of very large protein complexes and a 
useful tool in the integrative structural biology arsenal. The next structural steps in resolving the 
proteasome took place in the 1990s, when a series of x-ray crystallography studies provided atomic 
structures of the 20S core from archaeal and yeast.301,302 These developments proved possible due to 
the relatively stable structure of the core particle compared to the 19S regulatory units, facilitating 
successful crystallisation. Given the dynamic nature of the regulatory particles of the enzymatically 
active 26S proteasome, the next big developments in proteasome structure came as a result of EM. 
Developments in this area successfully provided the molecular shape of 26S proteasome from 
Drosophila and S. pombe, however the resolution of these structures in the 19S region prevented 
subunit atomic co-ordinates being determined.303,304 

 
Despite the developments in proteasome structural biology discussed up until this point, a complete 
structure with subunit organisation of the intact enzymatically active 26S proteasome still remained 
elusive.305 As such, several research groups turned to integrative methods in hopes of solving the 
problem, combining cryo-EM data with chemical biology or structural MS approaches.306–308 One 
example of this is the 2010 publication from Bohn et. al., in which XL-MS was used to support cryo-
EM in order to obtain a 9.1 Å resolution structure of the 26S proteasome from S. pombe.309 In this 
case, the spatial restraints obtained from XL-MS provided information on the proximity between 
subunits, which was vital for fitting the density map obtained by cryo-EM. Similarly, a 2012 publication 
from Lasker et. al. built a pseudo atomic model of the entire 26S proteasome from yeast by using an 
approach with even greater structural biology integration.310 The approach combined experimental 
and computational tools, taking complementary data from two yeast strains. The method was 
outlined in a four step workflow, which will we discussed in brief. The first step described involves 
gathering information from five structural biology approaches for use in structure determination: (i) a 
density map of S. pombe proteasome obtained at 8.4 Å from cryo-EM; (ii) distance restraints within 
the regulatory particle from XL-MS of S. pombe; (iii) cryo-EM density maps of 26S proteasome from 
subunit deletion strains of S. cerevisiae; (iv) the regulatory particle interactome derived from a 
combination of AP-MS, XL-MS and two-hybrid; (v) atomic structures of regulatory particle lid subunits 
from x-ray crystallography. These experimental approaches were next translated into spatial restraints 
for further use. Using these restraints, coarse grained representations were developed into refined 
models in three steps: (i) subunit localisation was performed based on XL-MS interaction restraints 
and cryo-EM density maps; (ii) models computed for regulatory particle lid subunits were fitted into 
the cryo-EM density map; (iii) MD flexible fitting was used to refine atomic co-ordinates of subunits. 
Finally the best scoring models based upon agreement with both atomic models and XL-MS distances 
were clustered, ultimately giving localisation probabilities for regulatory particle subunits. 
 
Similarly to the ground-breaking steps forward made by Lasker et. al., integrative approaches were 
also trailed to obtain structural definition within the lid of the human 19S regulatory particle.310 
Research carried out by Politis et al. successfully tackled this problem by integrating data from three 
structural MS techniques with computational modelling, which will now be discussed in brief.311 The 
first step in their hybrid approach was to purify and isolate the 19S lid, for which an AP-MS approach 
was adopted. In brief, the entire 26S proteasome was first affinity purified from RPNX-3xFLAG cells 
before being exposed to high salt conditions to promote dissociation. Tagged lid subunits were then 
eluted and enriched, before MS and label free quantitation which confirmed successful enrichment of 
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the proteasome lid. This approach also confirmed protein identities, providing an overview of 
proteasome lid composition which is a vital step underpinning additional integrative approaches. 
Native MS was then performed on the affinity purified samples, identifying the intact lid and in doing 
so confirming its composition and the stoichiometry of protein subunits.312 Native MS further revealed 
subcomplexes within the proteasome lid, notably one containing Rpn5/8/9/11 and a second consisting 
of Rpn3/7/Sem1. IM-MS experiments with CCS calibration were also performed on the intact lid and 
its subcomplexes, building on the native MS data in providing a conformational envelope for each 
complex. XL-MS was performed with DSS leading to identification of both interprotein and intra-
protein interactions which support the proteasome lid subcomplexes identified by native MS data. 
High quality crosslinks, defined as those scoring an false discovery rate (FDR) of <0.05 in xProphet 
analysis and confirmed by manual inspection, were also identified within the XL-MS dataset.313 These 
crosslinks provided distance restraints between residues within the identified proteasome lid 
subcomplexes. The described composition and stoichiometry information obtained from native MS 
and AP-MS were then used as subunit input for a MC search, which sampled the conformational space 
to generate over 10,000 models. The models were then scored using restraints based on IM-MS 
conformational envelope, native MS subcomplex characterisation, and XL-MS connectivity. Energy 
minimisation MD simulations were then applied to further prioritise structures. The top 1% of highest 
scoring models from this integrative MS and computational method were overlayed with a high 
resolution cryo-EM density map containing all proteasome lid subunits with the exception of smallest 
subunit Sem1. The model proved to be in agreement with the EM map, with a cross correlation 
coefficient of 0.74, and included additional information regarding Sem1 subunit placement. 
 
High resolution structures of the entire human 26S proteasome were obtained between 2015 and 
2018, following on from the integrative studies just described.314–317 These cryo-EM data revealed six 
co-existing conformations of the 26S proteasome, at resolutions between 3.6 Å and 6.8 Å. The high 
resolution human 26S proteasome structures were closely followed in subsequent years by 
comparable cryo-EM conformations of the yeast 26S proteasome.318 Since these evolutions, attention 
within the field of proteasome structural biology has begun to focus on additional features of the 
complex. New areas of interest include studying proteasome interactions and the structural changes 
they induce, such as native substrate binding, and targeting by drugs. Furthermore, greater attention 
is now being given to probing the dynamics and kinetics of the proteasome, to identifying structural 
assembly intermediates, to detailed characterisation of subunit composition, and to proteasome 
variation between cell lines.278,295,319–321 Structural MS is making its presence known in these 
endeavours, with top-down MS facilitating characterisation of proteasome subunit PTMs, IM-MS 
probing core particle shape and stability, AP-MS identifying binding partners, and HDX-MS revealing 
differences between the 20S and immuno-20S core.132,322–328 At the time of writing, however, MS 
techniques such as HRF-MS, remain open for further exploitation in this area. The renewed focus of 
the field on interactions and dynamics makes structural MS a perfect tool as these avenues are 
pursued. Furthermore, as discussed throughout this review, great power comes from combining 
insights from MS with other structural biology techniques in an integrative fashion. It is our belief that 
this approach will be key in providing a detailed picture of the proteasome going forward.  
 

4.2 Nuclear pore complex 
The nuclear pore complex (NPC) is a large protein assembly which is found on the nuclear envelope, 
and is the central element for mediating molecular transport in and out of the cell nucleus in 
eukaryotes. Its regulation is key to cellular function. Composed of over 30 different proteins, most 
present in several copies, the NPC is a very large and complex structure, whose elucidation has been 
the subject of intense study. The NPC is also a dynamic assembly, with a number of proteins binding 
conditionally to it. The complex as a whole can undergo a number of structural transitions, whilst 
portions of the proteins constituting it are also individually flexible. As such, structural biology of the 
NPC is complicated, and made even more so by the fact that its composition and structure vary greatly 



35 
 

between organisms. To date, the NPC structure has been partially resolved by integrative modelling 
techniques, using a combination of data from X-ray, cryo-EM, XL-MS, and other methods.329 These 
studies have revealed that the overall NPC structure comprises three rings: nuclear, spoke, and 
cytoplasmic.330 A coat extending beyond the nuclear and cytoplasmic ring is also present.331 
 
Early work studying NPC structure focussed on obtaining information about the relative abundance of 
protein constituents within the complex. NPC proteins were successfully identified and quantified 
using an AP-MS approach. These fundamental studies were required to underpin much of the 
subsequent structural biology research carried out on the NPC. Having determined the NPC 
constituents, a model of the intact complex was necessary in order to accurately place proteins at 
their correct location within the NPC. The overall shape and space occupied by the non-flexible part 
of the complex was determined by negative stain EM.332 Information from the other techniques, such 
as XL-MS, were then combined to fit the units of this complex together within the EM envelope. 
Unfortunately, the contents of this envelope could not initially be attributed to specific proteins, and 
the resolution did not directly allow exact determination of protein structures. However, this map did 
allow further work to be combined and validated, by reusing this envelope data to dock subcomplexes 
whose organisation was determined with much greater certainty. For example, subcomplexes were 
later purified and resolved with cryo-EM, and in conjunction with a higher-resolution envelope for the 
NPC, allowed several subcomplexes to be placed within the overall map.330 
 
 

 
 
Figure 7: Representation of several components of the nuclear pore complex, and the integrative 
techniques that were used to resolve them. A full model for the NPC was proposed in Rout et al.333 
 
Higher resolution X-ray structures for the coat Nup complex were later obtained and docked within 
the envelope, providing a higher-resolution view of this region of the NPC.331 This approach also 
proved useful for the mRNA export platform assembly, which was determined and similarly docked 
into the overall NPC envelope329 by combining data from negative stain EM and restraints from XL-
MS, and computational sampling of possible conformations, a high-quality model that fit the obtained 
envelope was obtained. The authors employed a protocol that uses both sampling and filtering, as 
described above.266 Crosslinking data was used to determine the topology and orientation between 
subunits in the complex. This demonstrates the importance of both “classical” MS techniques and 
more modern structural methodologies, which were together crucial to the determination of the 
overall mRNA export platform. 
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Finally, a full sub-nanometre structure of the entire S. cerevisiae NPC was presented. After confirming 
the stoichiometry of all components in the NPC by quantitative MS, the overall complex was 
assembled using cryo-EM, XL-MS, and SAXS. Coarse-grained representations of all the subunits 
present in the complex were determined using a combination of existing X-ray and NMR models from 
the PDB, predicted models were used for model lacking an experimentally solved structure, and SAXS 
profiles were used to validate those models. The XL-MS and cryo-ET data were used as restraint in a 
MC simulation. The resulting sampling was assessed for convergence and was then filtered to select 
high-quality models. Those models were then assessed against the data, and a further MD run (using 
Brownian dynamics) was performed to estimate the distribution of position of the Phe-Gly (FG) 
repeats extending from nucleoporins, and their interaction with nuclear transport factors (NTF).196 The 
resulting NPC structure is a prime example of truly integrative work, with multiple mass spectrometric 
methods, biophysical experiments, and computational methodologies combined to produce a high-
quality fit for a very large complex, that would not have been possible to achieve with a lesser 
combination of any of those techniques. 
 
More recent work on the yeast NPC has shown this work can be extended and provide further 
information regarding the changes in such a large complex. By combining in situ fluorescence 
microscopy with cryo-electron microscopy, the authors could confirm whether components of the 
NPC could be successfully integrated in the NPC assembly, and derived information regarding the 
effect of a conformational change of Nup159 on the assembly dynamics of the larger NPC. With 
improved knowledge of the NPC structure, and improved methods, it is becoming possible to study 
larger cellular assemblies: In-situ cryo-electron tomography has also been used to show that the 
proteasome and the NPC, themselves still the subject of much study, have been shown to tether.334 

5. Conclusions & future directions 

5.1 New developments for integrative structural biology 

5.1.1 Mass spectrometry developments 
Developments in MS instrumentation, sample preparation, and data processing software have been 
fundamental in building the field of structural MS into what it is today.268,335,336 Research focus on 
development in these areas remains strong, and it is therefore predictable that further advancements 
in the field of MS will continue to improve the technique’s contribution to structural biology. One such 
development is in the field of IM-MS, with the expansion of tandem ion mobility approaches providing 
additional functionality compared to classic IM-MS.337 Tandem DTIMS devices pioneered by the Smith 
group were among the early work in this field, initially being applied to enhance peptide 
fragmentation.338–340 Building on these instruments, the tandem ion mobility methodology was 
commercialised in 2019  with a cyclic TWIMS IM-MS instrument.341 The cyclic IM-MS platform is based 
upon the principles of several fundamental studies of tandem IM-MS, and as such facilitates both 
increased ion mobility resolution and conformer isolation.  These abilities have already been proved 
as applicable to the study of native gas phase protein standards including Cytochrome C and 
Concanavalin A.342,343 A further development in the field of tandem ion mobility is that of structures 
for lossless ion manipulations (SLIM) and its later analogues serpentine ultralong path with extended 
routing (SUPER) SLIM and multi-level SLIM.344–347 These SLIM techniques are based upon travelling 
wave ion mobility, and allow ultrahigh resolution mobility separation of native protein conformations, 
ion trapping, and ion selection. Finally, trapped ion mobility spectrometry (TIMS) has also been applied 
in a tandem ion mobility workflow, facilitating both mobility selection of species, and ion activation.348 
These features have proved particularly beneficial in improving peptide fragmentation, increasing 
sequence coverage in bottom-up proteomics experiments. 
 



37 
 

Beyond MS developments in the area of IM-MS, advancements have taken place across other 
structural MS techniques. Examples of this include the development of more powerful data processing 
platforms, and application of the structural MS toolkit to study challenging biomolecules beyond 
proteins, such as G-quadruplexes of DNA.27,28 In the field of top-down MS, novel fragmentation 
techniques are opening up improved characterisation of biomolecules. The application of SID to native 
protein complexes has, in particular, greatly improved the information on quaternary protein 
structure obtained within the field.349–352 HDX-MS analysis is moving towards amino acid level 
resolution with new automated instrumentation allowing analysis on the millisecond timescale, as 
evidenced for glycogen phosphorylase, where the technique revealed the entropic mechanism of 
active site access.353 Finally, the evolution of higher-resolution charge detection-mass spectrometry 
(CD-MS), is enabling the analysis of larger protein complexes than previous MS methodologies would 
allow. This single molecule MS approach has to date been applied to monitor amyloid fibril 
aggregation and viral assembly.354–356 As with all structural biology techniques, improving the ability 
of MS to analyse protein structure within the native cellular environment is a key area of development, 
and will be discussed in detail in the following section. 
 

5.1.2 Moving structural biology towards in cell analysis 
Structural biology has to date been a field largely focussed on the study of purified in vitro protein 

systems, due to the increased challenges associated with performing analyses within the complex 

cellular environment. To study proteins in their true form, however, it is vital to capture the native 

structure, dynamics and biomolecular interactions of a protein in vivo. As a result, several structural 

biology techniques are moving towards in cell analysis. Correlative light and electron microscopy 

techniques allow the determination of large structures within a sample, from the NPC to entire 

cells.333,357,358 Structural MS, and the peptide-based techniques in particular, are perfectly placed to 

deal with the problems of working within the complex native cellular environment.  AP-MS, for 

example, has long been applied in a comparative fashion to proteins in cell, revealing their native 

interactome.37,39–41 Impressively, XL-MS has also been making promising step forwards with in cell 

analysis. Kaake et. al. successfully developed an in vivo XL-MS platform to identify protein interactions 

in living cells, whilst the Bruce lab have applied their PIR technology to tissue systems including the 

mitochondria and mouse heart tissue.65,67,322 The FPOP derivative of HRF-MS has had similar in cell 

success over recent years, with a 2019 paper from Espino and Jones applying technique in vivo to 

determine protein solvent accessibility in C. elegans.110–112 Given the prevalent use of C. elegans as a 

model organism, development of this workflow has exciting potential for the future study of disease 

mechanisms. The development of in vivo structural MS, however, is not limited to the peptide-based 

techniques, as developments have also been made in an attempt to bring protein-based methods into 

cells. Focus in this area has largely been in the sample preparation arena, such that the methods are 

theoretically applicable for use with native MS, IM-MS and top-down MS. For example, the Sharon lab 

have pioneered analysis of overexpressed proteins from crude cell lysate using native MS, having 

success in both prokaryotic and eukaryotic systems.359 In parallel, the Cooper lab have developed a 

native LESA workflow, which draws upon the principles of MS imaging to directly extract proteins 

across a tissue surface, retaining their native structure and interactions for analysis.131 The native LESA 

technique has more recently been successfully combined with TWIMS IM-MS for the study of mouse 

kidney tissue samples. 

5.1.3 Latest developments in machine learning 
Machine learning methods are becoming increasingly popular, with new approaches being published 
regularly at the present time. By harnessing large datasets, machine learning allows the user to train 
predictors that will detect data features and combine them to predict a quantity of interest. With a 
large enough dataset, these methods are extremely powerful, since high-accuracy predictions can be 
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achieved without an accurate underlying physical model. Those also have drawbacks, since statistical 
methods can not invent data out of thin air: biases in the training dataset may prove difficult or 
impossible to overcome and use cases that are not well covered in the dataset will often be badly 
predicted. Nevertheless, machine learning methods are becoming more popular to process MS data, 
with newer methods able to provide high quality predictions for a number of tasks,360,361 including MS 
peptide sequencing,362–366 protein identification,367–369 or CCS predictions.370 On the structural 
modelling side, modern protein prediction methods are now achieving extremely accurate results, 
with state-of-the-art methods using deep neural networks (notably AlphaFold and RoseTTAFold) able 
to predict full protein structures at atomic resolution.371–374 Despite the impressive results achieved 
using these approaches, flexible proteins and larger assemblies, in particular, will remain challenging. 
As such, we believe that better integration with experimental MS data will still play an important role 
in understanding the structure and dynamics of those complexes, in particular for cases where a single 
folded state does not represent the majority conformation.375 
 

5.2 Getting more from current approaches 
Throughout this article, we have discussed several methodologies and examples showing successful 
implementation of computational integration of MS data for structural biology. In general, these 
integrative workflows have relied on only a subset of the structural data which can be derived from 
MS techniques discussed in Section 2.3. Fruitful integration strategies have been developed to make 
use of information such as composition, stoichiometry, interface and distance restraints. However, at 
the time of writing, structural MS insights into conformational changes, dynamics, and kinetics are 
considerably less used in this fashion. Given that this is a core strength of many of the structural MS 
methodologies discussed, to leave them out of the structural biology toolkit creates a great deficit in 
information. The reticence towards integrating these forms of structural information may derive from 
struggles to mesh the fluid and flexible nature of these findings with the relatively static high-
resolution images resulting from classic structural biology techniques. We argue, however, that since 
the native cellular environment of proteins is a fluid and dynamic system, these insights are vital to 
truly develop an in-depth understanding of protein structure and function. In addition, data on protein 
PTMs and proteoforms obtained from structural MS are also currently left out of integrative structural 
biology approaches. This finding is perhaps surprising, given that modification of proteins has long 
been intricately linked to folding, structure, and regulatory function. As the field of integrative 
structural biology moves forward, it must focus on how to incorporate these forms of structural data 
along with the classic techniques in order to build a truly comprehensive picture of the protein 
landscape. Better use of the data generated in structural MS is another avenue for progress: improved 
deconvolution and detection methods for the analysis of mass spectra can produce additional and 
more accurate data.376 This also holds true for other structural methods, where algorithmic 
developments are contributing to improvement in the structural data generated. Algorithms for 
integrative modelling are also the subject of ongoing development, in particular for probabilistic 
approach combining heterogeneous data sources. 
 
Beyond making greater use of the structural MS techniques discussed thus far, several additional 
structural MS tools exist from which insightful data for the purposes of integrative structural biology 
can be obtained, but which at this time are less widely used and rarely integrated. This set of 
techniques fall into the category of peptide-based methods, with many of them being derived from 
research groups with expertise in bottom-up proteomics. A subset of these techniques, and the 
structural information which can be obtained from them will be described. Cellular thermal shift assay 
paired with mass spectrometry (CETSA-MS) performs multiplexed bottom-up proteomics on soluble 
proteome fractions over a set of stepwise temperature increases.377–379 This approach can provide 
information with potential for integration regarding protein dynamics and kinetics, as well as protein 
complex composition and stoichiometry. A second structural MS technique with integration potential 
is limited proteolysis coupled to MS (LiP-MS), in which the enzymatic digestion step of bottom-up 
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proteomics is two-fold.380,381 The first digestion is performed under native conditions using a non-
specific protease, and is followed by a second trypsin digest under denaturing conditions. LiP-MS 
therefore provides information on which protein regions are externally exposed within the native 
conformation, and in particular highlights variations in this structure due to ligand binding or external 
stimulus. A further technique is a covalent labelling method with close similarity to HRF-MS, but 
instead of using hydroxyl radical labelling, specific diethylpyrocarbonate (DEPC) labelling is used.382 
DEPC labels solvent exposed Cys, His, Lys, Thr, and Ser residues with a known mass, detectable by MS 
analysis, and therefore gives a measure of solvent accessibility for a protein structure. Two further 
techniques, which have found particular favour for the study of IDPs, also have their roots in the 
principles of covalent labelling, and in XL-MS.29 These techniques, termed ligand footprinting-mass 
spectrometry (LiF-MS) and tag transfer XL-MS, both use diazirine chemistry to characterise 
biomolecular interactions.383,384 The final technique to discuss is proximity labelling-MS, in which a 
protein of interested is expressed with a tag which, when activated, is able to promiscuously 
biotinylate other protein molecules within a known distance. There are several tags developed for this 
purpose, with the most common being APEX, APEX2, BioID and BASU.385,386 Following biotinylation, 
modified proteins can be enriched and easily identified using MS, thus providing structural 
information on the protein interactome even within a complex cellular environment. The method and 
insights obtained from this technique parallel those of AP-MS, and as such proximity labelling-MS is in 
some cases included within this category, however, its ability to determine proximity in addition to 
direct interactions give the method additional integrative applications above AP-MS. It is 
acknowledged that several other structural MS techniques exist or are currently in development in 
addition to those discussed here. It is hoped that by highlighting these techniques within this review, 
their potential for further integration will be recognised going forward.  
 

5.3 Final remarks 
The development of soft ionisation methods ushered in a new era for MS in biological research. While 
initially used predominantly to interrogate the primary structure of proteins, many instrumental, 
sample preparation and computational developments gave rise to the structural MS methods 
described in this review. As already discussed, collectively these methods provide unique and 
complementary information regarding the structure, and most importantly, the dynamics of proteins 
and their complexes. Such information is not easily, or at all, obtainable by other established structural 
and biophysical methods, but it is nevertheless crucial for understanding how proteins function.  
 
The last few years have seen exciting new developments in other structural biology techniques, and 
also in computational methods to integrate diverse pieces of data, an area we expect to experience 
further growth. As developments in structural MS, other structural biology techniques, and 
computational methods coalesce, we will move closer to probing the structure and dynamics of 
proteins on a proteome-wide scale and in their cellular environment. Such a prospect will truly unravel 
the elegant dance protein molecules perform within  cells in order to carry out their biological 
function.  
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CD-MS   Charge detection-mass spectrometry 
CERES  Cryo-EM re-refinement system 
CETSA-MS  Cellular thermal shift assay-mass spectrometry 
CID  Collision induced dissociation 
Cryo-EM Cryo-electron microscopy 
CTF  Contrast transfer function 
D2O  Deuterated or “heavy” water 
DEPC   Diethylpyrocarbonate 
DLS  Dynamic light scattering 
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EPR  Electron paramagnetic resonance 
ESI   Electrospray ionisation 
ETciD  Electron transfer dissociation/collision induced dissociation 
ETD  Electron transfer dissociation 
EThcD  Electron transfer dissociation/higher energy collisional dissociation 
FDR  False discovery rate 
FPOP  Fast photochemical oxidation of proteins 
FRET  Fluorescence (or Förster) resonance energy transfer 
FTICR  Fourier transform ion cyclotron resonance 
HCD  Higher-energy collisional dissociation 
HDX-MS  Hydrogen deuterium exchange-mass spectrometry 
HRF-MS  Hydroxyl radical footprinting-mass spectrometry 
IDP  Intrinsically disordered protein 
IM-MS  Ion mobility-mass spectrometry 
IRMPD  Infrared multiphoton photodissociation 
LC  Liquid chromatography 
LESA  Liquid extraction surface analysis 
LiF-MS   Ligand footprinting-mass spectrometry 
LiP-MS   Limited proteolysis coupled to MS 
m/z  Mass to charge ratio 
MALDI   Matrix-assisted laser desorption ionisation 
micro-ED Micro-crystal electron diffraction  
MC   Monte Carlo 
MD   Molecular dynamics 
MS   Mass spectrometry 
MS/MS  Tandem MS 
MSn  Multi-stage MS 
nESI  Nano-electrospray ionisation 
NHS  N-hydroxysuccinimide 
NMR  Nuclear magnetic resonance 
NPC  Nuclear pore complex 
NTF  Nuclear transport factors 
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OH•  Hydroxyl radical 
PDB  Protein data bank 
PRIDE  PRoteomics IDEntification database 
PTM  Post-translational modification 
QToF  Quadrupole time of flight 
SAS  Small angle scattering 
SASDB  Small angle scattering biological data bank 
SANS  Small angle neutron scattering 
SAXS  Small angle X-ray scattering 
SCX  Strong cation exchange 
SEC  Size exclusion chromatography 
SEC-MALS Size exclusion chromatography-multiple angle light scattering 
SID  Surface-induced dissociation 
SILAC  Stable isotope labelling by amino acids in cell culture 
SLIM  Structures for lossless ion manipulations 
SPR  Surface plasmon resonance 
SUPER   Serpentine ultralong path with extended routing 
TIMS  Trapped ion mobility spectrometry 
ToF  Time of Flight 
TWIMS  Travelling wave ion mobility spectrometry 
UVPD  Ultraviolet photodissociation 
XL-MS  Crosslinking-mass spectrometry 
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