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Abstract—Optical switching could enable data center networks
to keep pace with the rapid growth of intra-data center traffic,
however, sub-nanosecond clock and data recovery time is crucial
to enabling optically-switched data center networks to transport
small packet dominated data center traffic with over 90%
efficiency. We review the clock-synchronized approach to clock
and data recovery, which enables sub-nanosecond switching time
in optically switched networks. We then introduce an analytical
model to mathematically explore the operation of clock phase
caching, and use this model to explore the impact of factors
such as fiber temperature, clock jitter and symbol rate on the
BER and clock and data recovery locking time performance of
the clock phase caching approach, as well as their impact on
scalability. Using commercial data center parameters matching
those used in our previous experimental research, we find that
our analytical model provides estimates that closely match our
previous experimental results, validating its use for making
predictions of the performance of clock phase cached systems.

Index Terms—data center networks, optical switching, clock
synchronization, clock and data recovery, clock phase caching

I. INTRODUCTION

OPTICAL switching has attracted significant attention
in recent research on data centre networks (DCNs) as

they promise to be a viable route for the further scaling
of hyperscale data centers, so that DCNs can keep pace
with the fast growth of machine-to-machine traffic [1]. In
optically switched networks, a data packet is transmitted via
a momentary optical path through an optical switch, created
when two network nodes communicate with each other. At the
receiver side, the clock signal of the transmitted optical signals
must be recovered before the data can be correctly sampled.
The time taken for this process to complete is called the clock
and data recovery (CDR) locking time. Due to the dominance
of small packets in DCN traffic [2], [3], the CDR locking
time must be less than one nanosecond to achieve high (e.g.
>90%) network throughput [3]. Such fast CDR locking time
imposes one of the main challenges for optically-switched,
small-packet dominated DCNs, as well as for any optically
switched network that requires small and stable end-to-end
transmission latency.

In conventional asynchronous networks, the clock is embed-
ded in the transmitted signals and extracted from the received
optical signals. To achieve fast CDR, gated voltage controlled
oscillator (GVCO) CDRs have demonstrated CDR locking
times of 1 to 2 symbols [4]. However, GVCO CDRs have
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high power consumption and poor jitter rejection characteris-
tics [5]. Alternatively, time domain oversampling CDRs have
demonstrated a CDR locking time of 8 ns [6]. However, they
have high circuit complexity and high power consumption
because they require a high frequency clock to drive the data
sampler [5]. A preferred approach would be to use digital
phase interpolator CDRs, which are widely used in commercial
transceivers due to their merits of high stability, small silicon
area (thus low cost) and low power consumption [5]. However,
digital phase interpolator CDRs suffer from metastability,
which slows the CDR phase movement and limits the CDR
locking time to more than 100s of nanoseconds [3]. To achieve
sub-nanosecond CDR locking time, digital phase interpolator
CDRs must avoid the initial CDR phase randomly falling
within the CDR metastable clock phase region. This, in-turn,
requires clock frequency and clock phase synchronization,
which cannot be achieved in asynchronous networks.

In contrast to asynchronous networks, synchronous net-
works offer deterministic end-to-end latency so that data pack-
ets can be transmitted within scheduled time slots, minimizing
congestion and buffering [1]. Clock signals can be distributed
to top-of-rack switches and the transceivers using Sync-E [7]
or White Rabbit [8] techniques, through control plane fibers
necessary for scheduling. With optical clock synchronization
established, CDR modules in each transceiver only need to
track the slow change of clock phase, occurring due to change
of fiber time-of-flight as temperature varies. It is desirable to
reduce the rate of clock phase tracking, or even remove it, if
the temperature-induced clock phase drift can be significantly
reduced, reducing transceiver power consumption as well as
the network overhead [3].

We introduced clock phase caching, which enables sub-
nanosecond CDR locking time for clock synchronized
optically-switched DCNs by leveraging synchronization to
achieve clock phase synchronization for all transmitters and
receivers connected to a frequency synchronized optical
switch [9]. We also showed that fibers of low thermal sensi-
tivity, such as hollow core fibre (HCF) that offers 20× smaller
thermal coefficient of delay versus single-mode optical fibre
(SMF-28), can be used to significantly increase the distance
scale of clock phase caching approach or reducing the network
overhead of optically switched DCN with sub-nanosecond
CDR locking time [9].

However, current work on clock phase caching have been
purely experimental, and although analytical models of other
approaches to CDR exist, such as for oversampling CDRs [6],
[10], bang-bang phase interpolator CDRs [11] and for GVCO
CDRs [10], no equivalent has been explored for the clock
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Fig. 1. An example synchronized optical core switch interconnecting N top-
of-rack switches in a data center, a key application where clock phase caching
can be used to minimize CDR locking time to sub-nanosecond.

phase cached approach to CDR. Here, we introduce an ana-
lytical model of the bit error rate (BER) and CDR locking time
performance of clock phase cached links. Using this model,
we explore the operation of clock phase caching analytically,
while discussing the factors that affect BER and CDR locking
time performance of clock phase cached links, and assess the
impact of these factors on the scalability of the approach.

II. PRINCIPLE OF CLOCK PHASE CACHING

Consider an optical switch that interconnects N network
nodes, which each have a transmitter (Tx) and a receiver
(Rx), as shown in Fig. 1. Each of the N transmitters connects
to N receivers through the optical switch, including its own
associated receiver. This results in N2 different Tx to Rx
paths through the optical switch, one of which is shown in
Fig. 1. Each of these Tx to Rx paths normally has a unique
and changing clock frequency and phase offset, which in
asynchronous CDR must be recovered for each packet trans-
mitted through the optical switch. Clock phase caching instead
removes these offsets for all paths through the optical switch,
ensuring that all packets arrive at a given Rx arrive with the
same clock frequency and phase irrespective of the origin
Tx, which simplifies the CDR locking process. The clock
frequency offsets are removed by frequency synchronizing
all network nodes (green dashed line in Fig. 1). The clock
phase offsets are removed by measuring all phase offsets (at a
slow rate of about 1 to 10 Hz), ‘caching’ the phase offsets at
the transmitter (or receiver), and applying a clock phase shift
before the transmission of each packet along a Tx to Rx path
with a phase interpolator, which cancels out the clock phase
offset of that Tx to Rx path [3].

III. FACTORS IMPACTING PERFORMANCE IN A
CLOCK PHASE CACHED TRANSMITTER TO RECEIVER PAIR

In this section, we will introduce and model the main factors
that together determine the performance of clock phase cached
links. The performance of a clock phase cached Tx to Rx pair
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Fig. 2. Factors impacting performance in a clock phase cached transmitter
(Tx) to receiver (Rx) pair. The worst-case clock phase offset magnitude in a
single worst-case transmitter (Tx) to receiver (Rx) path through the optical
switch (Sw) where the clock and data signals entirely counter propagate is
shown. φ, clock phase offset; φmax, maximum clock phase cached clock phase
offset; dφ/dt, rate-of-change of clock phase; τ , fiber thermal coefficient of
delay; L, fiber length; B, symbol rate; dT/dt, rate-of-change of temperature;
∆T , change in temperature; ∆φ, clock phase difference; φRX, clock phase
of received data; φCLK, phase of clock input to receiver data sampler.

depends on four main factors: the received signal quality (i.e.
signal to noise ratio or quality factor); the relative clock jitter
between the sampling clock and the received signal; the clock
phase update rate; and the movement of the CDR as it corrects
for the residual initial clock phase offset of each packet, which
are illustrated in Fig. 2 and Fig. 4. We define the CDR locking
time as the time taken since the beginning of packet reception
for the BER to fall below a threshold. We use a threshold
BER of 10−10, matching our previous experimental work [3],
[9]. The four factors in this section interact in the following
manner: the received signal quality and relative clock jitter
determine the maximum tolerable clock phase offset before
the BER at the beginning of incoming packets degrades to
worse than 10−10; the clock phase update rate then must be
high enough to ensure that the worst-case clock phase offset
is smaller than this maximum tolerable clock phase offset;
finally, the movement of the CDR determines the rate of
improvement of BER in incoming packets.

A. Received signal quality

The BER of a received non-return to zero on-off keying
(NRZ-OOK) signal depends on the signal current amplitude
of the zero and one levels, I0 and I1 respectively, as well as
the root mean square noise for the 0 and 1 levels, σ0 and σ1
respectively, and the decision point, ID, which all depend on
the sampling clock phase offset, φ. The BER as a function
of clock phase offset, φ, assuming an equal probability of
receiving a 0 or a 1, is [12]:

BER(φ) =
1

4

(
erfc

(
I1(φ)− ID(φ)√

2σ1(φ)

)

+ erfc

(
ID(φ)− I0(φ)√

2σ0(φ)

))
(1)



JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. XXXX, NO. XXXX, X 2021 3

where erfc(z) is the complementary error function, defined
as [13]:

erfc(z) , 1− 2√
π

∫ z

0

exp(−t2)dt (2)

In intra-data center transmission, the optical extinction ratio
may be small. Accounting for a finite optical extinction ratio,
I1(φ) and I0(φ) can be defined as:

I1(φ) , (Imax − Imin)v1(φ) + Imin (3)

I0(φ) , (Imax − Imin)v0(φ) + Imin (4)

where v1(φ) and v0(φ) are the unit amplitude pulses for the 1
and 0 levels respectively, Imax is the maximum received signal
current and Imin is the minimum received signal current.

Then consider that the extinction ratio of the received optical
signal, re, is defined as the ratio between the maximum and
minimum received optical powers, Pmax and Pmin respectively,
Pmax = rePmin [12], that the average received power, Pavg, is
the mean of Pmax and Pmin, i.e. Pavg = 1

2 (Pmax + Pmin) [12],
and that the received signal current amplitude, I , is given by
I = RP [12], where R is the photodiode responsivity and
P is the received optical power. Using these relationships,
expressions for the maximum and minimum signal currents,
Imax and Imin can be obtained:

Imax =
2RPavgre
re + 1

(5)

Imin =
2RPavg

re + 1
(6)

We then define the unit amplitude pulses for the 1 and 0
levels, v1(φ) and v0(φ) respectively, as non-return to zero
(NRZ) Gaussian pulses derived from a Gaussian filtered square
NRZ pulse [14]:

v1(φ) ,
1

2
erf

(
2πfc(φ+ 1

2 )

B
√

2 ln 2

)
− 1

2
erf

(
2πfc(φ− 1

2 )

B
√

2 ln 2

)
(7)

v0(φ) , 1− v1(φ) (8)

where B is the symbol rate and fc is the filter bandwidth.
We use an NRZ Gaussian pulse shape to minimize the

mathematical complexity of our analytical model, allowing
for closed form expressions while still allowing the impact
of transceiver bandwidth on pulse shape to be accounted
for in our model. However, note that in practice transmitter
pulse shapes are rarely Gaussian, and alternatives, such as
those derived using a 4th order Bessel-Thomson filter [14],
could be used to model signals generated from practical
transmitters (e.g. using Mach-Zehnder modulators (MZMs),
electro-absorption modulators (EAMs)).

The signal amplitude of the 1 level in terms of clock phase
φ, I1(φ), can then be obtained by substituting (5) and (6) into
(3), and the signal amplitude of the 0 level in terms of clock
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Fig. 3. Total photocurrent noise for a typical photoreceiver consisting of a PIN
photodiode and a TIA, designed for 25 GBaud OOK signal reception in an
intra-data center link. The standardized average received optical power range
of -10.6 to 4.5 dBm in data center 25 GBaud transmission is shown [15].

phase φ, I0(φ), can be obtained by substituting (5) and (6)
into (4):

I1(φ) = 2RPavg

(
re − 1

re + 1

)
v1(φ) +

2RPavg

re + 1
(9)

I0(φ) = 2RPavg

(
re − 1

re + 1

)
v0(φ) +

2RPavg

re + 1
(10)

We will now derive the noise currents as a function of clock
phase for the 1 and 0 levels, σ1(φ) and σ0(φ) respectively. In
an intensity modulated direct detection (IM-DD) system, the
total noise current in a photoreceiver, σ, is given by [12]:

σ =
√
σ2
T + σ2

s + σ2
I (11)

where σT is the root mean square of the thermal noise, σS is
root mean square of the shot noise and σI is the root mean
square of the relative intensity noise. We will derive the noise
current assuming that the relative intensity noise is negligible,
as this greatly reduces the mathematical complexity of our
model.

In typical data center receivers that comprise a PIN photo-
diode followed by a transimpedance amplifier (TIA), thermal
noise is dominated by the TIA’s amplifier noise figure, and
the thermal noise current of the photoreceiver is therefore well
approximated by the TIA’s input referred noise, σni:

σ2
T = σ2

ni (12)

The shot noise is proportional to the sum of the signal
current, Ip, and the PIN photodiode dark current, Id, and is
given by:

σ2
s = 2q(Ip + Id)fc = 2q(RPopt + Id)fc (13)

where q is the elementary charge and fc is the photoreceiver
bandwidth.
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Fig. 3 illustrates the contribution of the above noise currents
to overall photoreceiver noise, assuming a typical data center
photoreceiver designed for 25 GBaud OOK signal reception
with a responsivity, R, of 0.80 A/W [16]; a photodiode dark
current, Id, of 2 nA [16]; a TIA input referred noise, σni,
of 2 µA [17]; and a TIA-limited photoreceiver bandwidth of
17.5 GHz [17]. Fig. 3 illustrates that the contribution of the
dark current to overall noise is negligible at all received optical
powers, that thermal noise greatly dominates shot noise at the
standardized minimum received optical power of -10.6 dBm,
and that the received optical power contribution to shot noise
contributes significantly to overall noise at incident optical
powers greater than approximately -7.5 dBm.

Our modeling will primarily focus on the performance of
clock phase caching at the standardized minimum average
received data center optical power of -10.6 dBm [15], as the
signal to noise ratio at this average received optical power
is minimized. This leads to the worst-case for the perfor-
mance of clock phase caching, matching the conditions used
in our previous experimental investigations into clock phase
caching [3]. However, we will include both the contribution
of thermal noise and the received optical power contribution
to shot noise in our model so that it may be used to predict
the performance of clock phase caching for any standardized
data center average received optical power.

The noise currents of the 1 and 0 levels as a function of
clock phase, σ1(φ) and σ0(φ) respectively, are then given by:

σ1(φ) =
√

2qI1(φ)fc + σ2
ni (14)

σ0(φ) =
√

2qI0(φ)fc + σ2
ni (15)

Finally, to obtain the BER as a function of clock phase,
we first assume that the photoreceiver does not optimize the
decision point, ID, to minimize BER, and instead samples at
the average current halfway between the 0 and 1 levels of
ID = RPavg . We then substitute this expression for ID, as
well as the expressions for σ1(φ) and σ0(φ) given in (14)
and (15), into (1), resulting in the following final expression
modeling the impact of clock phase offset on BER:

BER(φ) =
1

4

(
erfc

(
I1(φ)−RPavg√
4qI1(φ)fc + 2σ2

ni

)

+ erfc

(
RPavg − I0(φ)√
4qI0(φ)fc + 2σ2

ni

))
(16)

where I1(φ) and I0(φ) are the signal currents for the 1 and
0 levels as a function of clock phase, given by (9) and (10)
respectively.

B. Relative jitter between sampling clock and received data

In a clock phase cached system, the position of the sampling
clock with respect to the incoming data is subject to clock
jitter. Increased jitter causes more samples to be taken in a
region of the pulse shape with worse BER leading to perfor-
mance degradation. As clock phase caching only compensates
for the slow drift of the clock phase (about 10 Hz caching

rate in our demonstration), it cannot compensate for clock
phase noise above the clock phase update rate. Therefore, the
integrated phase noise from about 1 to 10 Hz (depending on
clock phase update rate) to about 10 MHz (the clock filter
bandwidth) determines the overall jitter.

In a receiver that is not clock phase cached and therefore has
no clock phase offset resulting from fiber temperature change,
the BER after applying jitter, BERpost-jit can be obtained by
integrating the jitter probability distribution function (PDF)
with the unjittered BER, BERpre-jit [14]:

BERpost-jit =

∫ ∞
−∞

PDFjit(α)BERpre-jit(α) dα (17)

where α is the clock phase offset induced by timing jitter.
In a receiver that is clock phase cached, and therefore does

have a clock phase offset, φ, resulting from fiber temperature
change, the impact of jitter may be modeled by extending (17)
to a cross correlation, which is indicated by the ‘star’ symbol:

BERpost-jit(φ) = (PDFjit ? BERpre-jit)(φ) (18)

BERpost-jit(φ) =

∫ ∞
−∞

PDFjit(α)BERpre-jit(φ+ α) dα (19)

Assuming Gaussian jitter, i.e. that the jitter timing variation
follows a Gaussian distribution with root mean square (rms)
sigma, σjit, to maximize model simplicity, assuming that all
jitter is random with no deterministic contribution, the BER
as a function of clock phase offset, φ, after accounting for the
impact of jitter then is given by:

BERpost-jit(φ) =

∫ ∞
−∞

1

σjitB
√

2π
e
− α2

2σ2jitB
2

BERpre-jit(φ+ α) dα

(20)
where B is the symbol rate of the received data and σjit is the
Gaussian jitter magnitude.

C. Clock phase update rate

Each clock phase cached Tx to Rx pair has an associated
clock phase update rate, fφ, which is the rate at which clock
phase updates are performed for that pair of nodes. Each
clock phase update for a given Tx to Rx pair compensates
for changes in fiber time-of-flight changes that have occurred
since the last clock phase update for that pair, as illustrated
for packets arriving at a single receiver from two different
transmitters in Fig. 4.

For each link, there will be a maximum tolerable clock
phase offset, φmax, above which the BER at the beginning of
packet reception degrades to below a critical threshold (e.g.
10−10 as used in our previous experimental work [3] based
on IEEE 802.3 Ethernet standardization [15]). This maximum
tolerable clock phase offset is dependent on the receiver
signal quality and clock jitter magnitude. Better receiver signal
quality, and/or a smaller clock jitter magnitude, result in a
larger maximum tolerable clock phase offset. However, the
magnitude of the worst-case clock phase offset that occurs
for a given clock phase cached pair is dependent on series of
factors: the fiber length used to interconnect the clock phase
cached pair, the thermal coefficient of delay of that fiber,
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A small residual initial sampling offset remains for each of the transmitter
to receiver pairs, φTx0→Rx and φTx1→Rx, as a consequence of time-of-flight
changes that have occurred since the last clock phase update for each pair.
The CDR locks to each small residual initial sampling offset as each new
packet arrives. The CDR phase is reset between each packet to minimize the
worst-case magnitude of clock phase that the CDR must travel.

the rate of temperature change that fiber is subjected to, the
symbol rate of data transmitted through the link and the rate
at which clock phase updates are performed.

To derive the required rate of clock phase updates to
cope with a given maximum tolerable clock phase offset,
first consider that the magnitude of the time-of-flight (ToF)
change, ∆(ToF), in an optical fiber subjected to a change of
temperature, ∆T , is dependent on the thermal co-efficient of
that fiber, τ (about 40 ps/km/◦C for SMF-28 [18]) and the
length of that fiber, L:

∆(ToF) = τL∆T (21)

For example, if 1 km of SMF-28 is subjected to a 1 ◦C
temperature increase, the time-of-flight through that fiber will
increase by approximately 40 ps. Furthermore, if that fiber
is subjected to a linear temperature change, dT/dt, and we
consider that the change in clock phase offset, ∆φ, as a
function of change of time-of-flight is dependent on the
symbol rate, B, and is given by ∆φ = B∆(ToF), then the
rate-of-change of clock phase through that fiber, dφ/dt, is:

dφ

dt
= τLB

dT

dt
(22)

If we assume that the fiber is subjected to an approximately
linear temperature change over the short 100 ms to 1 s
timescale between each clock phase update occurring at 1 to
10 Hz, the worst-case time-of-flight change then occurs just
before each clock phase update, or when dt = 1/fφ. The time-
of-flight through both the clock and data fibers contributes
to the magnitude of the overall time-of-flight change at the
receiver. As illustrated in Fig. 2, this time-of-flight change is
maximized when the receiver is adjacent to the clock source
and switch, with the transmitter located as far as possible
away from both of these, causing the time-of-flight increase
through the clock and data fibers (each of length L) to be
entirely additive, leading to a factor of 2 increase in the worst-
case time-of-flight change. Together, the required rate of clock
phase updates, fφ, to maintain a worst-case clock phase offset
of below φmax is then:

fφ ≈
2τLB

φmax

dT

dt
(23)

D. Clock and data recovery circuit clock phase movement

In a clock phase cached link, upon arrival of each data
packet with a small residual clock phase offset due to tem-
perature shift since the last clock phase update, the receiver
CDR will shift clock phase to the ideal sampling point for
that packet. This results in an improvement of BER as a
function of time since the packet first started to be sampled.
This subsection will model this CDR behavior.

The clock phase movement, dφ, generated during each
phase measurement interval, dt, of an ideal bang-bang phase
interpolator CDR is given by:

dφ =


pdt, if φ < 0

−pdt, if φ > 0

0, if φ = 0

(24)

where p is the CDR proportional gain constant.
Given an initial clock phase offset, φ0, (25) can used to

show the linear progression of the CDR phase as a function
of the time since the beginning of packet reception, t, which
continues until φ = 0 is reached:

φ(t, φ0) =


φ0 − pt, if 0 < φ0 < 0.5 and φ0 − pt > 0

φ0 + pt, if −0.5 < φ0 < 0 and φ0 + pt < 0

0, if φ0 = −0.5, 0 or 0.5
(25)

where φ = ±0.5 is half a symbol from the ideal sampling
point at φ = 0, at which the behavior of the CDR repeats.

Fig. 5 illustrates the clock phase movement of an ideal bang-
bang phase interpolator CDR for different initial clock phase
offsets, φ0, as described by (25).

0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0
- 0 . 5
- 0 . 4
- 0 . 3
- 0 . 2
- 0 . 1
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5

Clo
ck 

Ph
as

e O
ffs

et 
(sy

mb
ols

)

T i m e  s i n c e  t h e  b e g i n n i n g  o f  p a c k e t  r e c e p t i o n ,  t  ( n s )

� 0  =  - 0 . 5 0 0

� 0  =  0 . 5 0 0

� 0  =  0 . 4 0 0� 0  =  0 . 3 0 0� 0  =  0 . 2 0 0� 0  =  0 . 1 0 0

� 0  =  - 0 . 1 0 0
� 0  =  - 0 . 2 0 0

� 0  =  - 0 . 3 0 0
� 0  =  - 0 . 4 0 0

Fig. 5. Clock phase movement of an ideal bang-bang phase interpolator CDR
with a proportional gain, p, of 5.8 symbols/µs, during the process of locking
to an incoming data packet, for a series of initial clock phase offsets, φ0.

In practice clock jitter slows the clock phase movement rate
as φ = 0 is approached, linearizing the clock phase movement
rate at clock phase offsets close to φ = 0 [19]. The clock
phase movement is also slowed at initial clock phases close
to φ = ±0.5, which causes the metastability effect leading to
long CDR locking time in bang-bang phase interpolator CDRs.
The effect of clock jitter on CDR phase movement rate will
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not be modeled here to minimize model complexity, but it is
however modeled and explored in detail in Chapter 5 of [20].
In this model, we assume that the behavior of the CDR is ideal
with no impact from jitter, and that the residual clock phase
offset therefore shifts towards φ = 0 at a rate of dφ/dt = −p
for positive initial clock phase values and at a rate of dφ/dt =
p for negative initial clock phase offsets, and then remains at
φ = 0 once φ = 0 is reached.

IV. ANALYTICAL MODELING OF CLOCK PHASE CACHED
LINK PERFORMANCE

Based on the modeling described in section III, we show
the performance of a clock phase cached link using an
analytical approach, using parameters that match those used in
commercial DCNs and those used in our experimental work,
which are listed in Table I.

TABLE I
DATA CENTER, PHOTODIODE AND TIA PROPERTIES MATCHING THOSE

USED IN COMMERCIAL DCNS AND IN OUR EXPERIMENTAL WORK.

Data center / Photodiode / TIA property Value
SMF-28 thermal coefficient of delay, τ 40 ps/km/◦C [18]
Length of clock and data fiber, L 2 km [15]
Symbol rate, B 25 GBaud [15]
Photodiode responsivity, R 0.80 A/W [16]
Average received optical power, Popt -10.5 dBm [15]
TIA input referred noise, σni 2 µA [17]
TIA bandwidth, fc 17.5 GHz [17]
Gaussian jitter magnitude, σjit 2.4 ps [3]
CDR proportional gain, p 5.8 symbols/µs [20]
Extinction ratio, re 2.51 (4 dB [15])

We numerically analyzed the BER and CDR locking time
performance of clock phase caching using the following steps:

1) A receiver pulse shape as a function of clock phase offset
was generated using (7), (8), (9), (10) and (16) with the
receiver performance parameters given in Table I.

2) This pulse shape was then cross-correlated with a Gaus-
sian jitter PDF using (20) to generate a look-up-table of
BER as a function of clock phase offset, which includes
the impact of Gaussian jitter.

3) A series of initial clock phase values between -0.5 and
0.5 symbols were used with (25) to generate clock phase
offset values as a function of time since the beginning
of packet reception, t, and initial clock phase offset, φ0.

4) These clock phase offset values were then used with the
look-up-table of BER as a function of pulse shape and
jitter generated in Step 2) to generate BER as a function
of time since the beginning of packet reception, t, and
initial clock phase offset, φ0.

5) The BER as a function of time since the beginning of
packet reception was then used to calculate the time
taken for BER to fall below 10−10. This threshold
BER matches the threshold BER used to determine
CDR locking time in our previous clock phase caching
experiments [3], based on IEEE 802.3 Ethernet standard-
ization [15].

Fig. 6 and Fig. 7 show BER as a function of initial clock
phase offset and time since the beginning of packet reception.

Fig. 8 then shows the impact of the progression of BER
at different initial clock phase offsets, φ0, on CDR locking
time. These figures illustrate that CDR locking time can be
minimized to sub-nanosecond using clock phase caching if
the worst-case initial clock phase offset, φmax, which occurs
just before each clock phase update occurs, is constrained to
be less than approximately 0.103 symbols. Note that if longer
CDR locking times are tolerable (which would not be typical
for data center traffic patterns as they are typically dominated
by small packets, requiring sub-nanosecond CDR locking time
for high optical switch throughput [3]), Fig. 8 shows that the
maximum tolerable initial clock phase offset would in that
case be larger, which would in-turn require a lower rate of
clock phase updates to maintain.

Given a worst-case rate-of-change of data center tempera-
ture, dT/dt, of 0.03 ◦C/s and the parameters listed in Table I
matching those in our previous experiment [3], (23) can be
used to calculate that the estimated minimum rate-of-clock
phase updates to maintain an initial clock phase offset of
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Fig. 9. Impact of rate-of-change of temperature on clock phase caching for
different clock phase update rates. The solid lines show the CDR locking time
estimated by our analytical model, and the red, green and black points show
our previous experimental results from [3].

0.103 symbols in a worst-case data center environment is
1.2 Hz. This value is a good approximation to our experimen-
tally determined minimum required clock phase update rate of
0.81 Hz, which was calculated by multiplying the experimen-
tally determined proportionality constant of 27.0 ◦C−1 from
Fig. 4b of [3] by our measured worst-case rate-of-change of
temperature in a data center of 0.03 ◦C/s [3].

In Fig. 9, we compare our experimental results from [3] with
the CDR locking time estimated from our model for different
rates-of-change of temperature, dT/dt, and clock phase update
rate, fφ, by using (23), the clock phase values in Fig. 8
and the distance, L, and fiber thermal coefficient of delay
parameters, τ , listed in Table I. We again show that our model
well approximates our previous experimental results, which
justifies that our analytical model can be used to perform good
estimations of the performance of clock phase cached links
using data center operational parameters.

V. SCALABILITY OF CLOCK PHASE CACHED SYSTEMS

The impact of the rate of clock phase updates is that it
determines scalability, as each clock phase update for each Tx
to Rx pair introduces a time period where the pair is forced
to communicate so that the clock phase for that pair can be
measured and then updated, even if they do not have data to
exchange between them. This time period introduces a worst-
case overhead on throughput caused by clock phase caching,
which is directly proportional to the number of transmitters
that can communicate with each receiver. An estimate of the
worst-case network overhead caused by clock phase caching,
omax, can be calculated from:

omax = Nfφ(tmeas + tupdate) (26)

where N is the number of end-points (servers or switches)
connected to the optical switch, fφ is the rate of clock phase
updates, tmeas is the time a receiver takes to perform each clock
phase measurement and tupdate is the time taken to send each
update from a receiver back to a transmitter. A Tx to Rx pair
that experiences a greater rate of change of clock phase will
require a greater rate of clock phase updates. To estimate the
impact of different data center and interconnect parameters
on worst-case estimated clock phase caching overhead, (26)
can be combined with (23) by substituting for the clock phase
update rate, fφ:

omax ≈
2τLBN

φmax

dT

dt
(tmeas + tupdate) (27)

where τ is the optical fiber thermal coefficient of delay (TCD),
L is the length of the clock and data fibers, B is the symbol
rate, φmax is the maximum tolerable clock phase offset before
the initial packet BER increases to above the CDR locking
threshold and dT

dt is the worst-case rate-of-change of data
center temperature.

For a real data center environment with a worst-case mea-
sured rate of temperature change of 0.03 ◦C/s, with 2 km
clock and 2 km data SMF-28 between each pair, transmit-
ting 25.6 Gb/s NRZ-OOK packet signals measured from our
experiment at minimum data center received optical powers
of -10.5 dBm, we found experimentally that a clock phase
update rate of 0.81 Hz was sufficient to track the worst-case
clock phase change [3]. With a time taken to perform each
clock phase update, tmeas, of 2.08 µs and a time taken to
transmit each clock phase update, tupdate, of 0.065 µs from our
experimental work [3], (26) can be used to estimate a worst-
case overhead of 1.7% for 10,000 optical switch end-points in
an optically switched DCN. Using the clock phase update rate
of 1.2 Hz derived from our analytical model with (26) gives
an estimated worst-case overhead of 2.5% for 10,000 optical
switch end-points, again a good approximation to our previous
experiment-derived estimate.

This worst-case overhead can be lowered by reducing the
optical fiber TCD, τ , and therefore reducing the required rate
of clock phase updates, fφ, by the same factor, by using
low TCD fibers such as hollow core fiber (20 times smaller
TCD and therefore 20 times smaller required fφ and worst-
case overhead than SMF-28 [9]). This overhead can also be
potentially reduced by using homogeneous multicore fibre
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(MCF), which features a low thermal coefficient of skew
of about 40 fs/km/◦C between different cores [21]. Further
modeling of system performance and scalability in a clock
phase cached optical switch using SMF-28 and HCF may be
found in Chapters 6 and 7 respectively of [20].

VI. DISCUSSION

In addition to the change of fiber time-of-flight primarily
explored in this paper, the change of temperature in DCNs
also leads to wavelength drift of optical components such
as the lasers and wavelength multiplexers/demultiplexers. For
solitary semiconductor lasers, the operational wavelength typ-
ically changes by about 0.1 - 0.2 nm/◦C, resulting in a
wavelength drift of up to 8 nm when operating uncooled. This
relatively large wavelength drift causes the optical impairments
to change, such as a change of loss, optical filtering shape and
dispersion, even for coarse wavelength division multiplexed
(CWDM) systems. Although these impairments are negligible
for low baud rate (e.g. 25 GBd) NRZ-OOK signals, they be-
come prominent as DCN interconnects evolve to higher baud
rates (e.g. to above 50 GBd) and to higher order modulation
formats such as 4-level pulse amplitude modulation (PAM-
4) [22], [23]. Techniques such as equalizer caching could be
used for improved system flexibility and reliability [22].

Another possible approach to mitigate the impact of
this effect is to disaggregate the light sources from the
switches, using tuneable lasers and wavelength demultiplex-
ers/multiplexers for switching [24]. However, the thermal
crosstalk between tuneable lasers on the same photonic circuit
may cause unwanted wavelength shifts that degrade system
performance [25]. In addition, demultiplexer/multiplexers may
perform poorly in an unpredictable thermal environment, caus-
ing degraded performance or link failure due to thermally
dependent wavelength drift [22], [24].

Furthermore, as the symbol rate increases from 25 GBd
to 50 GBd and beyond, the source clock jitter becomes the
main limiter of system performance and must be minimized
to achieve stable and low BER [26]. By characterizing the
BER performance of a 51.2-GBd clock synchronized optically
switched system, we have shown that a low phase noise
source clock is required to ensure sufficient high system
performance. Indeed, clock phase caching must work with
other novel technologies for future optically switched data
center networks.

The analytical model presented here was developed for
cross-validation with our previous experimental results, and
so was designed to model NRZ-OOK signals as used in
our previous experiments [3]. Our analytical model could be
extended to model PAM-4 and other higher-order amplitude
modulated signals by incorporating filter responses that affect
the eye width and height of the different signal levels.

VII. CONCLUSION

We reviewed our recent results on sub-nanosecond CDR
enabled by clock synchronization and clock phase caching for
optically-switched DCNs. We developed an analytical model
that can be used to make predictions of the BER and CDR

locking time performance of clock phase cached links, by
analyzing the key factors that affect clock phase cached optical
link performance. We show that our analytical model allows
for good estimations of the performance of clock phase cached
links to be made, and show that the proposed CDR scheme can
be scaled to support 10,000 node DCNs. Furthermore, we note
that more than 20 times lower clock phase caching overhead
can be achieved using HCF. We also emphasize that low phase
noise source clocks and equalizer status caching should be
considered for high baud rate (e.g. >50 GBd) interconnects.
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