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Abstract—The emerging intelligent reflecting surface (IRS) can
significantly improve the system capacity, and it has been regard-
ed as a promising technology for the beyond fifth-generation
(B5G) communications. For IRS-assisted multiple input multiple
output (MIMO) systems, accurate channel estimation is a critical
challenge. This severely restricts practical applications, particu-
larly for resource-limited indoor scenario as it contains numerous
scatterers and parameters to be estimated, while the number of
pilots is limited. Prior art tackles these issues and associated opti-
mization using mathematical-based statistical approaches, but are
difficult to solve as the number of scatterers increase. To estimate
the indoor channels with an affordable piloting overhead, we
propose an offset learning (OL)-based neural network for channel
estimation. The proposed OL-based estimator can dynamically
trace the channel state information (CSI) without any prior
knowledge of the IRS-assisted channel structure as well as indoor
statistics. In addition, inspired by the powerful learning capability
of convolutional neural network (CNN), CNN-based inversion
blocks are developed in the offset estimation module to build
the offset estimation operator. Numerical results show that the
proposed OL-based estimator can achieve more accurate indoor
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CSI with a lower complexity as compared to the benchmark
schemes.

Index Terms—Indoor 5G, indoor channel estimation, massive
MIMO, deep learning, intelligent reflecting surface (IRS)

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) as a
key technology of the fifth-generation (5G) wireless

communications system has received considerable research
interests in both academia and industry [1], [2]. Although
massive MIMO with beamforming is able to improve the spec-
tral efficiency and boost the system throughput, the channel
channels between the transceivers lack line-of-sight (LOS)
links and suffer from deep fading and shadowing due to
unfavorable propagation conditions e.g. offices, factories and
indoor environments.

Recently, intelligent reflecting surface (IRS) has been devel-
oped to enhance coverage, user throughput, and system capac-
ity with low hardware cost and energy consumption [3]. Due
to the low-cost and passive advantage of reflecting materials,
IRS operates without transmit power consumption and can be
deployed properly to establish extra links between the access
point (AP) and user equipments (UEs). By reconfiguring
IRS’s reflecting elements according to the surrounding radio
environment, IRSs are able to control passive beamforming
through adjusting the phase shifts of IRS to increase the
received signal power, suppress interference and achieve high
beamforming gain [4]. It is worth noting that high beamform-
ing gains of IRS require accurate channel state information
(CSI) of both the AP-IRS link and IRS-UE link. Although
channel estimation has been widely studied in the conventional
wireless communication system, channel estimation of an IRS-
assisted wireless communication is still challenging due to
the following reasons. First, as a passive device, IRS does
not possess any radio frequency (RF) chains, which renders
it incapable of performing pilot signaling functionality [5].
Thus the conventional pilot-aided channel estimation may not
be applied to IRS-assisted channel estimation directly. Second,
a large number of reflecting elements should be optimized in
a limited channel training time, which may fail to support the
mobility of practical indoor scenarios, such as supermarket,
commercial towers and shopping mall [6]. This motivates us
to devote our endeavour to developing efficient indoor channel
estimation scheme for IRS-assisted beyond 5G (B5G) system.
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A. Recent Works

Various IRS-assisted strategies have been studied to ef-
ficiently estimate the mmWave channels [7]–[13]. In [7],
the authors proposed the channel estimation for IRS-assisted
energy transfer, in which the physical channel was converted
into a sequence of cascade channel estimation by adjusting the
reflective elements. It is worth noting that the training overhead
linearly increases with the number of IRS elements and may
be prohibitively large in practice. To reduce the training
overhead, compressed sensing (CS)-based channel estimation
was developed in IRS-assisted mmWave systems by exploiting
the sparsity structure of mmWave channels [8]. In [9], a sparse
matrix factorization-based channel estimation framework was
proposed for IRS-assisted MIMO by exploiting sparse matrix
factorization and matrix completion. However, such a scheme
requires to switch ON and OFF some reflecting elements,
which is costly to implementation as it needs to control
the amplitude of each reflecting element separately [10]. In
[11], the parallel factor decomposition was investigated and
the corresponding alternating least squares (ALS) algorithm
was adapted to estimate the cascaded channels. In [14], a
direction-of-arrival (DOA)-based channel estimation approach
was considered by using the limited RF chains. In [15], two
channel models were investigated for robust beamforming
design in IRS-assisted MISO systems, which consider the
bounded CSI error and the statistical CSI error, respectively.

Meanwhile, in 5G/B5G application scenarios such as dense
factories, industrial and ultra-stringent office building circum-
stances, the radio scattering conditions change across time
rapidly. The existing works with the adopted mathematical
model are closely dependent on hypothetical statistical models,
which may result in serious channel mismatch and offset
error. To address this issue, deep learning (DL)-based solution
has been investigated to implement the channel estimation
tasks and achieve superior performance [16]–[20]. In [21], the
authors proposed a DL-based channel estimation framework
for OFDM system by exploiting the time-frequency grid of
the channel response model. The proposed scheme has a
competitive performance and is more robust than conventional
channel estimator. In [22], the DL-based channel estimator
was proved more robust than conventional channel estimation
algorithms when small amounts of training pilots are used. In
addition, authors also proposed a DL-based channel estimation
for beamspace MIMO system [23]. A similar network model
was utilized in [24], where the authors presented deep channel
estimator with untrained deep neural network to reduce pilot
contamination. To trakle the time-varying Rayleigh fading
channel, a sliding bidirectional gated recurrent unit channel
estimator was designed to improve the channel estimation
performance [25]. In [26], a residual learning based deep
neural network (DNN) was designed for channel estimation.
Although DNNs were used to implement a joint scheme of
pilot training and channel estimation, the number of linear
layers in DNN was sensitive to neurons size and the length of
input data. Despite data can be segmented into patches to ad-
dress this issue, segmented patches will cause the discontinuity
of estimation results. Recently, some unfolded architecture of

the iterative procedure is developed to form the framework of
the deep learning network [27]–[30]. In [27], the architecture
of unfolding FISTA is developed to form a deep network,
where the parameters are learned through end-to-end training.
Subsequently, a new DL-based network architecture named
alternating direction method of multipliers (ADMM)-Net was
proposed, which was derived from the iterative procedures
in the ADMM algorithm [28]–[30]. Due to its flexibility
in parameter learning, the network framework can also be
potentially applied to channel estimation through jointly es-
timate the LOS and non-LOS (NLOS) channels (also call
reflected paths). However, these kind of joint LOS and NLOS
channel estimation network may not be suitable for indoor
environments (including a classroom), since the characteristics
of channel depends on the LOS and reflected channels that
are differences greatly. To illustrate this observation, a typical
indoor measurements were conducted in [31], which provide
large-scale path loss and temporal statistics. Results indicates
that in LOS environments, the close-in free space reference
distance path loss model with respect to 1 m free space
path loss distance resulted in the path loss exponent of 1.7,
while in NLOS cases, diffraction was a significant propagation
mechanism that the path loss through walls was very high,
and hance the measured path loss exponents is 3.1. The result
of measurements throughly verified that the characteristics of
LOS and NLOS channel are obviously different, which can
not be estimated with conventional ADMM-CSNet scheme
directly to achieve satisfactory performance.

B. Contributions

The combination of IRS and DL is envisioned as an
emerging and enabling technique to enhance the coverage of
the upcoming B5G wireless communications, and therefore
has drawn significant attention recently. The previous literature
on IRS-assisted channel estimation mainly focus on the design
of outdoor scenario. In fact, scatterer-rich indoor scenarios are
a common scenario in micro- or pico-cell deployments, such
as those corresponding to UEs in industrial areas being served
by small APs, which is as important as outdoor. However,
a realistic scenario, indoor channels typically have a large
of short-distance scatterer-rich path, which yields increased
channel dimension, diversity and computation complexity in
channel estimation. As the dimension of space or frequency in-
creases, existing mathematical-based deterministic approaches
were limited on the joint optimization of indoor channel
estimation and reflection elements of IRS. Furthermore, under
IRS-assisted indoor channels scenario, the propagation char-
acteristics can dramatically change even for short displace-
ments of the UEs; thus making it difficult for indoor channel
estimation. To satisfy the requirements of indoor B5G com-
munication, we explore novel channel estimation techniques
with deep learning architecture to reliably estimate the IRS-
assisted channels with a reduced number of pilot overhead in
indoor communication scenario. To address the computation-
ally expensive optimization problem with mathematical-based
deterministic algorithm, we unroll the iterative procedures
of the ADMM-based deterministic algorithm to a supervised
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model-driven network. All the parameters (e.g., sparse trans-
forms, regularization operator, penalty parameters, etc.) in the
deep architecture can be discriminatively learned from training
pairs of pilot signal and estimated signal over the data flow
graph. The main contributions of our work are summarized as
follows.

• We characterize the 5G indoor channel model with ran-
dom number of clusters/scatterers in indoor scenarios.
The model includes many physical characteristics such as
shadowing effects, LOS probability, and shared scatterers,
which may result in high computational complexity of
the channel estimation solutions. To address this issue,
we investigate IRS-assisted channel estimation for the
indoor communication system by exploiting deep neural
networks. By utilizing the properties of CS theory, the
complicated indoor channel model can be reformulated
as a cascade channel, which is a joint task of the IRS-
to-BS channel matrix and the IRS-to-UE channel matrix
estimation.

• Since the reflected channels are different from the LOS
channel, there are many random clusters/scatterers, which
includes many physical characteristics such as shadowing
effects, shared scatterers. And thus, the existing ADMM-
CSNet is difficult to estimate the optimize LOS path and
NLOS pathes (also call reflected links) simultaneously. To
tackle this challenge, a DL-based framework named offset
learning neural network (OLNN-Net) channel estimator
is proposed to learn the indoor fading channel. Moreover,
offset learning module is introduced to improve the
precision of channel estimation. We also optimize the
number of hidden nodes to reduce the number of neurons
from the order of millions to a few thousand, which
demonstrates the potential benefit to network training.

• In the proposed OLNN-Net, the conjugate gradient (CG)
optimization scheme is developed to solve the (ρI +
ΦHΦ)−1 in (22) that can avoid calculating matrix inver-
sion of the (ρI+ΦHΦ), which is desirable for large-scale
or ill-conditioned inverse problems. Moreover, there are
no trainable parameters within intermediate results, and
hence a large number of CG scheme are performed almost
without memory overhead during training.

• The performance analysis of the proposed OLNN-Net
is provided in different cases. The simulation results
show the proposed OLNN-Net estimator achieves higher
spectral efficiency and lower normalized mean square
error (NMSE) performance compared with conventional
approaches and other DL-based methods. Besides, it
demonstrated that the proposed channel estimator can be
potentially applied in indoor 5G communications.

C. Organization and Notation
The remaining of this paper is organized as follows. In

Section II, we describe the system model of an IRS-assisted
system along with formulation of the channel estimation
optimization problem. In Section III, we present the basic
idea and the detailed optimization procedure. In Section IV,
simulations are provided to validate the theoretical findings,
followed by the conclusions in Section V.

Fig. 1: Generic indoor communication with clusters between
AP-IRS and an IRS mounted in the wall.

Notations: Scalar is denoted by lower-case letters; lower-
and upper-case boldface letters are used for vectors and ma-
trices, respectively; “∗” denotes the convolution operator; the
superscripts (·)T and (·)H denote the transpose and conjugate
transpose, respectively; ⊗ stands for the Kronecker product;
xH are the conjugate of a complex signal x and H would
be complex conjugate transpose. (·)j is denoted by the j-th
column of a matrix; (·)i,j denotes i, j-th element of a matrix;
∥ · ∥2, ∥ · ∥F and E[·] denote the Euclidean norm, Frobenius
norm and expectation operators, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. IRS-Assisted mmWave MIMO system

We consider an IRS-assisted mmWave indoor communica-
tion, in which an AP with N transmit antennas is serving a
single-antenna UE. The IRS is deployed in the form of an
L×L uniform rectangular array (URA) to assist the commu-
nication between the UE and the AP. For the requirement in
indoor scenario, the clustered statistical MIMO channel model
is studied, which is generally used in 3GPP standardization
[32]. As shown in Fig. 1, there are M scatterers between the
AP and the IRS, while assuming a LOS channel link from the
IRS to the UE. We assume the UE transmit power as τ , i.e.,
E[|sb|2] = τ , ∀t. Denote am, bm and c as the distances from
AP to the m-th scatterer, from the m-th scatterer to the IRS,
and from the IRS element to UE, respectively. Over the time
duration T , the transmitted signal vector associated with the
b-th (1 ≤ b ≤ B) subcarrier can be given by

xb = Pbsb, (1)

where P ∈ CN×T denotes the digital precoding matrix at the
AP, sb = [sb,1, ..., sb,T]T denotes the training sequence of UE,
sb,t is the training symbol of UE associated with the t-th time
slot. Thus, the received signal ŷ ∈ CK×1 at the UE can be
written as

ŷb = Wb

(
HH

UA,b + GHΘHIA
)

xb + nb, (2)

where HUA,b ∈ CN×K denotes the channels between the
AP and the UE, HIA ∈ CL×N and G ∈ CL×K denote the
channels from the AP to the IRS and from the IRS to the
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UE, respectively. Wb ∈ CM×K denotes antenna selectors.
Θ ∈ CL×L is diagonal phase-shifting matrix of the IRS, which
can be expressed as

Θ = diag
(
β1e

jθ1 , ..., βLe
jθL

)
, (3)

and θl ∈ [0, 2π), βl ∈ [0, 1], l = 1, ..., L being the reflection
amplitude and phase shift associated with the l-th reflecting
element of the IRS, respectively. nb ∈ CM×1 is the additive
white Gaussian noise (AWGN) vector whose entries are with
zero mean and variance σ2. From (2), three transmission
channels are considered in IRS-assisted system including the
LOS subchannel HUA from AP to the UE, the reflected
subchannel G from IRS to the UE and the reflected subchannel
HIA from AP to IRS.

B. IRS-Assisted channel model

1) AP-IRS Channel: It is assumed that the total number of
M scatterers are described with C clusters. Each of cluster is
consists of Sc sub-rays for c = 1, ..., C, that is M =

∑C
c=1 Sc

and there are sharing the same spatial and temporal distribution
characteristics [33]. Then, the AP-IRS channel link HIA ∈
CL×K can be expressed as a clustered model as follows

HIA = HIA,NLOS + HIA,LOS, (4)

where HIA,NLOS can be expressed as

HIA,NLOS = γ

C∑
c=1

Sc∑
s=1

βc,s

√
Ge(θIRS

c,s)L
IRS
c,sa(φAP

c,s)a(ϕ
IRS
c,s , θ

IRS
c,s )

H

(5)

and γ =
√

1∑C
c=1 Sc

is a normalization factor used in clustered

channel models [32]. φAP
c,s is the corresponding azimuth angle-

of-arrival (AoA) to the AP; LIRS
c,s denotes the path gains of the

AP-IRS channel associated with the (c, s)-th propagation path.
ϕIRS
c,s (or θIRS

c,s ) denotes the corresponding angle-of-departure
(AoD) of the IRS. The steering vector a(φAP

c,s) (or a(ϕIRS
c,s , θ

IRS
c,s))

of the AP (or IRS) can be written as

a(φAP
c,s) = fM

(
sin(φAP

c,s)
)
,

a(ϕIRS
c,s , θ

IRS
c,s) = fL2

(
−cos(ϕIRS

c,s)cos(φIRS
c,s)

)
⊗ fL1

(
sin(ϕIRS

c,s)cos(φIRS
c,s)

)
,

(6)

where ⊗ denotes the Kronecker product and

fN (x) , 1√
N

[
1, e−j

2π
ϱ dx, ..., e−j

2π
ϱ d(N−1)x

]
, (7)

and ϱ denotes the mmWave wavelength, d is the Euclidean
distance between any two adjacent antennas, and Ge(θ

IRS
c,s )

denotes the rotationally symmetric IRS element pattern with
the (c, s)-th directed scatterer [34]. Inspired by [34], the cosq

pattern is used to model the reflect arrays of IRS

Ge
(
θIRS
c,s

)
= 2(2q + 1)cos2q

(
θIRS
c,s

)
, −π

2
< θIRS

c,s <
π

2
, (8)

where 2(2q + 1) is defined as energy conservation and q =
0.25Ge(0)−0.5 is consistent with in [35]. For the attenuation
of the (c, s)-th path, the close-in free space reference distance
in the 5G standard protocol is considered to model the

frequency-dependent of path loss, which is widely used for
the indoor hotspot and urban microcellular scenarios [36]:

LIRS
c,s =− 20 log10

(
4π

λ

)
−Xσ

− 10n

(
1 +ϖ

(
f − f0
f0

))
log10(dc,s),

(9)

where dc,s = ac,s + bc,s denotes the length of the (c, s)-th
path, and f0 denotes a fixed reference frequency of the path
loss model, ϖ denotes a system parameter and Xσ ∼ N (0, σ2)
is the shadow fading factor in dB, which is the same in [37].

On the other hand, there is an existing LOS link from the
AP to IRS in (4). To this end, the LOS channel link attenuation
for each sub-ray is introduced from the AP to IRS, which is
calculated by

HIA,LOS = Γ(dIRS)
√
Ge(θ

IRS
LOS)L

IRS
LOSηa(φAP

IRS)a(ϕ
IRS
LOS, θ

IRS
LOS)

H ,

(10)

where LIRS
LOS denotes the attenuation of the LOS link to be cal-

culated with (9), Ge(θIRS
LOS) denotes the corresponding channel

gain of IRS, η ∼ U [0, 2π] is the random phase and a(φAP
IRS) (or

a(ϕIRS
LOS, θ

IRS
LOS)) denotes the array response of the AP (or IRS).

Γ(dc,s) is a Bernoulli random variable taking value between
0 and 1. Let p(Γ(dIRS)) be the frequency independent LOS
probability. Then, we can resort to the 5G channel model [36]
to achieve

p(Γ(dIRS)) =


1 dc,s ≤ 1.2

e−
dc,s−1.2

4.7 1.2 < dc,s ≤ 6.5

0.32e−
dc,s−6.5

32.6 dc,s > 6.5.

(11)

2) IRS-UE Channel: In indoor communication scenarios,
assuming that the IRS is close to the UE and there is a
clear LOS channel link between the IRS and the UE without
noticeable NLOS channel link. According to (11), it is not
difficult to notice that if the distance between the IRS and
UE is less 4.5m, an LOS link probability of greater than 50%
is achieved. Therefore, this distance generally takes place in
indoor communication. To be specific, the IRS-UE channel G
can be formulated as

G =
√
Ge

(
θIRS

UE

)
LIRS-R

LOS e
jηa(ϕIRS

UE , θ
IRS
UE )a(φ

UE
LOS)

H , (12)

where a(ϕIRS
UE , θ

IRS
UE ) denotes the array response of IRS to be

calculated by the azimuth and elevation departure angles ϕIRS
UE

and θIRS
UE , a(φUE

LOS) denotes the array response of the UE, and
LIRS-R

LOS denotes the attenuation of the path loss along with
channel related parameters between the IRS and UE that is
obtained with (9). The gain of IRS Ge(θ

IRS
UE ) with respect to

the departure elevation angle θIRS
UE is obtained by (8).

3) AP-UE Channel: As shown in [36], if the distance from
the IRS to the UE is less than the correlation distance, there
are common clusters in indoor environments. This motives us
to model the channel between AP and the UE by exploiting
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vec(Hb) = vec
(
(FLOS,1ΓLOSFHLOS,2 + FNLOS,1ΓNLOSFHNLOS,2)ΘR1ΛGRH2

)
= vec

(
FLOS,1ΓLOSFHLOS,2ΘR1ΛGRH2

)
+ vec

(
FNLOS,1ΓNLOSFHNLOS,2ΘR1ΛGRH2

)
(a)
= QLOSvec(ΓLOSFHLOS,2ΘR1ΛG) + QNLOSvec(ΓNLOSFHNLOS,2ΘR1ΛG)

(b)
= QLOS(ΛG

T ⊗ ΓLOS)(RH1 ⊗ FHLOS,2)v + QNLOS(ΛG
T ⊗ ΓNLOS)(RH1 ⊗ FHNLOS,2)v

(c)
=

(
(RHG ⊗ FHLOS,2)v

)T ⊗ QLOShLOS,b +
(
(RHG ⊗ FHLOS,2)v

)T ⊗ QNLOShNLOS,b,

(13)

shared clusters [38]. Therefore, the AP-UE channel can be
expressed as

HUA,b = γ
C∑
c=1

Sc∑
s=1

βc,s

√
Ge(θUA

c,s)L
IRS
c,sa(φUE

c,s)a(ϕ
IRS
c,s , θ

IRS
c,s ),

(14)

where the parameters γ, C, LIRS
c,s and Sc are defined as in

(5) and the common clusters are considered for the AP-UE
channel and the AP-IRS channel. By turning off the IRS
reflecting elements, i.e., βc,s = 0, the channel HUA,b can be
estimated by considered the conventional estimation schemes.

Combining (4), (12) with (14) and assuming the pilot
signal E[sbsHb ] = I, we can further obtain (2) by using the
vectorization operation

yb = (Pbsb ⊗ Wb)vec(Hb) + nb = Φhb + nb, (15)

where yb = ŷb−ΦHUA,b, Φ = (Pbsb)⊗Wb is the measurement
matrix, hb = vec(Hb) = vec(HIAΘG) is the vectorized
channel. According to the definition of Hb, the cascade channel
Hb can be further represented as

Hb = HH
IAΘG

(a)
= (HIA,NLOS + HIA,LOS)ΘG
=

(
FLOS,1ΓLOSFHLOS,2 + FNLOS,1ΓNLOSFHNLOS,2

)
ΘR1ΛGRH2

(16)

where (a) is from (4), FNLOS,1 and FNLOS,2 denote the
overcomplete matrices and each of its columns has a form
of a(φUE

c,s) and a(ϕIRS
c,s , θ

IRS
c,s), respectively; FLOS,1, FLOS,2 are

defined with each of its columns having a form of a(φAP
IRS), and

a(ϕIRS
LOS, θ

IRS
LOS), respectively. Similarly, R1 and R2 are formed

from columns aIRS,2(φl′) and aAP(ϕl′), respectively.
Furthermore, the vectorization of Hb can be expressed in

(13), where (a) is from QLOS = (R∗
2⊗FLOS,1), QNLOS = (R∗

2⊗
FNLOS,1), (b) comes from v = vec(Θ) and Kronecker product
of matrices, and (c) is from hLOS,b = vec(ΛG

T ⊗ ΓLOS) and
hNLOS,b = vec(ΛG

T ⊗ ΓNLOS).
In the channel estimation phase, to estimate the b-th sub-

carrier of the channel, the received signal can be expressed
as

yb = (Pbsb ⊗ Wb)vec(Hb) + nb
= ΦLOShLOS,b +ΦNLOShNLOS,b + nb,

(17)

where ΦLOS = (Pbsb ⊗ Wb)
(
(RHG ⊗ FHLOS,2)v

)T ⊗ QLOS and

ΦNLOS = (Pbsb ⊗ Wb)
(
(RHG ⊗ FHNLOS,2)v

)T ⊗ QNLOS.

By stacking all the subcarriers, the received signal can be
given by

Y = ΦLOSHLOS +ΦNLOSHNLOS + N, (18)

where Y = [y1, y2, ..., yB ]T , HLOS =
[hLOS,1, hLOS,2, ..., hLOS,B ]

T is the LOS channel link,
HNLOS = [hNLOS,1, hNLOS,2, ..., hNLOS,B ]

T is the NLOS channel
link and N = [n1, n2, ..., nB ]T .

It is observed from (18) that the cascaded indoor channel
between the AP and UE can be of extremely high dimen-
sion such that many parameters will need to be estimated.
Although most conventional strategies can employ regularized-
based iterative algorithms to estimate the channel estimation
problem, such as ADMM. These traditional recovery methods
have high computational cost and many penalty parameters,
the Lagrange multipliers and fixed sparse transformation need
to be emphasized in iterative processes. To overcome above
deficiency, the DL-based framework with offset learning will
be proposed to solve (18) in the next section.

III. DEEP LEARNING BASED CASCADED CHANNEL
ESTIMATION

In this section, we present the channel estimation problem
formulation together with its detailed algorithmic solution.
Due to the angular-domain sparsity nature of mmWave MIMO
channels, the high-dimensional channel estimation problem
can be solved by applying CS theory to reduce pilot overhead
[39]. Many CS-based algorithms are developed to tackle this
problem. Inspired by previous work [40], the augmented
Lagrangian function of a given CS-based channel model is
proposed, which splits the variables into several blocks and
can be optimized alternatively. By introducing an auxiliary
variable U, the problem (18) can be acquired by solving the
following optimization problem

min
H,U

1

2
∥Y −ΦH∥2F + λaga(HLOS)

+ λbgb(HNLOS) +
ρ

2
∥H − U∥2F

s.t. U = ULOS + UNLOS,

(20)

where λa and λb denote regularization parameters, ρ is
the penalty parameter and ga(·), gb(·) are the regularization
function derived from the prior knowledge, such as lp-norm
(0 ≤ p ≤ 2).

To optimize the ill-posed inversion problem (20), ADMM
has proven to be an excellent variable splitting algorithm
with convergence guarantee. However, the approach has a
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Fig. 2: The data flow graph for the ADMM algorithm

Fig. 3: Overview of the offset learning based indoor channel estimation approach.

SPF

(
c(n,k)
1 ;

{
pi, q

(n,k)
i

}Nc

i=1

)
=


c(n,k)
1 + q(n,k)

i − p1, c(n,k)
1 < p1

c(n,k)
1 + q(n,k)

Nc
− pNc

, c(n,k)
1 > pNc

q(n,k)
i +

(c(n,k)
1 − pi)

(
q
(n,k+1)
i − q

(n,k)
i

)
pi+1 − pi

, p1 ≤ c(n,k)
1 ≤ pNc .

(19)

high computational complexity and difficult to determine λa
and λb in iterative processes. To alleviate this deficiency, the
unfolded architecture of the ADMM-based iterative procedure
is developed to form the framework of the deep learning
network. As shown in Fig. 2, it is observed that each nodes of
the graph corresponding to different operations of the ADMM
algorithm.

According to the basic idea of ADMM framework, we
design a linear offset estimation module to ADMM for channel
offset estimation processing. Thus, the solution to the problem
in (20) can be written as follows:

H(k+1) = argmin
H

1

2
∥Y −ΦH∥2F +

ρ

2

∥∥∥H − H(k)
t

∥∥∥2
F
,

H(k+1)
LOS = argmin

HLOS

1

2

∥∥∥H(k+1) − HLOS − F(k)
a

∥∥∥2
F
+ λaga(HLOS),

H(k+1)
NLOS = arg min

HNLOS

1

2

∥∥∥H(k+1) − HNLOS − F(k)
b

∥∥∥2
F
+ λbgb(HNLOS),

H(k+1)
t = U(k+1) + T (k+1) ⊗

(
H(k+1) − (H(k+1)

LOS + H(k+1)
NLOS )

)
F(k+1)
a = F(k)

a + ϱa

(
H(k+1) − H(k+1)

LOS

)
,

F(k+1)
b = F(k)

b + ϱb

(
H(k+1) − H(k+1)

NLOS

)
,

(21)

where Fa and Fb are dual variables (the Lagrange multipliers)
adding the constraints of (20) to the cost function, T is

the offset descriptor determined by a factor V (Details are
described in Appendix A), H(k)

t is the k-th iteration of the
offset estimation result, ⊗ is a Kronecker product operation.
It is worth mentioning that the optimization problem (21) com-
monly needs to run dozens of iterations to obtain a satisfactory
estimation result. Furthermore, it is challenging to determine
the shrinkage operator for the general regularization functions
ga(·) and gb(·). To alleviate these difficulties, we first map the
iterative procedures in Eq. (21) to design an ADMM-based
deep learning framework, which can discriminatively learn
all the above transforms, offset descriptor, CG optimization
operator. The optimization of the parameters in proposed
OLNN-net is expected to improve the precision of channel
estimation.

As shown in Fig. 3, the proposed deep learning framework
consists of four main modules: CG optimization module, an
offset estimation module, regularization module and dual vari-
ables module. The descriptor T in offset estimation module is
similar to a special filter, which filters out undesired feature
of the residual channel and keeps the desired channel. Finally,
the desired feature of the channel can be added back to the
estimated channel.

A. Solution via OLNN-based deep learning network

In this section, an OLNN-based model is proposed, which
contains the network framework designing and network pa-
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rameter learning. For the network framework designing stage,
the architecture of OLNN-Net is formed by four successive
modules to tackle the problem (21).

To facilitate the description of the proposed deep learning
framework, the graph of network architecture is unrolled as
the iterative scheme at the k-th stage, is shown in Fig. 4(a).
There are four modules mapped from five operations, i.e.,
CG optimization operation

(
H(k)

)
, a regularization operation(

Z(k)
LOS

)
(the details are shown in Fig. 4(b)), a regularization

operation
(

Z(k)
NLOS

)
(the details are shown in Fig. 4(c)), an

offset estimation operation
(

R(k)
)

and dual variables operation(
F(k)(Fa,Fb)

)
. A whole data flow graph is formed as a

multiple repetition of the iterations corresponding to above
stages, as depicted in Fig. 4. It is observed that the proposed
OLNN-Net framework can be regarded as the concatenation of
many stages, where each stage includes four network modules.
To well-described and analyze this framework, the k-th stage of
the proposed OLNN-Net is provided as an example to depict
four types of modules as follows.

1) CG optimization Module (H(k)): The input of this mod-
ule are Y and H(k−1)

t . The output of this module is defined
as

H(k) =
(
ρ(k)I +ΦHΦ

)−1 (
ρ(k)H(k−1)

t +ΦHY
)
. (22)

The operator
(
ρ(k)I +ΦHΦ

)−1
is not analytically invertible

for complex operators such as IRS-assisted MIMO system.
To solve this issue, we exploit the CG optimization scheme
to solve (22) that can avoid calculating matrix inversion of
the (ρ(k)I + ΦHΦ), which is desirable for large-scale or
ill-conditioned inverse problems. The CG sub-blocks involve
several CG steps to enforce the data-consistency constraint,
which offers a faster reduction of cost per iteration.

2) Regularization Module (Z(k)
LOS): To train a more practica-

ble LOS channel operator and improve the network capacity,
the CNN-based convolution layers have introduced into the
regularization module (Z(k)

LOS). As shown in Fig. 4(b), the
corresponding module is divided into four layers: a united
layer U(n,k), the convolution layers C(n,k)

1 and C(n,k)
2 , and

a nonlinear transform layer S(n,k). The detailed realization
procedure of each step is detailed as follows.

a) United Layer (U(n,k)): The inputs of this layer are
U(n,k−1), H(n) and C(n,k)

2 . The corresponding output result is
expressed as

U(n,k) = µ
(n,k)
1 U(n,k−1) + µ

(n,k)
2 H(n) − C(n,k)

2 , (23)

where the initial value of U(n,0) is set as H(n).
b) Convolution Layer (C(n,k)

1 ): The input of this layer is
U(n,k) and corresponding the output result can be given by

C(n,k)
1 = w(n,k)

1 ∗ U(n,k) + b(n,k)
1 . (24)

c) Nonlinear Transform Layer (S(n,k)): C(n,k)
1 is used as the

input of this layer, and the corresponding output result can be
given by

S(n,k) = SPF

(
C(n,k)
1 ;

{
pi, q

(n,k)
i

}Nc

i=1

)
, (25)

where a piecewise linear function SPF(·) is determined by a

fixed point set
{

pi, q
(n,k)
i

}Nc

i=1
. The corresponding result can

be expressed in (19).
d) Convolution Layer (C(n,k)

2 ) By calculating (25), the cor-
responding result S(n,k) can be used as the input of this layer,
and the output of this layer is expressed as

C(n,k)
2 = w(n,k)

2 ∗ S(n,k) + b(n,k)
2 . (26)

3) Regularization Module (Z(k)
NLOS): Since the signal power

of the NLOS channels are generally weaker than LOS channel,
the deconvolution module is used to learn the parameters by
exploiting the learnable Wiener Filtering layer [41]. In case
of multiple regularization kernels, we formulate the NLOS
channels objective function as:

H(k+1)
NLOS = arg min

HNLOS

1

2

∥∥∥H(k+1) − HNLOS − F(k)
b

∥∥∥2
F
+ λb∥GHNLOS∥22,

(27)

where G denotes the multiple regularization kernel that plays
the role of multiple regularizer filters.

Inspired by [41], the optimization problem (27) can be
solved by Wiener deconvolution technique. To learn a more
suitable regularization kernel and parameters in (27), the
Wiener filtering layer is developed as follows

H(k+1)
NLOS = F(H,F,G, σ, ϑ), (28)

where ϑ denotes the weights of trainable regularization kernels
by gradient descent scheme in the Wiener deconvolution net-
work. The training processing for the proposed deconvolution
module is shown in Fig. 5.

4) Offset Estimation Module (R(n)): The inputs of this
module have two sets U(n), H(n), and the corresponding output
result is given by

H(n)
t = U(n) + T (n) ⊗

(
H(n) − (H(n)

LOS + H(n)
NLOS)

)
, (29)

where T (n) denotes offset operator at the n-th of stage.
5) Dual Variables Operation Module (F(n)): This module

aims to update the variables Fa and Fb. The outputs of this
layer are

F(k+1)
a = F(k)

a + ϱa

(
H(k) − HLOS

)
(30)

and

F(k+1)
b = F(k)

b + ϱb

(
H(k) − UNLOS

)
. (31)

B. OL-based Neural Network Training

In the training procedure, our task aims to learn the parame-
ters of each module Ξ as follows: ρ(n) in the CG module; offset
estimation module w(n,k)

1 , w(n,k)
2 and V (n) in offset operator

T (n); biases b
(n,k)
1 , b(n,k)

2 in the regularization module with
respect to µ

(n,k)
1 , µ(n,k)

2 , ϱa, ϱb in variables operation module

and
{
q
(n,k)
i

}Nc

i=1
. Based on the parameters Ξ, the received

signal Y is generated as the input through a specially designed
the parameters Ξ. By updating the parameters Ξ, the training
procedure is devoted to learning the final output result H(Y,Ξ)
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Fig. 4: Framework of the OLNN-Net channel estimation approach.

Fig. 5: Framework of the deconvolution module (Z(k)
NLOS).

as close as possible to the true channel H0. For the given pairs
of training data ψ = {Y,H0} and Ξ, the NMSE is used as the
loss function, which can be rewritten as

E(Ξ) =
1

|ψ|
∑

(Y,H0)∈ψ

√
∥Ĥ(Y,Ξ)− H0∥22√

∥H0∥22
, (32)

where |ψ| denotes the number of channel pairs in ψ. To achieve
the optimized parameters, the gradients of the loss function
E(Ξ) with regard to parameters Ξ can be obtained by using
the back-propagation (BP) algorithm.

Note that the BP scheme requires the evaluation of the terms
∇EH(k)(Ξ), k = 1, ..., |ψ| − 1. Thus, we focus on how to
evaluate these terms by exploiting the CG blocks. We have

∇EH(k)(Ξ) = JH(k)

(
H(k+1)
t

)T
∇EH(k+1)

t
(Ξ), (33)

where H(k) is the output of the network at the k-th iteration.
Let C =

(
ρI +ΦHΦ

)
, the (22) can be rewritten as H(k+1)

t =

CH(k) − ΦHY. And the Jacobian matrix JH(k)(H(k+1)
t ) is

expressed as

JH(k)

(
H(k+1)
t

)
=

(
ρI +ΦHΦ

)−1
. (34)

It follows that the above expression is evaluated using the
CG scheme until convergence. Since C is symmetric, the
gradients can be back-propagated as

∇EH(k)
t
(Ξ) = JHk

t
(H(k+1))T∇EH(k+1)(Ξ). (35)

Therefore, the network parameters and regularization pa-
rameter ρ are updated with the BP scheme. For regularization
module and offset estimation module, the parameters of deep
OLNN-Net are optimized using gradient-based algorithm.

C. Network Structure Analysis

The proposed network is non-conventional deep architecture
with layers inspired by the ADMM algorithm for channel
estimation. Compared with the conventional ADMM-CSNet
and its variants, our network architecture have the following
similar and distinct characteristics.

First, for the IRS-assisted indoor channel model, it often
includes LOS path and NLOS pathes, which are difficult to
optimize simultaneously using the existing ADMM-CSNet.
In particular, the characteristics of the NLOS channel are
different from the LOS channel, which leads to an inescapable
performance loss by using the existing ADMM-CSNet. S-
parked by above issue, we build a novel deep learning
optimization framework, which named OLNN-Net. In the
designed optimization, the deconvolution module is developed
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to estimate the NLOS channels by exploiting the learnable
Wiener Filtering layer, while the LOS channel is trained by
using the CNN-based network. Different from the ADMM-
CSNet in [29], both NLOS and LOS channels in this network
are separately trained. Specifically, we first construct an unified
residual CNN-based network for pilot design, and different
noise sigma are utilized to improve a practical CNN-based
channel estimation for real applications. In addition, compared
to ADMM-CSNet, we also develop offset estimation module
to enhance the network capability. With the fine structure pre-
serving ability of the offset estimation module, the proposed
OLNN-Net can also be used for small dataset training, while
adding trainable CNN blocks. The architecture of the proposed
OLNN-Net has the ability to learn the characteristics of IRS-
assisted channels that may suffer from nonlinear interference
and distortion.

Second, the conjugate gradient (CG) optimization scheme
is developed to solve the (ρ(k)I + ΦHΦ)−1 in (22) that can
avoid calculating matrix inversion of the (ρ(k)I + ΦHΦ),
which is desirable for large-scale or ill-conditioned inverse
problems. Different from ADMM-CSNet, proximal gradient
algorithm is often adopted to solve the (22), which alternates
between steepest descent scheme and CNN-based blocks. It is
observed that such algorithm may result in a large number of
iterations/unfolding steps, since the trained network with the
proximal gradient scheme is limited, especially for the GPUs
with limited on-board memory. In addition, the intermediate
results and layer need to be stored to perform backpropagation,
which limits the performance of the ADMM-based network
during training. By contrast, the CG sub-blocks involve several
CG optimization steps to enforce the data-consistency con-
straint, which offers a faster reduction of cost per iteration. It
is worth noting that there are no extra parameters generating
within intermediate results and need not be stored to perform
backpropagation. This implies that a large number of CG
optimization steps can be performed almost without memory
overhead during training processing.

TABLE I: The proposed OLNN-Net framework parameters
for simulation

Parameters Estimator
Network architecture OLNN-Net

Window length 40 symbols

Activation function Rule for hidden layers

Loss function mean square error (MSE)

Learning rate 0.001

Batch size 128

Train SNR 0, 5, 10, 15, 20, 25 dB

Train SNR 0, 5, 10, 15, 20, 25, 30 dB

Train number 100000

Validation number 10000

Test number 10000

IV. SIMULATION RESULTS

In this section, Monte Carlo simulations are provided
to demonstrate the performance of the IRS-assisted deep
channel estimator under the indoor communication scenario.
The default parameters of the proposed OLNN-Net is firstly
described. Then, the IRS-assisted deep channel estimator is
investigated and verified.

A. Simulation Setting

We consider a typical IRS-assisted indoor communication,
in which the AP is equipped with Nt = 36 antennas and the
IRS is equipped with 36 reflecting elements. Two operating
frequencies, 28 and 73 GHz, are adapted to verify the feasi-
bility and validity of the proposed OLNN-Net. Meanwhile, all
reported simulation results are obtained from averaging 20000
independent Monte Carlo realizations. To adequately collect
the training samples, different direction of unit signals are
generated from the transmitter to the corresponding received
signals. Based on this, the training dataset comprises 150000
examples, while 20000 samples is considered as a validation
dataset for each signal to noise ratio (SNR) level. Following
the rules in [35], the IRS element gain Ge(0) is calculated
from Ge(0) = 4πAe(0)/λ2, where the physical area of an
IRS element is expressed as Ae(0) = (λ/2)2.

In the simulations, the NMSE and achievable spectral effi-
ciency (ASE) performance are adopted to provide quantitative
evaluation of the considered CSI estimation techniques. The
NMSE is defined as follows:

NMSE , E

{
10 log10

∥Ĥ − H∥2F
∥H∥2F

}
, (36)

where Ĥ denotes the estimation channel and H is the true
channel. In addition, the ASE is adapted as follows

ASE , E
{
log2 det

(
I + (NtNr(σ

2 +NMSE))−1HHH
)}
,

(37)

where Nt and Nr denote the number of transmit and receive
antennas, respectively.

According to the [36], the LOS probabilities of Eq. (11) is
provided based on various indoor office environments. When
the heights of UEs are between 1 and 1.5m, the channel gains
decays very fast with transmission distance increasing. For
the channel link between the AP and the IRS, the IRS is
located below the level of AP (zIRS < zAP) regardless of the
distance dc,s. Therefore, when the height of the IRS is no
smaller than that of the AP, a clear LOS path is considered in
this simulation, which is a reasonable assumption for arbitrary
distance dc,s.

For the first simulation, the performance of proposed
OLNN-Net estimator is evaluated for two channel models,
namely the LS estimator in [7] and OMP [42]. Fig. 6 depicts
the impact of the ASE/NMSE of all considered estimation
techniques in the IRS-assisted indoor system. We investigate
the NMSE of the proposed OLNN-Net scheme against the
SNR levels, where the training sequences L = 120. From Fig.
6, it is also evident that the proposed OLNN-Net generally
achieves better performance than the OMP and LS channel
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Fig. 6: (a) NMSE performance of LS, OMP and OLNN-Net
estimators; (b) ASE performance of LS, OMP and

OLNN-Net estimators at the 73Hz.

estimators. In particular, the proposed OLNN-Net scheme
substantially improves the estimation performance in terms of
the NMSE value compared with the LS, which benefits from
the offset learning-based module that can learn the channel
error in indoor scenarios. We conclude that the proposed
OLNN-Net scheme is an efficient channel estimation approach
among all the compared methods. Additionally, it is further
observed that the proposed OLNN-Net outperforms that of
ADMM-CSNet in terms of NMSE, which benefits from the
proposed OLNN-Net that can realize LOS and NLOS channel
estimation separately. This favorable result indicating that the
characteristics of channel are different, which is necessary to
estimate separately.

In the next simulation, the NMSE performance against
training epochs is investigated in Fig. 7. It is observed that
the NMSE performance is enhanced as the training epochs
increases, illustrating that the proposed OLNN-Net can obtain
a near-optimal performance. In addition, we can further ob-
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Fig. 7: MSE performance against training epochs.
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Fig. 8: NMSE performance against the patch size.

serve from Fig. 7 that the NMSE performance becomes stable
when the training epochs over 300, which demonstrates the
convergence behavior of the proposed OLNN-Net for the IRS-
assisted channel estimation.

Fig. 8 provides a NMSE performance comparison of the
proposed OLNN-Net with different batch size, where the batch
size are set as 30, 50 and 80. It can be observed from Fig. 8
that the value of NMSE decreases as SNR levels increasing.
This result is attributed to the fact that a smaller batch size
leads to a slower convergence speed, while a large batch size
for the training procedure will cause very large epochs. Thus,
there exists a non-trivial tradeoff between the the accuracy of
CSI and the stability of the OLNN-Net when optimizing the
batch size to improve the network performance.

To show the effect of number of clusters on the IRS-assist
channel estimation, we also conduct the achievable rates of
different schemes versus the number of channel clusters in
Fig. 9. It is observed that there exists a tradeoff between the
the precision of IRS-assist channel estimation and training
overhead. This is because a small number of clusters M is
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Fig. 9: (a) ASE performance against the number of clusters
at 73 GHz; (b) ASE performance against the number of

clusters M at 28 GHz.

not sufficiently accurate for achieving high gain of IRS-based
channel, while too many clusters results in computationally
expensive in channel estimation process. Moreover, it is ob-
served that the proposed channel estimator with the operating
frequencies at 73Hz are slightly better than the 28Hz, at the
same number of clusters. It is worth noting that the proposed
scheme with OLNN-Net framework can effectively escape
computing both system memory and time cost.

In the next simulation, the NMSE performance of the
proposed OLNN-Net estimator for different amount of pilots
L is depicted in Fig. 10. In the same way, two operating
frequencies, 28 and 73 GHz, are adapted to observe the impact
of an increased number of pilots by varying L = 110, 120, 130
and 140 under the different SNR values. Specifically, from
Fig. 10, it is clearly seen that the NMSEs of all schemes are
enhanced when employing longer pilot sequences. The main
reason for this is because the training time is proportional
to the length of the pilot sequences. However, when pilot
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Fig. 10: (a) NMSE of the proposed estimator for different
amount of pilots L at 73 GHz; (b) NMSE of the proposed

estimator for different amount of pilots L at 28 GHz

sequences L is sufficiently large, the time available will
decrease, which leads to a smaller capacity. As shown in Fig.
10, when the pilots L > 120, the NMSE value of the proposed
OLNN-Net is less than 0.2, which means that the OLNN-Net
can be trained without taking longer the pilot sequence.

To further quantify the pilot contamination performance
of our estimator, we conduct the NMSE performance of the
OLNN-Net in different number of the RF chains N . According
to Fig. 11, the NMSE values of the channel estimation are
reducing with the number of pilots increasing, and then
it becomes stable gradually until the number of pilots are
sufficiently large. This indicates that the precision of the
channel estimation can be improved when providing longer
pilots sequences. In addition, one can observe significant
improvement of the proposed OLNN-Net by increasing the
number of RF chains N . Moreover, from Fig. 11(a) and
Fig. 11(b), it is observed that the NMSE performance of
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Fig. 11: (a) NMSE performance against the number of ploit
at 73GHz; (b) NMSE performance against the number of

ploit at 28GHz.

channel estimation can be reduced with the number of the
number of RF chains N in. It is interesting to note that the
different operating frequencies also influence the performance
of channel estimation.

Finally, we investigate the validation error against the
number of iteration in Fig. 12. As the depth of OLNN-Net
increasing, trained accuracy gets saturated (which might be
unsurprising) and then could degrades. Thus, the validation
error curve for the model selection should be considered. Fig.
12 shows that the 20-layer OLNN-Net performs better than
the 38-layer one (by 1.48%). More importantly, the 20-layer
OLNN-Net exhibits considerably lower training error. This
indicates that the degradation problem is well addressed in
this setting. Therefore, the 20-layer OLNN-Net is adopted as
the constructed solution of the proposed model.
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Fig. 12: Validation error against the number of iteration.

V. CONCLUSION

In this paper, an OL-based neural network is proposed to
estimate CSI of an IRS-assisted mmWave MIMO system,
which is a challenging problem for B5G indoor deployment.
To improve the performance in an indoor environment, the
offset learning-based module is integrated into the proposed
OLNN-Net framework. The proposed network architecture is
derived from ADMM, which unrolls the iterative procedures to
a supervised model-driven network. Theoretical and simulation
analysis demonstrate that in the constructed indoor 5G system,
the proposed channel estimator exhibits superior performance
compared to LS and OMP estimators without any prior knowl-
edge of the IRS-assisted channel and pilot contamination. With
the same pilot overhead, the proposed OLNN-Net provides
improved results compared with existing algorithms, which is
beneficial for improving the spectrum utilization of 5G system.

In the future work, the proposed OLNN-Net is planned
to be implemented in an universal software radio peripheral
(USRP)-based hardware platform. Furthermore, as a general
framework, the proposed OLNN-Net structure will be en-
hanced by further employing the channel correlation in time,
frequency, and spatial domain.

APPENDIX A

Inspired by [19], a Gaussian filter is used to obtain the
feature descriptor T (u) by employing the Gaussian filter on u.
Assume that p and q are two local patches extracted from u and
ub respectively, the feature descriptor T can be represented as

T (u) = 1− |c(p, q)s(p, q)| = 1−
∣∣∣∣ 2σpq + V

σ2
p + σ2

q + V

∣∣∣∣ (38)

where c(p, q) is the degraded operation that aims to obtain
the reduction of contrast variation, and s(p, q) denotes the
structural correction of local patches between the p and q. The
other variables are given by σp = (

∑Nu

i=1(pi−µp)2)1/2, σq =
(
∑Nu

i=1(qi − µq)
2)1/2 and σpq =

∑Nu

i=1(pi − µp)(qi − µq)
2,

where µp =
∑Nu

i=1 pi, µq =
∑Nu

i=1 qi and Nu is the pixel
number of u. Since the constant V has a great influence on
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the estimation result, the descriptor T is tuned by using the
proposed OLNN-Net to train the constant V .
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