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Abstract

New dielectrics need more than a high dielectric constant. They need to satisfy various constraints concerning band
offsets, limits on charge traps, processability, reproducibility, and stability against degradation and breakdown. It seems
unlikely that purely empirical approaches will produce a dielectric which justifies major investment. I discuss some of
the atomistic modelling which can aid selection, and which might indicate routes around some of the interface-related
and defect-related problems. These include diffusion during processing or in operation, the use of interface engineering
to adjust band offsets, and the issues of crystallinity and of stoichiometry. © 2002 Elsevier Science Ltd. All rights

reserved.

PACS: 77.84; 85.50

1. Introduction

Few in the semiconductor industry doubt that
new materials will be needed. There are wide-
ranging pressures towards the ultimate limits of
miniaturisation and of device speed, and possibly
increasing pressure towards low-power operation.
In a primitive industry, most of the challenges
could be met by trial and error. But the micro-
electronics industry is far from primitive or simple.
Any new material has to fit in with other materials,
both in use and during the many process steps,
and with the constraints of the capital-intensive
fabrication equipment [1,2]. Already, semicon-
ductor engineering is exploiting the classical
continuum theories (electromagnetism, thermody-
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namics, elasticity) in equipment design and process
optimisation. But even these powerful approaches
are inadequate on the smallest scales anticipated
in several of the many variants of Moore’s law.
Neither experienced empiricism nor extrapolation
from the large scale will suffice for some of the
challenges.

Turning to high-dielectric (high-k) constant
materials, is there a role for theory? ‘Theory’ in-
cludes anything from simple analytical theories
to the types of state-of-the-art computer-based
modelling likely to be available over the next few
years. Theory can have several different roles. The
simplest is as a framework for understanding,
those ideas which are so familiar that they are
not regarded as theory. An example might be the
parabolic rule for diffusion-controlled oxidation,
or its natural generalisation as the Deal-Grove
(reaction—diffusion) model, which continues to be
used as a reference picture even when it fails [3]. A
second role for theory is scoping, estimating which
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features will be important and which less so. Re-
lated to this are studies of sensitivities, especially
as an aid to optimisation (e.g., what processes are
possible, including diffusion). Thirdly, theory can
help to unravel a mix of phenomena, especially
those which are inconvenient to untangle experi-
mentally. These can include highly non-equi-
librium processes, or evolution over an extended
lifetime, notably including the mechanisms of
failure or of degraded performance.

The limits of empirical approaches are a strong
reason for seeking other methods. Empirical ap-
proaches rely on knowledge of materials in similar
states to those to be used. But experimental static
dielectric constants are often extremely unreliable,
for reasons which are easily identified. This is es-
pecially so when the material can be non-stoi-
chiometric, or when the constituent ions have
more than one possible charge state. Moreover,
thin film materials will often be inhomogeneous
because of the different epitaxial constraints at the
two interfaces. The problems are more serious
when one does not know some of the important
structural and electronic aspects of a dielectric. It
is one thing to understand a crystal of Si, and quite
another to describe properly, let alone understand,
a typical thin silica film with an amorphous,
probably inhomogeneous, structure. Other thin
film dielectrics may be nanocrystalline, perhaps
admixed with a silicate glass. In some circum-
stances, especially where there are step or kink
sites for polar materials, there can be quite large
local electric and stress fields. These affect trapping
and defect processes.

In this paper, I shall address the modelling of
materials which have been proposed as high-k di-
electrics, and especially the prediction of some of
the key properties.

2. Choosing a material: critical criteria

Impressive lists of needs have been drawn up,
some essential, others merely helpful. We may
group them into three main classes. Class I needs
refer to basic properties as a dielectric. Class II
needs ensure the dielectric can be processed with-
out deterioration or interference with other mate-

rials. Class III needs relate to performance in a
microelectronic device. There is some interdepen-
dence and scope for compromise, which offers
opportunities for modelling.

Class I needs, the basic properties, provide the
initial selection criteria. The dielectric constant
should probably lie in the range 15-25, although a
wider range (say 10-30) might be acceptable.
Ferroelectric materials are less desirable because of
their non-linear electrical response. The dielectric
must be an insulator, so it should have a band gap
above about 5 eV, with adequate band offsets for
use with silicon.

The polarisation of the dielectric will have both
electronic and ionic components. The electronic
part by itself (related to the refractive index) can be
high only if there is a low band gap. It is essential
that the main polarisation be ionic. In principle,
this could include the effects of reorientable fixed
dipoles, including H,O. The consequence of a large
ionic polarisation is often that defect formation is
easier (formation energies of charged defect are
reduced by polarisation), including possible non-
stoichiometry.

Many measurements of dielectric constants for
oxides and related ceramics are of dubious value
because there are conducting regions, non-stoichi-
ometry, or impurities. For a number of crystalline
systems, it may be more accurate to calculate the
dielectric constant than to measure it. For amor-
phous systems, there is a problem to ensure that the
structure for which the dielectric constant is mea-
sured (or calculated) actually corresponds to that
which will be used. It is not always clear that the
dielectric will be homogeneous. The problems can
be ones of stoichiometry or of alloy fluctuations
should not matter. These are issues even for crys-
talline systems, e.g., in controlling Ba/Sr titanate.
One further area which may cause problems for
polar dielectrics is that ions may provide the major
means of atomic transport (unlike, say, 02 in sil-
ica), especially in an applied field.

Class II needs relate to processing and dielectric
creation. The way the dielectric is made will, of
course, depend on whether the microstructure is
to be amorphous, polycrystalline, or epitaxial. It is
not necessarily a problem that a dielectric oxide
can exist in many closely related forms; indeed,
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Si0; is precisely such an oxide, and minor varia-
tions in structure rarely seem to have been an
issue. However, it is very important that the di-
electric is what it is supposed to be. Generally, it
should be non-reactive, reacting neither with Si [4]
nor with the gate contact. Likewise, the interfaces
should be largely stress-free. If not, the interfacial
constraints will tend to force either defect creation
(dislocations, possibly point defects like Py, centres)
or conceivably new phases, such as amor-
phous forms of oxides usually crystalline (MgO,
Al Os,...). Such new phases may have non-opti-
mal properties. If the dielectric is to be amorphous,
then it must remain amorphous at processing tem-
peratures, and also during the operating life. This
appears to be satisfactory for alumina, for Si-
doped Zr aluminate, and possibly other systems.
However, another condition might be required.
The Al,O5/Y,0; alloys have two liquid phases of
different density [5], and it is well known that many
glasses will phase-separate. The homogeneity of
composition and of properties must be retained.
This includes maintaining stoichiometry accurately.
The precise definition of stoichiometry for thin
layers is not always clear, and one might prefer to
think in terms of a co-ordination criterion for a
system like SiO,. We shall discuss the criterion of
diffusion in a later section. For processing condi-
tions, one might think of 15 s at 1050 °C; an op-
erating lifetime might correspond to six years
(2 x 10 s) at room temperature.

Class III needs relate to performance. The di-
electric should behave as an insulator. This means a
low leakage current (Pr,0Os5 is said to be very good,
Al O; relatively poor [2]) and a low loss tangent.
The leakage current will include contributions
ranging from tunnelling to defect-related channels
involving dislocations, grain boundaries, or point
defects. The loss tangent describes how well the
polarisation follows an applied field. For DRAM,
when fields change on nanosecond time scale,
the loss tangent should be less than 0.005. There
should be a low effective fixed charge to cause
carrier scatter in the Si; alumina is said to be rel-
atively poor. Further issues relate to degradation
and failure. For Ba/Sr titanate, there is ‘resistive
degradation’, apparently due to O vacancy mo-
tion. Other effects seem to be related to electrode

roughness, possibly analogous to those seen for
silica and for other oxide films.

3. Defining the challenges
3.1. Amorphous versus crystalline dielectrics

Three of the many basic fallacies concerning
amorphous systems are these: (1) there is only a
single amorphous structure for a given composi-
tion; (2) for that amorphous structure, the mean
energies of defect formation or of trap ionisation
are sufficient to understand behaviour, and (3)
crystals of the same composition have values for
defect and trap energies which are essentially the
same as those for the amorphous system. This
third fallacy also applies to dielectric constants
and band offsets, especially when the ionic polar-
isation contributions are substantial. How a di-
electric layer is created, manipulated or shaped can
be important.

That these are fallacies is evident especially for
Si0,. Navrotsky’s work [6] and [7, p. 277] on the
enthalpies and molar volumes for silicas shows
significant ranges of values. At the molar volume of
a-quartz, amorphous systems have an energy per
molecular unit larger by about 0.25 e¢V; the lowest
energy amorphous ‘phases’ have about 30% larger
molar volume than the quartz. There is similar in-
formation for other glass systems. At the very least,
the density must be defined for an amorphous
system, not just the composition. More generally,
amorphous materials depend on the way they are
created, and especially on any thermal treatment.

Szymanski et al. [8] have used a combination of
molecular dynamics and density functional meth-
ods to create realisations of amorphous SiO, with
density similar to that of thermal oxide. They then
analysed the energies of oxidising species (O and
O, in their neutral, negative and doubly negative
charge states). The results were striking in several
respects. First, the molecular species had a very dif-
ferent character from the atomic forms. Whereas
0) was a realtively simple interstitial, O° formed a
peroxy linkage (essentially, two oxygens in a bent
structure between two silicons). This structural
difference has the interesting consequence that the
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atomic form is very efficient at isotope exchange,
whereas the molecular species only exchanges with
network oxygens at special sites. Secondly, elec-
trons with energies corresponding to the bottom of
the Si conduction band could create ions, or in-
duce reactions with ionic products. Thirdly, there
was a substantial variation of insertion energies
(and indeed also of diffusion barriers) from site to
site in the amorphous system. This variation had a
significant component associated with medium range
order, not just the closest shells of ions. Fourthly,
the values of key energies for the oxidation process
(e.g., the insertion energy for moving an oxygen
molecule from the gas phase into an interstitial
site) were very different for the amorphous oxide
and for quartz. The values for the amorphous
oxide combined to give an activation energy for
the oxidation process in good agreement with ex-
periment.

This work illustrates two characteristic areas for
modelling. The first is the prediction of a structure
(possibly amorphous or nanocrystalline) under
constraints. The second is the demonstration that
earlier, simplistic ideas of key defects were mis-
leading. The defects and their nature underpin
processing, performance and degradation.

We may usefully compare the advantages and
disadvantages of four classes of dielectric, namely:
(i) amorphous SiO,; (ii)) some other amorphous
oxide, where we might think of a glassy Si-rich (Si/
Hf) oxide; (iii) a polycrystalline oxide, where we
might think of an Hf-rich (Si/Hf) oxide; (iv) an
epitaxial crystalline oxide on silicon. In making the
comparison, we shall assume a dielectric constant
for the alternative oxide of about four times that
of silica. Silica has notable good points: its effec-
tiveness in passivation, its consistency of stoichi-
ometry, and its uses in processing, not to mention
the wealth of current experience. Likewise, it has
problems: the very thin oxide is vulnerable, per-
haps even to a single critically placed defect, and
tunnelling will be a problem. On the other hand,
there are ways to minimise charged defects.

A number of factors favour an amorphous di-
electric: there are no dislocations or grain bound-
aries; stress can be taken up by modest topological
variations in a random network, rather than
through misfit dislocations (for the oxide on Si, it

is possible that Py centres play a role in accom-
modating the misfit, since they correlate in number
with the interfacial stress [9]); a continuous ran-
dom network tends to minimise electrically active
defects. However, the randomness of structure will
often give rise to shallow traps. The density may be
hard to control, and composition fluctuations are
likely (e.g., there may be regions relatively rich in
Hf and regions relatively rich in Si in an Hf/Si
oxide).

Polycrystalline materials will contain grain
boundaries and dislocations. These defects offer
fast diffusion pathways, and can trap charge. They
may give rise to field concentration and break-
down initiation. In polar solids (which these di-
electrics are, cf. Section 1) diffusion is likely to
involve ions. This suggests problems with changes
of stoichiometry and the development of static
charge. The electric fields associated with such
charges can be large, if only local, and may have
secondary effects. Interfacial stress has to be taken
up somehow. For very thin films, elastic defor-
mation may suffice; in other cases, strain may lead
to misfit dislocations or alternate phases. Epitaxial
crystalline forms can be largely free of grain
boundaries, and possibly even largely free from
dislocations. However, growing such defect-free
layers needs sophisticated (i.e., expensive) meth-
ods, probably an unwelcome change from simple
oxidation.

The same problems of sophistication and pro-
cess complexity also apply to the more compli-
cated oxides, such as oxide superlattices grown by
laser ablation or other means. Such ‘stacks’ have
been produced for various sytems, including SiO,/
TaQO5, SiOX/ZFOZ, SiOZ/A1203, BaTlO;/SI'TIO3,
BaTiOs/PbTiO;, MgO/TiO,, ZnO/Mg,Zn;_,O and
Si/SiO,. The layers are crystalline in some cases,
amorphous in other cases. In principle, such stacks
could be used to solve a number of the competing
materials challenges.

3.2. Processing and non-stoichiometry
Oxides can be non-stoichiometric in many ways

[10]. Whereas SiO, usually has a composition with
two oxygens per silicon (alternatively, O is bonded
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to two Si and each Si bonded to four O), other
systems can deviate a lot from their nominal
composition. Examples are systems for which ca-
tions can easily exist in more than one charge state
(such as TiO,_ ,) or where interstitial oxygen is
readily formed (like ZrO,). Why might non-stoi-
chiometry matter? First, the defects which enable
non-stoichiometry often have charge carriers as-
sociated with them. These can give rise to charge
transport (in some cases by activated small pola-
ron transport) or to dielectric loss. Conduction
along grain boundaries or dislocations may be
especially worrying [11]. Secondly, these defects
are involved in degradation processes, such as re-
sistance degradation. This degradation may be-
come more important for very thin films, since the
dielectric will have statistical variations in com-
position, and some regions will be more vulnerable
than others. In certain cases, doping can help: for
SrTiOs, for instance, doping with Er apparently
suppresses O vacancies and reduces the rate of re-
sistance degradation [12]. Thirdly, there are likely
to be sample-to-sample variations. These will arise
both from the nature of the material as created and
from changes during subsequent process steps.
How significant will diffusion be during pro-
cessing? One should think of 15 s at 1050 °C. If the
relevant diffusion distance is 2 nm, then this means
that one would prefer the diffusion constant at
1050 °C to be less than 0.3. x 10~"4cm?/s. Data for
many oxides are available (e.g., p. 258 of [13]).
Many of the oxides shown fail, sometimes by ca-
tion motion (even Mg in MgO and Ca in CaO; Y
in Y,O; probably fails), sometimes by anion (O)
motion (in calcium-stabilised zirconia (CSZ), TiO,
and Y,0;). Most non-stoichiometric oxides fail
the criterion. Alumina seems safe so long as there
are no grain boundaries, although Ag or Cu may
diffuse fast enough to break the criterion [14]. It is
possible that the criterion given is marginally too
stringent, in that O in fused SiO; is close to failing.
One should also ask about that ubiquitous im-
purity, hydrogen. For all oxides studied, the H
diffusion rate is substantially in excess of the crit-
ical value [15] (LiNbOs;, LiTiO;, TiO, (parallel
and perpendicular to the c-axis), a-SiO,, MgO,
MgO:Li, Al,O;, Al,O3:Mg, BeO, and also in
certain ceramics (spinel MgO-Al,O3, amorphous

cordierite 2MgO-2A1,0;-5510;)). Thus, H can
readily diffuse across a 2 nm film in 15 s at 1050 °C.

3.3. Interfaces and interface engineering

As Robertson has observed [16], an effective
gate dielectric needs adequate band offsets from
those of Si. The band offset is, however, a subtle
quantity [17,18]. The energy required to take a
charge from one medium into another will depend
on any dipole layer associated with the interface.
Indeed, for MgO and perhaps Al,Oj; it is not en-
tirely clear what sign the electron affinity has. The
results will depend on what the oxide is actually in
contact with, as noted later. There are various
ways to calculate relative levels for infinite solids,
and there are various experimental measurements
[19, p. 371]. A comparison of electron affinities
is illuminating. Some electrochemical values are
Ta,Os 3.7 eV (Robertson 3.3 eV), TiO, 4.3 eV
(3.9), ZrO, 3.3 eV (2.5), HfO, 2.9 eV (2.5). This
shows that Robertson’s calculations are rather
successful, and that agreement would be even
better with a dipole correction of perhaps 0.4 eV.
A very incomplete survey of offsets from various
sources (including SiO,, Al,O; and ZrO, [20])
suggests that some of this variation may be asso-
ciated with the method of preparation or subse-
quent processing, so that there may be some
relatively simple means of control. However, more
may be needed.

Whenever one deals with highly polar materials,
there is an ionic dipole layer which will affect off-
sets. For example, atoms placed on a surface
which transfer some electronic charge to the sub-
strate (like Cs, or like H on diamond) will decrease
the electron affinity, even occasionally leading to
negative electron affinities. However, space charge,
or modified probabilities of different charge states
of defects or impurities can also contribute. There
can also be an image charge effect, when the di-
electric has a dielectric constant significantly dif-
ferent from that of Si. The dipoles can be quite
large. Again, there are a very few predictions. For
BaO/NiO [21], predicts a 2 eV potential barrier
(corresponding to 4 eV for a 2+ ion) stabilising
positive charges in the NiO. This suggests that
interface engineering (such as having at least one
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layer of ions of chosen electric charge) might re-
solve the offset problem, even if this is easier said
than done.

One factor in the interfacial dipole is certainly
interfacial stress. Most oxides have a relatively
poor mismatch with silicon. Basically, there are five
main ways to take up the strain. For very thin films,
elastic strain may suffice, as in strain-layer systems.
For thicker, crystalline films, misfit dislocations
are expected. A third possibility is that there is a
thin layer of a different phase. Point defects are
another possibility. It is known that the P, centre
concentration correlates with interfacial stress [22],
and it is plausible that Py centre creation does re-
lieve the stress to some degree. Topology changes
in an amorphous oxide are another way to reduce
mismatch stress. One should bear in mind that the
dielectric may be in a metastable form. The inter-
face stress will certainly affect the dipole, especially
for piezoelectric oxides.

3.4. Characterisation

Given a dielectric, what should one characte-
rise? Average quantities are barely adequate,
whether composition, structural features (average
crystal structure or pair distribution function for
an amorphous system), or even dielectric constant.
Key features of performance depend on local prop-
erties, e.g., whether there are dislocations or grain
boundaries, whether there are significant concen-
tration fluctuations, or whether there are large
local electric fields associated with some interface
structure. There is potential, at least, to devise
good scanning probe microscopy experiments to
identify variations in g, or potential weak spots.
One approach is to use an atomic force microscope
to apply a perturbation, taking good care to work
in high vacuum to avoid effects from water con-
densation. This has been done [23]. There are
several possible interpretations of the results, but
my personal view is that the effect comes from the
lowering of defect formation processes because of
the mechanical stress. Mechanical stress is not the
only option, and localised electric fields are an
obvious possibility. Here theory (e.g., [24]) is es-
pecially important, both because the results of
such a local probe can be counter-intuitive, and

also because theory enables one to quantify the
experimental analysis.

3.5. Reliability in operation

Reliability in operation primarily involves de-
fect processes. Are new defects created by elec-
tron-hole recombination? Is charge redistributed
so as to give dielectric loss? Does damage build up
in a systematic way, like the development of con-
ducting channels? Is there diffusion which affects
composition, or which allows electron traps to be
exposed or eliminated? Will the breakdown be soft
or hard?

One should not forget that we are seeking a
material with both a large band gap (so a large
energy is released on electron—hole recombina-
tion) and with a high dielectric constant (so for-
mation energies of charged defects will be low),
precisely the conditions to make damage in oper-
ation likely [7].

Just as most of the high-k materials are ionic, so
most of their defects and impurities are charged
species. There are rare exceptions, e.g., O, inter-
stitials in a-SiO,, but ions are the norm. In most
other cases, ionic diffusion is equivalent to elec-
trolysis. Diffusion, either thermal or driven by
applied fields, may lead to charged defects in in-
convenient places. Sometimes the ions are associ-
ated with mobile carriers, e.g., O%~ interstitial ions
may bind two holes to compensate, and these holes
may be removable in an operating device. A crit-
ical question concerns just which charge states are
stable. This is a more complicated question that
might be evident at first, since the use of simple
one-electron (band) diagrams is grossly mislead-
ing. The polarisation energies are not handled
adequately in many treatments. This is true even
for the so-called “first-principles’ or ‘a priori’ meth-
ods, since there are often crucial working ap-
proximations.

Even in simple oxides like MgO, transition
metal ions can exist in three or perhaps four dif-
ferent charge states. Since ionisation potentials for
the free ions are typically several times bigger
than the band gap, and since there is negligible
covalency, this is surprising. In fact, the polarisa-
tion energies and the Madelung potential are the
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large contributions [25]. A further complication is
that defects are created in operation only by hav-
ing localised energy: one can understand the pro-
cess only by considering the excited states.
Typically, energy of the order of the band gap
might be available for defect creation [7]. This is
often less than defect formation energies in perfect
crystalline oxides. Vulnerable regions will be those,
perhaps at grain boundaries or dislocations, where
energy localisation and modification are easy.

What are the atomic processes? A significant
number have been identified in detail, especially
for halides. A relevant example is «-quartz, where
the self-trapped exciton has been studied in some
detail [7, p. 178], with extensive experimental val-
idation of detailed calculations [26]. Following
band gap excitation, energy is localised in the form
of a self-trapped exciton, in which the oxygen
moves very significantly away from its perfect-
lattice site. There is a small but finite probability of
defect production (oxygen vacancies and intersti-
tials) and of the nucleation of amorphisation [7, p.
232] and [27]. It is probable that similar processes
are stimulated in the amorphous gate oxide
a-Si0,, and that these are among the processes
which initiate breakdown. What is important
about this intrinsic process is that it can be efficient
in the use of energy, even if its overall probability
is low. For very thin oxides, a breakdown field
is inappropriate: even 5 x 107 V/cm will give an
electron only 10 eV on traversing a 2 nm film. Such
an energy can create defects in silica, albeit with
low probability. An elastic collision process
would have essentially zero probability at such
low energies.

Processes efficient at low energies are also pos-
sible with interstitial oxygen present, or with hy-
drogen impurity. One interesting class of processes
involves interstitial oxygen, its various charge
states, and the molecular and atomic (peroxy-
linkage) forms. Some of the processes need elec-
trons only with energy corresponding to the
bottom of the silicon conduction band. Whether or
not the interstitial oxygen species have a direct role
in breakdown is unclear; none has been demon-
strated. However, there is the possibility that tai-
loring the interstitial oxygen species during the
growth process might eliminate some of the more

vulnerable features in the oxide. For example, dis-
cussions of the optical writing of Bragg gratings in
silica optical fibres often suggest processes starting
from Si-Si bonds (not O vacancies, but wrongly
coordinated silicons). Or there may be defects in the
oxide which evolve from Py, centres at the Si/oxide
interface on further oxidation (such defects cannot
be eliminated except through reaction with single
unpaired spins and a change of coordination).
Could the right combination of atomic species be
able to eliminate these defect? The answer may be
yes [28], in that one has some control over both
charge state and atomic/molecular form, especially
if one chooses to apply electric fields during
growth. The field can bias either electron tunnelling
from the silicon, or the motion of negatively
charged oxygen species. The time scales for these
two processes differ, as do the signs of field, so the
phasing and timings of the applied fields must be
controlled, as well as their magnitudes.

The basic ideas might prove helpful for other
proposed dielectrics, although the processes may
differ. For crystalline oxides, dislocations are es-
pecially important. Dislocation densities rise rap-
idly in MgO under electrical stress, for example.
Dislocation motion or even growth is assisted by
the presence of electron—hole pairs. Such recom-
bination-enhanced phenomena [7, Chapter 7] are
seen in very many systems, from III-Vs to UO,,
and are presumably a part of dielectric degrada-
tion processes following damage initiation.

Are diffusion-controlled processes sufficiently
fast to lead to significant degradation, even if dif-
fusion is entirely thermal? In operation, one might
think of a six year lifetime at 300 K. If diffusion
is to occur over no more than 2 nm, the diffusion
constant must be less than 2 x 10722 cm?/s. For O
diffusion, most oxides except clearly non-stoi-
chiometric oxides are satisfactory. CSZ and Y,O;
fail; a-SiO, may fail marginally (corresponding to
diffusion over about 50 nm in 10 years), but the
extrapolation to low temperatures is unreliable.
The situation is less clear for H diffusion. For some
oxides (LiNbO;, LiTiO;, TiO, [both parallel and
normal to the c-axis]) D is in excess of the critical
value. For other oxides (MgO, MgO:Li, Al,Os;,
Al,O3:Mg, BeO) the diffusion rate is less than the
critical value.
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4. Conclusions: driving forces and the roadmap

The semiconductor roadmap [29] gives the in-
dustry view of future trends, possible and desir-
able. There are obvious challenges, if there is to be
continuing, unrestrained, development along these
lines. Some of these challenges are noted above.
Those relating to silicon dioxide have been as-
sessed by others [1,30,31]. There is a basic ques-
tion: Are there ways to create a ‘super’ dielectric,
compatibility with other materials and with pro-
cessing? Broadly, there are at least three types of
solution. In the first, one starts from a-SiO, and
adds an ingredient X (possibly nitrogen, possibly
La) to give a higher dielectric constant, or one
controls the oxide growth so as to eliminate vul-
nerable features. In the second, one gives a new
oxide an acceptable band offset by shifting its band
edges by dipole layers to suppress tunnelling.
In the third approach, one devises intermediate
layers between dielectric and silicon, such that
the layers have chosen properties. The fact re-
mains that simply oxidising silicon has many
indirect advantages, such as passivation, and
that many alternative processes have worrying
features.

One could also ask an irreverent question: Is the
roadmap right? It presents an evolutionary view.
This view has been exceptionally successful. One
might say it has made the 20th century the century
of the electron, just as the chemical and electro-
chemical industries made the 19th century the
century of the atom. But there are alternative fu-
tures. One simple change would be for the single
broad trend to give way to modest specialisation.
If so, there a choice could be made between speed,
smallness and low energy use, and the technical
challenges would be more easily met through
compromise. Another future might be to rebalance
the wireless, fibre and silicon-based technologies in
some way, so as to relieve the worst problem areas.
But there are other technologies on the horizon,
such as quantum computing. It is by no means
clear that quantum computers will ever be effec-
tive, nor that their materials challenges can be met.
Yet we should recognise that there are ways for-
ward, whether this gate dielectric problem is solved
or not.
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