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the test collection for comparative evaluation andendibiliy to new systems. The query prioritization is folated as a conve
optimization problem, thereby permitting efficiestlution and providing a flexible framework to imporate various consints. We use
the remaining budget to evaluate qudpcument airs with the highespriority scores The budgets for the initial and the refinem
phase are expended during the construction of ¢be dollection and consider only the documents tizate been retrieved the
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ABSTRACT

We consider the problem of optimally allocating>afl budget to
construct a test collection with associated releegudgements,
such that it can (i) accurately evaluate the retaierformance of
the participating systems, and (ii) generalize ¢ésvnpreviously
unseen systems. We propose a two stage approach.gicen set
of queries, we adopt the traditional pooling metreodl use a
portion of the budget to evaluate a set of documegtrieved by
the participating systems. Next, we analyze theeveeice
judgments in order to prioritize the queries andoamted
documents for further refinement of the test cditec Our
objective is to increase the effectiveness of #s¢ tollection for
comparative evaluation and extendibility to newtegs. The
query prioritization is formulated as a convex optation
problem, thereby permitting efficient solution apdoviding a
flexible framework to incorporate various consttainVe use the
remaining budget to evaluate query-document paiith \the
highest priority scores The budgets for the initial and the
refinement phase are expended during the congiruofi the test
collection and consider only the documents thateh&een
retrieved by the participating systems. We evalwateresource
optimization approach on two TREC test collectiamsmely
TREC 8 and TREC 2004 Robust Track. We demonsthatieaur
optimization techniques are cost efficient and djial significant
improvement in the reusability of the test collens.

2. INTRODUCTION

Test collections are needed to measure both thelubsand
relative performance of systems. A test collectionsists of (i) a
document collection, (ii) a set of test queriesd &iii) a set of
corresponding relevance judgements. Ideally, edegument in
the collection would be judged relevant or nonirate with
respect to every query in the test set. In pradticeis infeasible
due to economic constraints. Instead, an IR teieatmn is
typically constructed in conjunction with a setparticipating IR
systems. Each participating system retrieves afsdétcuments in
response to each test query and these sets aredptmgether.
Relevance judgments are then obtained only for mhects in the
pool and specific metrics are used to compare m)ste
performance. While the number of relevance judgmeseded is
greatly reduced, economic constraints may stilv@n¢ exhaustive
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judgments of all documents in the pool.

In this paper, we consider how to prioritize quéogument pairs
for relevance judgments, when budget constraintsclpde
obtaining relevance judgments for all documents. féfenulate
the question as an optimization problem in whidr, & given
budget we seek to identify a set of query-document pairs that
most accurately rank the participating systems pravide the
best generalization to yet unseen systems. Ther latffers to
systems that have not contributed to the pool cdluated
documents. Section 3 provides a precise definibbrwhat is
meant here.

The main contributions of this paper are (i) exfiic
incorporating a cost constraint within the optintigza, which we
believe has not been previously considered, (iinfdation of the
optimization problem as a convex optimization, fahich
computationally efficient algorithms exist for fiimgj a globally
optimum solution, (iii) the incorporation of a geakzation
constraint based on the estimated number of unepidglevant
documents for each query, and (iv) an extensiorowf base
algorithm to provide a biased estimator when negtesys are
expected to be significantly better than participgsystems.

In Section 2 we discuss related work. Particultergion is given
to the work of Weber and Park [1], against whichocsepare our
algorithm. Section 3 then provides a detailed deson of our
algorithm, while Section 4 describes specific innpdatation
issues. Section 5 provides experimental resultsath the TREC-
8 and Robust TREC test collections. Finally, Secigrovides a
summary of our results and suggestions for futuesearch
directions.

3. RELATED WORK

Sparck-Jones and Van Rijsbergen proposed the poehnique
[2] as a means of creating an effective sample wfged

documents to enable comparative performance evatuaf a set
of retrieval systems. The National Institute of riétard and
Technology (NIST) adopted this method in most ¢ FREC

tracks. For example, in TREC AdHoc and Routing sagkach
participating system adds the top-100 ranked doatsmzer query
to the pool. All the documents in the joint pocd éihen labeled by
human assessors. This enables NIST to compute t@nsgs
effectiveness metrics, such as interpolated avepagesion and
recall by considering the top-1000 retrieved docutsie The

assumption is that any relevant documents rankédelea 101
and 1000 are likely to be retrieved by some ofdtieer systems
within the top-100 documents and therefore asses®ed
relevance. Consequently, if the document did neehalevance
label associated with it, it is deemed non-relefanthe purpose
of comparative evaluation. This approach has rassedmber of
issues which have been further explored in thetéRature.



Pooling bias While studies showed that the number of pooled
documents in the early TREC experiments was sefficio rank
the systems performance reliably, it also transpiteat a
considerable number of relevant documents remained
undiscovered [3]. Thus, several alternative apgreadave been
suggested in order to judge more relevant documehfts
example, Zobel [3] suggested that, instead of apglyniform
pooling of documents across systems and queriessyltems
with higher performance should contribute more doents to the
pool. Otherwise, the highly performing systems identify more
relevant documents within the top-100 get littlendfe from the
other participating systems. Cormak et al. [4] ghsoposed the
Move-to-Front pooling technique with a variable rhen of
pooled documents across systems. However, in peacti is
difficult to distinguish good or bad performing s in
advance. As a result, the NIST continues to po®ktmme number
of documents from participating systems in thenapteto avoid a
possible bias in favor or against any specific tgpearticipating
systems.

Weber and Park [1] estimate the bias that the rmifaooling and
incomplete judgments introduce when un-judged da@ntmare
considered as non-relevant and when they are siropiitted
from the computation of the performance scores. Each
participating system they consider the discrepancg system'’s
performance score when the pool first excludesthad includes
documents uniquely retrieved by that system. Thavides the
mean absolute erroacross all the participating systems that can
be used as a correction factor when evaluating syestems for
which the set of unique relevant documents is ndggd. This
relies upon the assumption that the new systenotsadically
different in the sense that the proportion of tbhelpd and judged
documents vs. its unique documents is similar heosystems.

Weber and Park [1] partially address that issuednysidering a
more precise error estimation based on a sebwimon topic$or
which existing systems and a new one are fully ssesk By
removing the uncertainty of the un-judged documetitey
propose aradjusted estimatothat can be extrapolated to new
topics and new systems. Their experiments demdastitze
effectiveness of the estimator with different sizgfscommon
topics sets. However, they do not provide critefiga topic
selection nor prioritization of new documents falewance
assessment when these are required to evaluatesys@ms.
Research presented in this paper addresses thases iand
explicitly models the query and document selectiwacess in
relation to the fixed budget constraints.

Document selectiorMany of TREC test collections contain only
50 queries. Using a relatively small query setvedloNIST to
judge many documents per query and still stay witkie
available budget for relevance assessments. Tloiedees the
reusability of a test collection for other tasksd asystems. On
average about 2000 documents are judged per qlreriotal,
about 100,000 documents are judged for 50 quendsre/olve a
considerable effort from the assessors. SandensdriZzabel [6]
suggested an alternative and less costly apprddety showed
that if NIST evaluated systems by using a signifitalarger set
of queries, i.e., much larger than sets of 50 g@seand shallower
pools of candidate documents, much smaller th&db@uments
per query, then the assessors’ effort would betlgreaduced
without compromising the accuracy of evaluationrt@atte and
Smucker [7] supported this suggestion by usingssial tests.
The idea of evaluating by large number of queriéh whallow
judgments motivated a variety of approaches fadiglg a subset

of documents for assessments and defining evatuatitrics for
partially judged result sets, such as statAP [WIDC [8].

Following the belief that a larger query set isiddde, the TREC
2007 Million Query track [10] was the first to incle thousands
of queries. The organizers made use of recent destgelection
methods to collect few judgments per query. Howgegdlee to the
small number of documents assessed per querygtisalility of
such a test collection still remains questionaltd.[This raises a
fundamental question of how many and which documehould
be assessed per query to achieve an optimal tfathetareen the
evaluation accuracy and the limited budget thahuailable for
document assessments. In our work we give a matiwha
formulation of this problem that is tractable andeadible to
include various refinements

The awareness of cost factors in IR system evaluatind
relevance assessments has increased in recentwidarhe use
of crowdsourcing services, such as Mechanical Turk
(www.mturk.com) provided by Amazon, to supplemetie t
traditional approaches to relevance assessmedeednrelevance
assessment tasks can be expressed in terms of Hoteligence
Tasks (HITs) ( [5]12]) and presented to the crowd to solicit
relevance labels in return for a specified fee. Tirect cost is
then captured in the pay to the workers throughrapiyment
facilities that the crowdsourcing services providdhe
effectiveness of the crowdsourcing approach isd#imestigated
in terms of various factors ( [13] [5]), includinige cost overhead
caused by redundant relevance assessments thaeeded for
quality assurance ( [14] [15] [5]). Our work caml @uch efforts
by providing an optimization mechanism that exgljcconsiders
the cost per relevance assessment and providesriarifor
selecting query-document pairs that most contribtde the
accuracy of the system evaluation.

In summary, a large body of research has focusadpous ways
to reduce the effort of collecting relevance assesds while
maintaining specific qualities of a test collectgunch as coverage
of relevant documents and effectiveness in rankiofy
participating systems. We extend the existing metean two
directions: (1) we devise a method for incrementaltquiring
relevance judgment for a test collection and (2)fevenulate and
evaluate cost optimization problems that contrel éfffectiveness
of relevance assessments under the constraimhibéd budget.

4. PROBLEM FORMULATION

The main objective of our research is to deviseeéffective
method for growing a test collection that explicilakes into
account the cost of acquiring relevance judgments @ms to
maximize the accuracy of system evaluation andneiédity to
new, possibly rather different systems.

Let S denote the population of all IR systems. Althougte t
distribution ofS is unknown, we assume that all, past, present and
future systems are drawn from this distribution. ¥é&nowledge
that this is a simplifying assumption but a gocattstg point for
developing the mathematical model.

For a given document corpu® and a set ofN querie®@y =
{q1,92, ---, qn}, We aim to gather relevance judgments and create a
test collection that is effective in evaluating therformance of
retrieval systems. We assume that there is a Sgetof L
participating systemss¢ c S), each of which returns a number of
retrieved documents for each Nf queries. From the retrieved
documents we createcammon poobf documents to be used for
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Figure 1. The per-query effectiveness score matriX, for
systems in§ and queries inQy. M is the vector of average
system performance across queries, and is the (column)
vector of average query performance values measured
across systems.

comparative evaluation of the systems. Detlenote the desired
budget required to build complete relevance judgmewer the
pooled documents. For a given budBehat is much smaller than

Q (B « Q), we seek to collect relevance judgments for a subse
of query-document pairs in order to accurately ext the
performance of the participating systems and riliabtimate the
performance of yet unseen systems. We propose astbge
process to allocate the limited bud8etvhich we outline next.

Stage 1. —Acquire relevance judgments for an initial set of
documents

In the first stage we allocate a portiBpof the budgeB to assess
the relevance of some of the documents that areiloted to the
common pool by the participating systerg. A number of
methods have been proposed to select documentléorance
assessment e.g. [8]. Generally, the selection rdsttassign a
priority valuew, to each document and process them accordingly.

Given a limited budget, the simplest allocationatgtgy is to
divide the budget equally amomg queries and, for each query,
select a subset of documents with the highestipriscores. In
the standard pooling technique that is done byinanélocuments
based on the query relevance and choosing theromgool depth
across queries to fit the available budBet Thus,wy score is 1
for documents above the cut-off rank and, thudpghed into the
pool and 0 for those that are not.

Stage 2. -Selectivelyexpand relevance judgments

In the second stage we utilize the remaining buddggt
(B=B,+B,), to extend the pool of relevance judgments ireotd
improve the accuracy of the performance metrics ftoe
participating systems and the reusability of thet tmllection for
evaluating new, yet unseen systems.

We formulate the optimization problems that reflear goal to
allocate budget per query and acquire additiondtvamce
judgments in order to achieve maximum agreemenh \lite
evaluation ofS; systems using the full set of common documents.
Since the distribution of relevant documents acipssries may
vary, we include the estimated number of relevaudents into
the optimization model. This enables us to makecation of
budget per queries that reflect the potential dedimg and
assessing documents that are relevant. Increakiegpool of
relevant documents has a dual benefit: it imprdhesevaluation
accuracy of existing systems and it enables evaluaif new
systems.

Before we describe in detail the method for pripirig queries
and documents, we first introduce the mathematiotdtion and
formulation of the model.

4.1 Concepts and Notation

For the population of all IR systen® we observe the retrieval
performance of each system over a finite sé tdstqueries. The
performance measurements are represented in tme &ra
performance matriX, as depicteth Figure 1.

Each row corresponds to a system and each colurangieery.

An entry x; ; in X denotes theperformance scoref the i-th
system on th@th query. We refer to a column of the matkxas

a query-system vectaromprising the performance scores of all
the systems for a given query. The column vectds the average
of all query-systems vectors across queries. |[Ledenote the
average performance across all the queries for reloraly
selected system . If x is the system row in the matrk then

u=N"1xe

wheree = {1}¥*1 is the vector oN components, each equal to 1.
We are interested in the expectation and variafiqe across all
the systems. For that we defime€e R'*M to be the vector of
average performance scores for an individual quempss the
systems, as shown in Figure 1. Further, 3etlenoteN x N
covariance matrix of theN query-systems vectors. Then the
expectation and the varianceioficross queries are given by

E(w) = N lae, var(u) = N~2eTZe

In a more general case, the performapcef a system irS is
expressed as a linear combination of the effectiserscores; ;,
associating a weight with each query Let B € [0,1]V*! be a
the weight vector with realalues in [0,1]. Then the weighted
average is expressed as

up = xp

and the expectation and the variance @f across queries are
given by

E(ug)=aB,  var(ug)=p"ZB

We now show thap determines the priority scores of queries
under specified conditions when expanding relevgndgments
in stage 2.

4.2 Prioritizing Query-Document Pairs

In practice, it has been shown that some documargsmore
effective than others in discriminating systemsf@enance for a
given query (e.g., [8] & [16]). Similarly, some qies are more
effective than others in characterizing individuaystem’s
performance and facilitating comparative perforneanta group
of systems [17]. Thus, it is useful to define a rge@ocument
priority scoresqq assqq = wy X wy Wherew, andw, are weight
coefficients for queries and documents, respegtivel

While there are many ways to prioritize documents E8], for
simplicity, we adopt the standard pooling method the
document selection and focus our attention on query
prioritization. The prioritization of documents determined by

! For simplicity we shall denote the row and theuamh vector in
the same manner; it will be clear from the contasttich
operation is being performed with the vectors.



the pool depth and is adjusted according to thdable budget.
Thus, the document weighi=1 if a document is in the pool and
wy=0 otherwise.

We consider a query informative if its performance across
systems, i.e., thg¢-th column of X, is similar to the average
performances of systems across all the test quésesthe vector
m. Our objective is to determine the set of mosbiimfative
queries based on several criteria. We formalizé Ilyadefining
the vector my; € R“* to represent the weighted average
performance of the systems across queries. Thehtgedge given
by coefficientsp and mg[i] = pg; , i € {1, ..., L}, is the weighted
average performance of the systiemcross queries.

In order to determine the coefficierfisso that vectomy is close
to the vectorm, we consider an objective functidigg) that
defines the distance criteria betwesy andm. In the context of
IR systems evaluation, two criteria naturally présthemselves:
(i) the similarity in the ranking of the systemsdafii) the
similarity in the absolute values of performance,,jg; ~ y;.

When dealing with a group of systems, we often vaatrelative
ordering of systems induced byg to be close to the ordering

induced bym. The closeness of two orderings is usually measure
using Kendalk. Unfortunately, using such a measure leads to

computationally inefficient solutions. For examplapplying a
greedy algorithm results in prioritizing queriesathare highly
dependent on the set of participating systems aodndt
generalize to new systems [18]. Consequently, we it
consider this similarity measure further in the teah of the
query-document prioritization. However, we do usendallz as
an evaluation measure in our experiments to askesguality of
the optimization method.

4.2.1 Performance Score Similarity

There are many ways to characterize similarityatugs between
mg andm such as the mean square error or correlationutn o
experiments and analysis we measure and repoxrogiation.

The linear correlation measuysg, betweernugz andy is given by

g = cov (i, ug) _ e'zp (2)
B ar(ntzvar(ug)?  (eTEe) V2 (BTIR)?

where the covariance betwegrandy is given by
cov (y,,uﬁ) =N'Ee"x-a) (x—a)B}=N"1elZB

wherex € RN represent a system row in the maiixwe seek
a set ofp coefficients that maximizgsg. Reordering Equation (2)
gives

e'zp

= T —
Vﬁ = (e 23)1/2pﬁ = (BTEP)/

3
1
Maximizing pg is equivalent to maximizingg since(e"Ze)z is a
constant. Definingh € R¥*! as a column vector wherk! =
h'p
maximum value can be approximated by the minimizati
problem that is expressed in a quadratic programfam® [19]:

e’X, Equation (3) can be re-written and, hence, its

2 The optimization form in Equation 3 is d@nvex-fractional form
and is optimized by transferring it to quadratiogmamming
form [19].

f(B) = BTZB - KB (@)

Hence, minimizingf(8) is equivalent to maximizingg.

minﬁ

4.3 Constraints

We define the constraints to be used in conjunctigth the
objective functionf(B) of Equation (4). First we consider a
simple constraint that focuses on the budget lamd controls the
number of queries that are selected to build amttili relevance
judgments. The second constraint is intended toease the
coverage of the relevant documents that are assesskensure
that the selected queries provide effective evalnabf new,
previously unseen systems. We refer to the latter tlkee
generalizabilityof the test collection.

During Stage 2, we assume that a fixed bu@ges available for
relevance judgments. Previous work has not corsilarbudget
constraint in the context of query-document sebectlt is natural

to assume that, if the query has a high prioritrscthe allocation
of budget would be proportional to the query impode for
evaluation. We can, then, without loss of generalibke the
query weightg coefficients to represent the proportion of the
available budget that will be allocated to indivédliqueries. In
other words, if query has a corresponding weight0, we will
expend a proportion of the budget that is a fumct §; and

Z?’:lﬁj = QB;ZB. The number of ‘active’ querieg;(>0), is then
—b1
based on the optimizatidsy:

N _ B2
=18 = a5,
subject to:

ming f(B) (%)

Vji:0< ,BjSl

4.3.1 Generalizability Constraint

If all the relevant documents for each query intiés collection
are identified, then the test collection generalime any system.
Unfortunately, we can guarantee to identify all ewant

documents only if we judge all the documents in ¢b#ection,

which is prohibitively costly. Pooling documentsgrsificantly

reduces the number of documents we need to judgdisaussed
earlier. However, pooling does not guarantee thaha relevant
documents have been identified. Clearly, the fewsdentified

relevant documents in the test collection, the mgeeeralizable
the test collection is. Thus, we define a cost fiancthat not only
minimizes the difference betweemg andm, but also minimizes
the number of un-judged relevant documents.

Let r; be the expected number of un-judged relevant deatsn
for queryq;. Given that we allocatg;of the B, budget to a query
g; then at the end of the second stage, the numbesvaiy judged
relevant documents will be proportional@g; . The total number
of relevant documents judged in the second stagsingply
Z?’ﬂﬁjrj, ignoring the constant of proportionality. Clearlye
want to maximize the total number of relevant doeots in
order to achieve maximum generalizability. Usind-agrange
multiplier 2 we combine the constraint and the objective famcti
f(B) to obtain

N B
) Xi=1Bi = ey
mﬁin [Ef(ﬁ) - A3 B ] subject to: (6)
Vji:0< <1

The above optimization function is convex and weed using a
sequential quadratic programming algorithm [20]. éwhthe



Lagrange multiplie = 0, the formulation (6) is reduced to (5).
Of course, the above discussion begs the questiohow to
estimater; This is discussed in Section 4.3.

5. IMPLEMENTATION DETAILS

Before describing the experiments, we discuss a beanof
implementation issues. Note, however, that theingetbf A is
discussed in Section 5.

5.1 Random Sampling of Systems

In practice, the mean vectar and covariance matrixZ are
unknown to us becauseis unknown, i.e. there is no information
about unseen systems. Instead, we have a sampgie .of x_ of
multivariate scoresx{ is arow of matrix X) of L participating
systems by which we can estimateand £. When the set of
participating systems is uniformly sampled from plogulation of
systemsS, the standard unbiased estimatorsxa@dndZ, denoted
as@ andZ, are given by

I=L-D1'Y - -

If L is large and the sample of participating systeorsné a
diverse set of retrieval systems, we can get reliabtimations of
a and X.

a=x=L"'3 % ,

5.2 Non-random Sampling of Systems

The unbiased estimators ensure that all particigaBystems
contributing equally to estimate priority scor@s Hence, the
unbiased estimators provide maximum likelihoodneates ofa
and X when a new IR system is randomly sampled frBm
However, in practice, the new systems may not besidered as
drawn from a random sample. They may, in fact, dréations and
improvements of the already participating systemsthat case,
allowing poor and good performing systems to coate equally
to prioritizing queries may not result in the bebbice. Instead,
better performance may be achieved by prioritizingries based
on participating systems that are similar to the sgstem.

Unfortunately, no information regarding new systésavailable
during the construction of the test collection. Hwer, if we
assume that new systems will have high performaneecan
weigh the participating systems such that higherfopming
participating systems contribute more to the ptiation of
queries. In this case, we can use biased estim@t@sproximate
a andX, as explained next

Let{ps,p,,...,p.} be a set of weights assigned to the
participating systems such that; indicates the degree of
contribution fori-th participating system in prioritizing queries
andYt_, p; = 1. The biased estimators afandZ are then

& 1 ~ ~

Y= mZiLﬂ(xi - &) — ) p;

In Section 5.3, we describe a simple selection otefbr weights
p; and investigate the use of biased estimators avislet of new
systems that are expected to have higher perforenahan
participating systems.

a= Z%=lxipi '

5.3 Estimating the Number of Unseen

Relevant Documents

It is difficult to determine whether or not alllegant documents
for a query have been judged. However, the priorkvad Zobel

[3] suggests that some degree of estimation isifgesgiven an
initial set of relevance judgments. Experimentadutts in [3]

demonstrated high prediction accuracy when estimgatietotal

number of unseen relevant documents retrievedlifquaries in a
test collection. However, when predicting relevdatuments for
a single query, there was a large uncertainty éreftimates.

Given a set of initially judged documents, Carteredt al. [21]
applied logistic regression to calculate the prdiiglof relevance
of unjudged documents. We use the same method rtdgigra
unjudged documents into relevant and non-relevategories.
Specifically, given an initial set of judged docurtefor a query,
the relevance of a documehto queryy; is estimated by:
1
R(diq)) = 1+ exp (—wTF)

wherew is the parameter vector of the model dhés a feature
vector. The feature vector uses the same featsrégraduced in
[21].

In order to train the model, we first extract featifrom each of
the judged documents. The output of the model fgudged
document is 0 when the document is non-relevantlantien the
document is relevant. After learning the paramegstor w by
using the logistic regression, the trained modeisisd to estimate
the relevance of unjudged documents. For an unjidgeument
d;, retrieved for query;, we label it as relevant if the probability
of relevanceR(d;,q;) > 0.5; otherwised, is labelled as non-
relevant. Hence, the expected number of relevanseem
documents for queriegis the number of unjudged documents

6. EXPERIMENTAL EVALUATION

In this Section, we describe a set of experimemizt twe
conducted in order to evaluate our two stage appré@ creating
effective test collections. The novelty of our waskn the explicit
modeling of the budget constraints for relevansessments and
prioritization of queries to maximize the accuraifythe system
performance. In our experiments

1. We apply the optimization model expressed in (6),
considering both the accuracy of evaluating exisipstems
and expanding the set of known relevant documenis t
secure generalization to new systems. The modg6)n

requires
a. Computing the Lagrange Multiplier for the collected
data.

b. Estimation of the number of relevant documentsr a
given query (Section 4.3).

2. We compare all our results with three benchmarkesys
that promote specific budget allocation method:farm
allocation, random allocation, and score adjustment
allocation.

In the evaluation of our approach we consider tbthaccuracy
of the performance evaluation with additional relese
judgments and generalization to unseen systems. latier
requires careful characterization of the systems. diNferentiate
between (1) new systems that are similar to théggzating one,
i.e., drawn from the homogeneous set of systems(2nchew
systems that are markedly different, i.e., drawromfr a
heterogeneous set of systems. This has two imjpliafor our
experimental work:

- The statistical treatment is different for homogaree and
heterogeneous systems; the latter requires thefusiased
estimators ofx andX.



- We need to define the criteria for identifying rally
different systems. In our work we examine thean average

reuse (MAR) of individual systems and select a group of
‘new’ systems that have low MAR. Furthermore, we us

test collection. Normally, organizations participgt in TREC
register assitesand submit a number of experimentahs for

evaluation. These runs often represent variatidrthe same IR
system. For our purposes we consider eaofas an individual IR

manual runs as new systems since they are markedlysystem but take special care when considering BResys from

different from the automatic ones.

Finally, all the evaluations are conducted by corimgga the
standard ranking of the systems, based on thesétlbf queries
and relevance judgments, with the system rankirigiokd based
on the weighted query ranking and incremental esiee
judgments supplied by our method. The comparisdmased on
two metrics: Kendall-t and RMSE (Root Mean Squameit:.

6.1 Benchmarks

Our experiments assume that there is a buglgefailable to build
relevance judgments. The budget is expressed mstaf the
number of documents judged. We divide the budgéivim parts,
corresponding to the two-phase approach: Bi) which is
uniformly allocated between all queries in the tstection, and
(ii) B,: which is allocated based on dQuery Prioritization(QP)
and resource allocation method. In order to avaiglias against
individual systems, all participating systems citmtte equally to
the pooling of documents in both phases. We consibdee
resource allocation methods as baselines for casgrawithQP:

(i) Uniform Allocation (UN), in which available budget is
uniformly allocated across queries. For exampl&héfbudget can
cover only 200 new judgments and there are 100iepiewe
judge two new documents per query.

(i) Random Allocation (RA)in which a random set of queries

is selected and the budgBs is uniformly allocated across the

selected queries. In our experiments wentieat corresponds to
the number of queries selected by our optimizatimthod. We
repeat the random query sampling for 1000 trial$ @eport the
average of the corresponding results.

(iif) Score Adjustment (SA)n which a random set of queries is

selected and the budg®, is uniformly allocated across the

selected queries. Once the new relevance judgnaeatacquired,
one can compare the difference between the origindl new
performance metrics and use the average bias asexton term
for both queries and systems, as proposed by WedniebrPark
[1]. Note that in the original algorithm by Webkserd Park [1] it
is assumed that relevance judgments are renderedbfmments
retrieved by new systems, not participating in ¢bastruction of
the common pool of documents. However, in our cdntee
implemented score adjustment based on relevangmjeits of
documents within the common pool of participatiggtems. Our
task is focused on incrementally building relevajucigments for
the commonly pooled set of document. In our expenits, we

apply theSA method for 1000 trials of random query sampling

and report the average of the corresponding results

All three baseline methods are compared with @eery-

Document prioritization (QP)outlined in Section 3.2. The results

can be found in Table 1 and 2.

6.2 Data Sets and Parameter Settings
Our experimental investigations were performed gigino test
collections: i) the TREC 2004 Robust track and tfi¢@ TREC-8

the same site. In particular, when experiments ireqihat we
exclude some of the systems in order to treat taemew, yet
unseen systems, we hold out not only individualsrint the
entire set of runs from the same site. Furthermdteing the
computation of performance metrics, we remove danimthat
are uniquely retrieved by the held-out systems witest is
required.

The TREC 2004 Robust track consists of 249 quefidssites
with a total of 110 automatic runs, and 311,410svahce
judgments. Since all the submissions are autornatis, we treat
them as a homogeneous set of systems, drawn frensame
distribution.

The TREC-8 consists of 50 queries, 39 sites wittmBBual runs
and 116 automatic runs, and 86,830 relevance judgme
Automatic runs use automatic query formulation, lesimanual
runs allow human to formulate queries. The lattererggs
typically perform better. Because of the existenafe both
automatic and manual runs, we treat TREC-8 as erdggtneous
set of systems, in the sense that theyraseall drawn from the
same distribution. Thus, we apply the biased estimaf Section
4.2 when defining the set of new systems to conéitie manual
runs. Both test collections use TREC Disks 4 & leding the
Congressional Record sub-collection.

Comparative evaluation of TREC runs is conductestdaon the
average precisiofAP). However, since we use an incomplete set
of relevance judgments at Stage 1, many documestsin

unjudged. Consequently, the AP scores measurguifticipating
systems are uncertain and the performance métrsxnoisy. For
that reason, in our experiments we Ws#\P rather than AP to
measure systems effectiveness with respect talijitdgments.
The infAP scores provide a better approximation of the thire
scores [22] and, hence, a less noisy performandeixmd In

addition, infAP allows us to measure the confidence interval for
estimates of a system’s performance. This helpssigate the
minimum budget required to evaluate systems witthigh

confidence.

6.3 Experimental Setup

In order to test the generalization and robustrasthe three
methods to evaluate new systems, we first divideTREC runs
into participating systems and new, still unseestays that
contribute new search results. To simulate Stageelrandomly
select a few sites and use their corresponding aarngarticipating

IR systemsUsing the pooling technique we select and evaluate

the set of documents retrieved by these particigatystems. The
pool depth is adjusted to fit the budget allocatethe Stage 1.
We split the held-out systems into two groups. €ach held-out
system, and each query, we computestherage reus€AR) [21].
This measures the overlap between the documenmisvest by a
held-out system and the judged documents. The geeruse for
queryq is defined as:



Table 1. Result for Robust TREC 2004 runs evaluatetly MAP. The first two columns report experimental parameters. The
next columns report the Kendalls and Root Mean Square (RMSE) of (i) participating gstems, and (ii) previously unseen

systems for each resource allocation.

Kendall-t RMSE

# (S;/.osz) (Bxli;Z) participating systems new systems participating systemg new systems

UN‘RA‘SA‘QP UN‘RA|SA|QP UN| RA| SA| QF UI*RA‘SA‘QP
1 (2,8) 0.58 0.65 0.68 0.51 0.59 0.58 0.21 0.14 0.15 0.27 0.15 0.16
2|0, 50) (6:5) |0.63 0.61 0.7 0.7 54 0.52 0.66 0.71| 0.17 0.19 0.12 0.1|0.19 0.250.12 0.11
3 (8,2) 0.63 0.67 0.79 0.52 0.63 0.74 0.18 0.1 0.09 0.24 0.11 0.11
4 (4,16) 0.66 0.76 0.9 0.62 0.7 0.76 0.17 0.09 0.04 0.21 0.12 0.1
5/ (10, 40)| (10,10)|0.72 0.68 0.79 0.89| 5 gg 0.65 0.77 0.81/0.137 0.15 0.07 0.04/0.12 0.17 0.09 0.08
6 (16,4) 0.740.81 0.91 0.67 0.74 0.83 0.15 0.08 0.03 0.15 0.1 0.09
7 (4,16) 0.69 0.83 0.91 0.66 0.74 0.84 0.15 0.11 0.06 0.22 0.1 0.09
8| (20, 40)| (10,10)|0.79 0.75 0.82 0.89| o g 0.67 0.8 0.9| 0.12 0.14 0.08 0.04/ 0.1 0.19 0.08 0.06
9 (16,4) 0.77 0.83 0.91 0.7 0.810.91 0.11 0.1 0.0 0.15 0.09 0.05

AR(q)z(judg:d(q))Zi (f“dgedi@i(q)) (i) Uniform (UN): For each of theN queries, acquire

wherejudged @i (g)s the number of judged documents in the top
i results retrieved by a held-out system for qugrandjudged
(g) is the total number of documents judged for qupiwe then
define themean average reusgMAR) for a held-out system as
the average of AR values over the full set of cegeri

Based on the MAR values, we split the held-outepstinto two
groups. The first group consists of systems witthtMAR across
runs. These systems can be evaluated using thingxislevance
judgments. The second group, referred to asdveset, consists
of runs that have low MAR. These systems requirditahal
relevance judgments in order to be evaluated.

The full experiment comprises the following steps:

1. Picks, percent of sites at random, these arehtfld-insites.

2. For each query, construct the training pool of thp ky
documents using documents retrieved by the hefdria and
collect the associated relevance judgments. Comphae
performance matriXX. The value ofk, is determined based
on the budget allocated to Stage 1. The budgetifsrmly
distributed across queries.

3. Compute the MAR for the held-out runs. Average M#R
scores across runs from the same site and prodigcage
reuse score for each site.

4. Picks, percent of sites with low MAR scores and treairthe
runs asnewsystems. The remaining runs are evaluated with
the existing relevance judgments and their perfogea
values are added to the matd Note, however, that the
remaining runs do not contribute to the documeit.po

5. Prioritize queries usin@P method (using the optimization
defined in Equation 6).

6. For theRAandSAmethod, given that queries are activated
at step 5 (have non-zep coefficients), randomly select a
subset of queries from the total set Nf

7. Given the budgeB, acquire additional relevance judgments
for documents pooled by participating systems ia ohthe
four ways:

relevance judgments for an additional documents,
wherek, is adjusted based d}.

Random Allocation RA): for a random sample af
queries acquire relevance judgments for additidgal
documents per query, whetex k, = N X k.

(i) Score AdjustmentsS@): for a random sample ofi
queries acquire relevance judgments for additidgal
documents per query, wherex k, = N X k;. Apply
score adjustment.

(iv) Query-Document OptimizationQP): order the query-
document pairs and acquire relevance judgmentthéor
N x k; pairs with the highest priority scores.

6.3.1 Lagrange Multiplier

The QP formulation of the budget optimization in (6) ré@s the
computation of the Lagrange multipliec. We determinek
empirically by systematic exploration of the ramjeralues fora,
0<A<10. This is performed after Stage 1 but before StagAfter
Stage 1, we have allocated buddgt and acquired the same
number of relevance judgments for all queries. Wantsimulate
the steps 1 through 7 above, where we split thgé&uR] into two
partsB;andB; in the same proportion as true budget alloca@ipn
andB,. Note that during this simulation the estimatednber,r;

of un-judged relevant documents for qugrys set to the number
of relevant documents identified at Stage 1 usindgetB, for
query g;.. This ensures that at Stage 2 of the simulation to
determiné\, no selected query requires more assessmentsvihan
have acquired during Stage 1. Thus, we have allréhevance
judgments needed to evaluate the performance cfitingation.

(ii)

For a particular value df within the range €1<10 we apply a 10-
fold cross-validation technique. In each of theité@ations, 10%
of participating systems are held out (these becomnesimulated
new systems). Relevant documents that are in thialidocument
pool but solely retrieved by the held-out systems @moved
from the pool. TheQP method, using the reduced set of
judgements, produces a set of query-document p&iesevaluate
this solution by computing the Kendallef the held-out systems
ranks with the corresponding systems ranks usirg tha



relevance judgments acquired using budgieind Stage 1. We
record the average Kendallfor the 10 trials. Finally, we choose
the value with the highest average Kendall-

6.4 Experimental Results

Our experimental results are divided into two pafdBowing the
separate treatment of the homogenous and hetermgeisets of
IR systems. Thus, in Section 5.4.1 we considehtiaogeneous
collection of Robust TREC and use unbiased estirnditw e and

X in ourQP algorithm. For the Robust TREC collection we repor
experiments using a total budget that covers eit®000 or
20,000 relevance judgments. This is less than 7%thef
collection’s assessor budget of 311,410 relevandgments.

In Section 5.4.2 we present experiments with thierbgeneous
collection of TREC-8 and use manual as new systéfos.the
TREC-8 collection we report results using a totabdpet that
covers either 2,000 or 4,000 relevance judgmeritis. i§ less than
5% of the assessor budget that cover 86,830 ratevialgments
for the collection. In the implementation @P we use the biased
estimatorax and X introduced in Section 4.2.

6.4.1 Homogeneous Systems

We applied the steps 1 through 7 in Section 5.8sacfO trials
and, in each trial we randomly choosgpercent of sites and
associated runs as participating systems. The némgaruns are
evaluated for MAR and the, percent of sites with the lowest
MAR scores are chosen to bew systems. Depending on the
average MAR scores; varies between 50% and 40% of the total
number of sites. We report averages over the a%tri

We repeated the experiment for 3 different valules,cands,,
and 3 different budget allocatior8, andB,. Table 1 summarizes
the results.

We report the Kendali- statistic between the ranking of the
systems induced by a resource allocation methatlttan ranking
scores of the systems over the full set of queaias the original
document pools. We report separate Kendatitatistics for
participating systems and for new systems, whicboisimon in
the literature and permits us to separately distussccuracy and
generalization of the methods. We also report mean square
error (RMSE) between the MAP scores of the systeased on
query-document selection and thee MAP scores measured over
the fully assessed documents from the common @ate again,
separate scores are provided for participatingremedsystems.

We observe that for all 9 experimental configunagio the
Kendall< scores of theQP method outperform the other three
resource allocation methods. Note that the unifaihcation
strategy is comparable and often better than theéara allocation
strategy for both participating and new systemse Ttore
adjustment (SA) method outperforms the uniformaton when
5=10% (rows 1 through 6). However, when 20 %, theSA
method performs no better than a uniform allocation new
systems, but remains better for participating sgsteln contrast,
our QP method is superior in all cases, except for camfijon
#1, in which the initial budgeB; is only 2000 relevance
judgments. We believe this is due to the small @afiB; which
only covers 0.6% of the total assessor judgments.

It is important to note that th@P method has significantly better
Kendallx scores than the random allocation method, for both
participating and new systems, indication that dipéimization
achieved both accuracy and generalizability.

We note that, increasing the number of particigaggstemss,
with the same budgeB; andB, leads to a larger improvement in
Kendall< of new systems’ ranking than increasing the budgets,
i.e.,, relevance assessments and keeping the nurolber
participating systems, constant.

This can be seen by comparing experimental cordtgms 5 & 8
or 6 & 9. These results are probably related toenlaions by
Carterette et al. [21] that a higher diversity drtiripating
systems results in a better ranking of new systems.

Table 1 also reports RMSE values for the varioughous.
Similar observations hold true here.

Note that th&QP method is not optimized for RMSE and it can be
improved by simply replacing the correlation-basgthilarity
measure with a mean square error measure. We hafamped
such experiments but space limitation precludesntiesion and
in-depth discussion of results. We just note tH#tSE score were
improved at the expense of slight degradations Kendall<
scores.

We note that in the experiments conducted in tb@gien, the set
of participating and new systems were randomly ehoslence,
both partitions contained both good and poor perfiog systems.
We therefore used unbiased estimators of the meetone and
covariance matrixZ, as explained in Section 4.1. In the next
section we consider the scenario in which parttaigaand new
systems are not randomly chosen. Rather, we canaideet of
highly performing systems as new systems and usebifsed
estimators discussed in Section 4.2.

6.4.2 Heterogeneous Systems

The TREC 8 test collection consists of 129 rung/bich 13 runs
are manually tuned and outperform the automatis.rimthis test
collection 11 best performing runs are all manuad gheir
performance measured by MAP is statistically sigaiitly better
than the remaining runs. We consider the 13 maruras as new
(unseen) systems and the rest as participatingeragst We
consider two variants of ouP resource allocation method. The
first is our standard methd@P for which unbiased estimators are
used to approximate the mean veataand covariance matrix.
The second method)P’ uses biased estimators, as explained in
Section 4.2. Thus, when using ti@gP’ method, participating
systems contribute non-uniformly in prioritizing eries. The
intuition is that, since new systems are likelyp@rform better
than participating systems, we may achieve betteuracy and
generalization of new systems, if we preferentialigigh highly
performing participating systems.

We use a simple weighting function by which in $tah all
automatic systems equally contribute to the docurpenl that is
initially judged. Next, we select theparticipating systems with
the highest meamfAP scores. If thd-th system is among the

selected ones the corresponding weightp,iyi , otherwise

p; = 0. Further, when collecting relevance judgementstaf&2,
only systems witlp>0 participate in pooling documefits

3 Excluding systems witp=0 from pooling documents at Stage 2
may result in underestimating their performanceweber, this
is not a concern here since our goal is to evalaatet of new
systems that neither participate in pooling at &tagnor at
Stage 2.



Table 2. Results for TREC-8 when the 13 manual rungre treated as new (unseen) systems and 116 autdimauns are
treated as participating systems. TheQP is the extension ofQP method in which the biased estimators are used to

approximate mean vectore, and covariance matrixz.

Kendall-t RMSE

# (Bu, ;2) participating systems new systems participating sysms new systems

x1

UN‘RA‘ SA‘ QP| QP| UN ‘RA| SA | QP‘ QP UN‘RA‘ SA‘ QP| QP UN|RA‘ SA| QP‘ QP

13 0.78 0.1
1 (55) 055 0.71 08 025 030 0.32054 022014 0.09 0.48 0.45 0.47 03
5| (L) |gey 057 0.75 08 081 30 027 044 039063017 0.19 0.11 0.07 0.09 g 4¢ 0.46 0.39 0.4 0.27

31 0.08

- = 0.6 0.76 0.82 0.83 0.18 0.12 0.07 0.42 041 0.4 0.24
3 (2’2) 0.28 0.39 0.390.67
5| (22) |gge 069 0.83 0.89 0.91| 09 049 062 0.680.87|0-14 0.14 0.09 0.05 0.09| g 34 0.35 0.26 0.25 0.16
6| (3.1) 0.750.84 0.9 0.92 051 066 0680091 0.16 .08 0.06 0.06 0.36 0.27 0.24 0.16

In our experiment, we arbitrarily sé&=30 since (i) it was systems, and (ii) ensure that the test collectiemegalizes to new,

sufficiently large to approximaie vector andz, and (ii) retaining
only 30 runs from 116 ensures that the retaineds rhave
relatively good performance. We repeated the ewrpert for 6
different budget configurations. The results arevahin Table 3.
For all budget configurations, tH@P’ method exhibits the best
Kendall< scores for both participating and new systems.

Interestingly, even for participating systems, thiased QP
method is observed to perform best, although tHéerdhce
between the biased and unbiased estimators is .shallnew
systems, there is a much larger difference in perdmce, with
the biased estimatorQP’, clearly performing much better.
Nevertheless, both th&8A and unbiasedQP methods exhibit
performance that is better than random allocatiwte, however,
that for budget configurations 4-6 (total budgeD@Qelevance
judgments), a uniform allocation strategy perforbetter than
score adjustmens@).

Table 2 also shows that the bias@®’ method has the lowest
RMSE values for new systems throughout the cordigoms
though for participating systems, @& method outperformQP .

Note, however, that while the RMSE values for pgtting

systems are comparable with Table 1, the valuesdar systems
are considerably larger. We believe this is dué¢ht fact that,
when treating manual runs as new systems, manyargle
documents are absent from the document pools. ¢ fhe

manual runs retrieve 24% of the unique relevanudwnts that
were judged in the original document pools. Hereen after
judging all documents returned by participatingteyss, we are
unable to accurately measure the absolute perfarenacores of
manual systems.

7. DISCUSSION AND FUTURE
DIRECTIONS

The construction of a test collection requires &itjan of a set
of user relevance judgments. The number of suchnights is
limited by the budget available to construct thst teollection.
Typically, this budget is uniformly allocated acsabe queries in
the test collection. In this paper we consider fheblem of
prioritizing query-document pairs for relevance easnent in
order to (i) improve the accuracy of evaluating tiggrating

previously unseen systems. As a result of the opgition method
we arrive at

0 Relevance assessment method that tailors the nuwier
assessments per query as opposed to the stanqawmhep
of uniform allocation of relevance assessments sscro
queries.

In the paper we illustrate a two-stage proceduréhé first stage,
we allocate a budgd; uniformly across all queries, acquiring a
corresponding set of relevance judgments. In thergkstage, we
use the information gained in the first stage triiize query-
document pairs and allocate a budggetccordingly. However, it
is important to emphasize that

0 Our method is iterative in nature and can be agpte
support a growing set of new systems and the quoreting
collection of relevance assessments.

As we have demonstrated, the method is successfpihlied to
prioritization of the relevance assessment in tmroon pool of
documents to address the generalization to nevemsgstThis is
different from the scenario in [5] where the secoadnd budget
is spent to judged documents returned by new system

Through a systematic and careful treatment of tlstesm
sampling and constraint based formulation of thergselection,
our work provides several unique contributions:

0 Modeling query and document selection through ekptost
optimization

o Formulating the problem as a convex optimizatianvwbich
computationally efficient algorithms exist to idiéntthe
optimum solution.

0 Consideration of the biased sampling of systems and
appropriate use of similarity measure for a biassitnator

Our experimental set up compared tQ@P algorithm with,
uniform, random sampling and a variant of the sapistment
method presented in [1]. It provided strong evidetiat

0 Our method is (i) superior to the selected benckmar
methods, (ii) exhibits good accuracy, i.e., predithe
performance of participating systems, (iii) extsbigood
generalization, i.e., predicts the performanceesf systems.



There are various avenues for future work. Onehegf main
advantages of our method is its extensibility. Owprk

demonstrates how one might incorporate furtheegatinto our
objective function. Furthermore, there have beemymeecent
papers studying characteristics of queries thathimigake them
better for use in an evaluation set. By encoding suctiralge

characteristics as components and constraints rwitbur

optimization framework, the method to identify & sé queries
that embodies our requirements is a simple procEsss, our
future work will investigate a richer set of suakuhistics towards
the aim of producing a test collection constructiethod that is
efficient (in terms of resources required for th@lection to be
compiled) and effective (in terms of accuracy ddleations).

Furthermore, the experimental set up can be expliwdexamine
the sensitivity of the algorithm to errors in esiiing the number
of un-judged relevant documents and investigatirggsensitivity
to other errors such as errors in maiixdue to uncertainty of
infAP scores.

Finally, the full potential of the method would telized through
an effective iterative model of relevance assessmEnus, it
would be interesting and beneficial to extend amdlumte the
dynamic and real time application of the cost optation in the
context of the emerging practice of crowdsourcimevance
assessments.
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