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ABSTRACT

Many existing advanced methods of traffic signal amnttepend on information about
approaching traffic provided by inductive loop detectors atqudati points in the road. But
analysis of images from CCTV cameras can in princimlevide more comprehensive
information about traffic approaching and passing through ipm&t and cameras may be
easier to install and maintain than loop detectors,santk systems based on video detection
have already been in use for some time.

Against this background, computer simulation has been usexptore the potential of
existing and immediately foreseeable capability in autmnaa-line image analysis to extract
information relevant to signal control from imagesoyded by cameras mounted in
acceptable positions at signal-controlled junctionesmé&consequences of extracting relevant
information in different ways were investigated in tbentext of an existing detailed
simulation model of vehicular traffic moving through jtinos under traffic-responsive signal
control, and the development of one basic and one addaaigorithm for traffic-responsive
control. The work was confined as a first step to omerabf one very simple signal-
controlled junction.

Two techniques for extraction of information from image=e modelled - a more ambitious
technique based on distinguishing most of the individual vehiidédsle to the camera, and a
more modest technique requiring only that the presence dafleshn any part of the image

be distinguished from the background scene. In the ledita, statistical modelling was used
to estimate the number of vehicles corresponding to amylesarea of the image that

represents vehicles rather than background.

At the simple modelled junction, each technique of etitraenabled each of the algorithms
for traffic-responsive control of the signals to acki@verage delays per vehicle appreciably
lower than those given by System D control, and possiigpetitive with those that MOVA
would give, but comparison with MOVA was beyond the scdpbeinitial study.

These results of simulation indicate that image amsalysCCTV pictures should be able to
provide sufficient information in practice for trafficagonsive control that is competitive
with existing techniques. Ways in which the work could bertdugher were discussed with
practitioners, but have not yet been progressed.
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1 INTRODUCTION

Traffic-responsive signal control in Britain depends on itidedoop detectors for information about
approaching vehicles, as do many systems elsewhere, butootieMnerica system, AUTOSCOPE
(seee g Michalopouloset al 1992, Panda 1999), has for more than a decade made extensife use
traffic data from analysis of CCTV images of the t@ffi including applications in the Birmingham
SCOOT system and in the Clyde tunnel. More recently, thecRr€CTV-based system MediaCity,
available from the company Citilog, and based on the contgaritim CRONOS (Boillotet al
1992,2000) has also come into use Cameras are inherentlyatfi@bée and in many respects easier
to install, modify and maintain than loop detectors, eand in principle provide more comprehensive
information about traffic, pedestrian as well as vehicudgsproaching and passing through the
junctions being controlled.

The research reported here used computer simulation torexple potential for analysis of CCTV
images to contribute through algorithms for traffic-respansignal control to new strategies of
control. In order to keep this exploratory project withacttable bounds, it was deliberately decided
to confine attention at this stage to vehicular traffic inegal, and to explore what could be achieved
using data from CCTV images alone and the existing or immédiareseeable capability of image
analysis. In doing so, it was recognised that resulticlgnigues would need to extend to pedestrians
and to distinguishing particular categories of vehicle, dadda from image analysis may well be used
in combination with data from other forms of detectiand that this potential use of image analysis
may stimulate innovation in image analysis itself.

The work was confined as a first step to operation of \arg simple signal-controlled junction.
Attention was also confined to gathering and use of infaomatbout traffic approaching or waiting
to enter the junction, rather than including also infoiomaabout vehicles crossing stoplines, because
it is in respect of the former kind of information thhtre is the greater potential in principle for
image analysis to exceed substantially the capability of teipctors. By comparison, extraction
from CCTV images of information about vehicles crossinglsies is relatively straightforward, and
the information concerned is less radically different fretrat can be obtained from loop detectors
than is the case for traffic on approaches to junctions.

2 SCOPE OF MODELLING

An important starting point for the work was the magapic simulation model SIGSIM (Sha’'Aban
2003a.b), which is designed specifically for detailed modelihgehicles passing through signal-
controlled junctions under various forms of control. This rhede adapted in straightforward ways
to represent not only the positions, speeds and lengthshifles, but also their widths and heights,
and to receive and act upon stage-change commands from @gtalhms to be developed during
the work. The vehicle dimensions were generated from nafistaibutions with means and standard
deviations specific to the vehicle types: car, van andyhgawds. Alongside this model of traffic and
the signals controlling it, it was necessary to develagmulation model to generate the outputs of
image analysis of CCTV images of the simulated traffitj software to use these outputs to generate
stage-change commands to control the signals.

3 GEOMETRY OF CAMERA POSITION AND APPROACHING TRAFFIC

Fundamental to the analysis and interpretation of CCmelgies is the geometrical relationship
between position in the two-dimensional (2D) image and posith the three-dimensional (3D)
reality. This depends on the position, orientation and Gieview of the camera; it is well understood
(seee g Hartley and Zisserman 2000) and did not require new researche context of traffic signal
control, there will in practice be many site-specifimstraints on the placing of cameras to provide
images of traffic on the approaches to junctions. Fompthposes of this project, the camera was



assumed to be placed vertically above the centre-lindarfeaused by approaching traffic, and at or
beyond the stopline. This assumption has two advantages: doriservative in terms of the
information contained in the image, because for a givenera height, occlusion of vehicles is
maximised when the camera looks down the centreline, aedutes the geometry from 3D to 2D,
thus minimising the intricacies of the well-understood gegmet¥ulti-lane approaches were not
considered but the methods developed extend to these, as theyffdettoaomera positions. Camera
heights were between 5m and 25m, fields of view extending 4pAm upstream of the stopline, and
camera resolutions between 512x512 and 2048x2048 pixels were considartcular attention was
given to the occlusion of vehicles one by another in relatidhdir dimensions and positions, and to
the number of pixels occupied vertically in the image byuik#éle part of the centre-line of each
vehicle. The resulting geometrical model is described bytAli (1999a) and is illustrated in Figure
1, in which the stream of vehicles shown in the upper patieofltagram gives rise to occlusion as
shown in the centre part, and the areas of road sutti@@esn the lower part obscured in the image
by vehicles.

[TRAVEL DIRECTION

Lane length <= 400m

Figure 1 lllustration of camera position and somevegleaspects of the resulting image

4 ASSUMED IMAGE-ANALYSIS CAPABILITIES

This work was concerned not with image analysis itbeif,with the use of information that could be
obtained by that means. After updating the team’s awssent current and foreseeable image
analysis capability with the help of a colleague workitgha forefront of high-level image analysis
research, it was decided to work with two assumptions, mbéiaus and the other modest, about this
capability in the context of application in the wide range of it to be found at signal-controlled
junctions. The ambitious assumption was that, with tiserasd geometry, if the visible part of a
vehicle’s centre-line occupied at least 5 pixels vergcatl the image, that vehicle would be
distinguished from its surroundings by image analysis (the 3-gigsumption). The modest
assumption was that vehicles could be distinguished suffigiémom their background (with the
assumed geometry, the road surface) for the positions aondtdecorresponding to the front and rear
of the image of a vehicle or platoon of vehicles represebyed single area in the image to be
estimated, together with the speed of the front (the plaeassamption).



4.1 Distinguishing visible vehicles (DVV)

The geometrical model enables the software to calculatearfy pattern of simulated approaching
vehicles in the SIGSIM model, how many vehicles on each appwad be distinguished by image
analysis under the 5-pixel assumption. This is an undeggstiof the number of simulated vehicles,
mainly because of total or partial occlusion, and alszalee at lower camera resolutions and with
longer fields of view, the smallest vehicles at the fat ef the field of view occupy less than 5 pixels
vertically even when they are completely visible. Itudtidoe possible to augment this information
by means of best estimates of humbers of occludedlgshitterms of the numbers and image-sizes
of the distinguished vehicles, but this was not attemptefia@rtime available. When vehicles are
distinguished in successive images, it should also be pogsibéstimate their speeds, but that
potential information was not used in this researcto d® so, it would be necessary to make an
assumption as to which of the vehicles distinguished under thgeb-@ssumption would be
distinguished clearly enough in successive images for thedds to be estimated.

4.2 Platoon estimation model (PEM)

The information available under the platoon assumption wad, tiegether with other extractable
information about areas of the image representing vehtdderm the independent variables in the
fitting of statistical models for the number of vehickepresented by a single area in the image.
Independent variables additional to the position of the faodtrear and the speed of the front were
the speed of the rear, whether the area reached the fnaatradges of the field of view, whether the
controlling signal was green or not, and time within thee @e green periods at which the data were
captured. The actual number of vehicles representeddiyarea in the image was known from the
traffic simulation, and provided a corresponding value ofidpendent variable for model fitting.

Three independent sets of data were generated in whicleldvamt variables were captured on the
last 400m of the junction approach 6 times in each sigmdé ¢garly in, midway through and late in
each of the red and green periods) for about 10 minutesiggiaiout 400 observations in each set,
each observation corresponding to an area in one of the chjpharges.

A wide range of models was considered, using different conmbmnsabf the independent variables,
and each model was fitted separately to each of thealataCriteria used to assess the models were:
proportion of variation explained, number and mix of vadabihcluded, number of terms whose
coefficients were statistically significant, level dfjmificance of these terms, and consistency of
goodness of fit and estimated coefficients across the 3alataThese criteria pointed to models in
which the independent variables were:

F = distance of front end of vehicle or platoon from stog(ing
L = length of visible part of vehicle or platoon (m)
V = speed of front end of vehicle or platoon (m/s)

Several models containing these variables, their products is gad the product of all three were
considered, and the model

Y=a+bL+cFL+dLV + eFV +fFLV O

was chosen as thmtatoon estimation moddl (PEM) for the number of vehicles in the platoon.

The coefficientsa, b, . . ,f were estimated for use in the rest of the researdiitimg to all 1200
observations as a single dataset, and the fitted model wit
a=0.6504 c =-0.0001088 e=0.0001304

b=0.08379 d = -0.004825 f=0.000006896



explained 82 per cent of the variation in the observed nuwmifevehicles. The fit of this model is
shown in Figure 2. In practical use, such a model wandblably need to be calibrated for each
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Figure 2. The estimated number of vehicles againsad¢hel number of vehicles in the modelled platoons

approach where a control system using image analysis bagis type of model was installed at a
junction; and the calibration would be specific to thenea position, orientation and field of view.
The values of Y given by Equation)(are non-integer estimates of the number of vehiclessepied
by each relevant area in the image of traffic on theagmbr. The development of the PEM is
described fully by Aliet al (1999b).

5 TRAFFIC-RESPONSIVE SIGNAL CONTROL ALGORITHMS

Two signal control algorithms were used to demonstrate theofuthe data that would be available
from image analysis under the 5-pixel assumption or the plassumption. The first, designated the
preliminary algorithm was devised by common sense as a simple technique wbidd be
implemented quickly in order to complete the modelling pearitlined in Section 2 and enable all
parts of the interrelated software to be implementeginnultaneous operation. In the event, it
performed well enough to be retained in use throughout trk. wThe second is an updated and
enhanced form of thdynamic programming technique DYPIC (Robertson and Bretherton 1974).
Both were applied in this research to two-stage contrawof streams of traffic. Each can be
extended in principle to junctions with more streams and mages. For the preliminary algorithm,
this would require some thought, but should not be compugdifodemanding. For the dynamic
programming algorithm, the logic of extending it is clear,thatcomputational burden could become
formidable. Fixed time control and traffic-responsive oanby System D, each of which can be
implemented within the SIGSIM traffic model, were usedbaselines for comparison of the
performance of the new algorithms.

5.1 Preliminary algorithm

The preliminary algorithm is based on a running comparisondeetihe numbersN, and Ny of
vehicles estimated to be present on the approaches togtiassthat are currently red and green
respectively. N, is multiplied by the timeT, since the red signal became red to give a quantity
which under steady state traffic demand increases in etmectquadratically with T, . Ny is
multiplied by an adjustment factoA whose dimension is time to give a quantity which deesas
expectation as any queue present at the start of gresns,chnd then fluctuates about a constant mean
(under steady state demand) according to the random variatamivals. A command to change



stage is generated as soon B9\, exceedsANy. For a given demand, the average frequency of
changes decreases a& increases, and the resulting average delay/vehiclesatdiecreases and
subsequently increases a8 increases, passing through a minimum which indicates tlay-de
minimising value of A for the given demand. Variation of delay with is the counterpart of the
variation of delay with cycle time under fixed time toh N, and Ny can each be estimated by
image analysis. The algorithm and its implementatiordeseribed by Ali et al (1999c).

5.2 Dynamic programming algorithm

After reviewing the literature of application of dynamic pagming to traffic-responsive signal
control, it was decided to base its application in thisareseupon the pioneering work of Robertson
and Bretherton (1974). That work, undertaken when computing was stawér than now and the
availability in practice of detailed information about védscapproaching the signals over several
hundred metres was hardly envisaged, was intended forneffdalculation. To keep the
computational burden within bounds, it used a time-incremieris between decisions to change the
signals. To realise the potential offered by data fimrage analysis, more frequent decisions are
required, and the massive increases in available compspieed over the intervening years made it
possible to envisage on-line calculations even with theseeshioirvals between decisions. Against
this background, a backward dynamic programming approach wasgeyeising the time increment
of 0.667s on which the SIGSIM traffic model is based. $hiter time increment enabled details
of signal control and of the arrival and departure of vehitebe represented quite closely. The new
algorithm was designed to use information about all approaeikinigles already within 400m of the
stopline, the longest field of view considered for the purpad image analysis in this study. Effects
of shortening the time increment (initially to 0.5s ) uploe dptimisation were examined and reported
by Heydecker and Boardman (1999), and the algorithm as subsequeedlywith data modelled as
being obtained by image analysis and with a time increm&nt0.667s , is described fully by
Heydecker, Boardman and Addison (1999).

6 SIMULATED CONTROL USING OUTPUTS FROM MODELLED IMAG E
ANALYSIS

The complete modelling procedure was used to model two-stegel of a junction with two single-
lane streams of traffic, and intergreen and minimumrgperiods of 5s each. After a number of
exploratory tests, it was decided that the principal mimgedixercises would be based upon two levels
of flow: 700 vehicles/h in each stream, representing a degfresaturation of 88 per cent under
optimised fixed-time control, and lighter traffic at 3@6hicles/h in each stream. In each case, the
traffic composition was 70 per cent cars, 20 per cent emas10 per cent heavy goods vehicles.
Baselines for assessing performance in terms of averdgg/\ddicle under the preliminary and
dynamic programming algorithms were provided by estimates fri@$I® of performance under
optimised fixed-time control and System D traffic-resgiea control.

Control by the preliminary algorithm was simulated using imagalysis data first from DVV and
then from the PEM. Control by the dynamic programming #lyorwas simulated using data from
the PEM, but not from DVV because the latter as assumtisinesearch did not provide the required
estimates of vehicle speed. For each algorithm, aibasklr the effectiveness of use of image
analysis data in the algorithm was provided by simulagiisg control on the basis of perfect data -
namely the positions and speeds of vehicles as theyinvdre SIGSIM model.

6.1 Use of outputs from distinguishing visible vehicles

At each time-increment in the SIGSIM model the correspondimgbers of vehicles in the two
streams that met the 5-pixel criterion provided estimafte, and Ny in the preliminary algorithm.
An appropriate value ofA for each flow level (60 time increments or 40s fofloav of 700
vehicles/h and 40 time increments or 26.667s for a flow ofv@diles/h) was found by modelling
for a range of values oA containing the optimum and choosing the multiple of 10 timeements
that gave the lowest average delay per vehicle.



6.2 Use of outputs from the platoom estimation model

For use in the preliminary algorithm, the estimates of frém Equation [() in Section 4.2 for the
various image areas currently representing traffic di etream were summed to provide valuedNpf
and Ng. The dynamic programming algorithm required at each timesiment an estimate of time of
arrival at the stopline, if undelayed, for each vehicénaated to be present on each approach.. To
provide such estimates, the value of Y for each imagg r@presenting traffic on the approach was
first rounded to an integer, upwards or downwards with fitites such that the expectation of the
rounded value was equal to the unrounded value. The &stimasitions of the fronts of the vehicles
were then distributed over the length of road corresponditigetémage area, using a simple set of
rules (Ali et al 1999a), and each vehicle was assigned timeaesti speed of the front vehicle. For
each approach the estimated positions and speeds tbkalkhicles estimated to be present on the
approach were then used to estimate the time of agivhile stopline, if undelayed, for each vehicle
using a further set of rules (Crosta 1999).

6.3 Example results

The picture given by the range of results set out fully byef\ll (1999c) and Crosta (1999) can be
summarised in the following table, in which average delays/phicle in simulation runs representing
30 minutes of real time are given for various forms otmbn At each level of flow, the same random
number seed is used for each form of control. Wheta fiom modelled image analysis are used, the
modelled camera height was 10m. The field of view wasnlfa® input to the preliminary algorithm
because the use of data from longer fields of view in tgatithm was found to be counterproductive
- possibly because the algorithm does not discriminate betvedgcles nearer to or further from the
stopline, whereas the former are more relevant to thsideavhether to change the signals now. For
the dynamic programming algorithm, the field of view is 400mahee this algorithm performed
better with a longer field of view - probably because it mmrs the position and speed of each
vehicle individually and can therefore benefit from the ekifarmation provided by the larger field
of view.

Average delay per vehicle over 30 minutes simulated operation

Method of control Source of data Arrival rate in eattham
700 vehicles/h 300 vehicles/h

Dynamic programming Perfect 26.4 11.7

PEM 26.1 11.7
Preliminary algorithm Perfect 24.1 11.6

PEM 23.8 11.8

DV 23.3 11.4
System D Perfect 28.6 13.8
Fixed Time Offline 30.0 15.0
Cycle time for fixed time control 50s 25s

It can be seen that the two forms of image analyds each enable a similar level of performance to
perfect data and appreciably better performance than undéens D. At the heavier flow, the
preliminary algorithm gave better performance than the mimgrogramming algorithm. It is
recognised that control by MOVA would also be expectedmprove on control by System D,
possibly by a comparable margin, but it was not practicaitihérvihis project to arrange for control of
signals within SIGSIM by MOVA, although this would be possilnl principle.

7 DISCUSSION
Although the work described here was confined to contral single very simple signal-controlled

junction, the modelling procedure established for this purposapiable of handling more complex
single junctions, and of extension to study co-ordinated doofrgeveral adjacent junctions. In



particular, the platoon estimation model is relevanhéoidentification of platoons of vehicles moving
between adjacent junctions, and estimation of their posithwhspeed and of the numbers of vehicles
they contain. As well as achieving findings in its owrhtighe work has therefore laid foundations
for more extensive related research should a context arisghich this would be relevant.
Particularly encouraging is the indication from the findingst tbffective use of image analysis in
traffic-responsive signal control need not depend on pressihgigees of image analysis itself to the
limits of foreseeable capabilities, but is likely to lohiavable by using modest and robust techniques.
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