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Abstract—An explicit marching-on-in-time (MOT) scheme for
solving the time domain volume integral equation is presented. The
proposed method achieves its stability by employing, at each time
step, a corrector scheme, which updates/corrects fields computed
by the explicit predictor scheme. The proposedmethod is computa-
tionally more efficient when compared to the existing filtering tech-
niques used for the stabilization of explicit MOT schemes. Numer-
ical results presented in this paper demonstrate that the proposed
method maintains its stability even when applied to the analysis
of electromagnetic wave interactions with electrically large struc-
tures meshed using approximately half a million discretization el-
ements.

Index Terms—Electromagnetic transients, explicit scheme,
marching-on-in-time, time-domain analysis, time-domain volume
integral equation.

I. INTRODUCTION

I N recent years, much progress has been reported on the de-
velopment of time-domain integral equation (TDIE) solvers

for analyzing transient electromagnetic wave interactions on
various types of scatterers and for various applications [1]–[34].
TDIEs are typically solved using marching-on-in-time (MOT)
techniques [1]–[27], where at each time step, computation of
retarded fields/potentials, which involve temporal and spatial
convolutions of the Green function with the time history of
fields/currents induced on scatterers, is required. This require-
ment renders MOT-TDIE solvers susceptible to late-time in-
stabilities and significantly increases their computational com-
plexity. Therefore, the recent research efforts on TDIE solvers
have been focused on developing accurate and stable, yet effi-
cient, MOT schemes. The efficiency of TDIE solvers has been
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significantly increased with the development of the plane wave
time domain (PWTD) algorithm [9]–[12] and the (blocked) fast
Fourier transform (FFT)-based schemes [19]–[24] aimed at ac-
celerating the computation of spatial and temporal convolutions.
Furthermore, the problem of late-time instability, which has his-
torically prohibited the widespread use of TDIE solvers, has
been alleviated through the development of spatial and/or tem-
poral filtering techniques [3], [6], [7], [32]–[34], accurate tem-
poral interpolation rules [8], [17], [18], implicit MOT schemes
[2], [5], [8], and highly accurate (semi-) analytic integration
techniques [13]–[16].
TDIEs can be classified as surface [1]–[3], [7], [8], [13] and

volume [9], [10], [30]–[34] integral equations (SIEs and VIEs).
Obviously, the choice of a particular integral equation type de-
pends on the nature of the problem under analysis. For analysis
of wave interactions with metallic [1]–[3], [7], [8] and piece-
wise inhomogeneous scatterers [13], TD-SIE solvers are more
appropriate; whereas for analysis of wave interactions with (ar-
bitrarily) inhomogeneous scatterers, TD-VIE solvers are more
suitable [9], [10], [30]–[34].
Furthermore, TDIE solvers can be classified as explicit [1],

[3], [28]–[34] or implicit [2], [5], [8] schemes. The majority of
the TDIE solvers developed to this date employ implicit MOT
schemes for they are provenmore stable than their explicit coun-
terparts. In the implicit schemes, field/current values at the cur-
rent time step are yet unknown; hence, the retarded fields radi-
ated by those are not known. Therefore, the computation of the
field/current values at the current time step requires the inver-
sion of a matrix, which is denoted by here. The entries of
are the discretized retarded-field interactions between spa-

tial discretization elements, which are within distance of
each other. Here, is the time step and is the wave speed.
When is small, which typically happens when the frequency
of excitation is high, smaller number of elements satisfy this
criteria. Thus, is sparse and can be inverted very efficiently
using an iterative solver [21], [25]–[27]. However, when
gets larger, which typically happens when the frequency of ex-
citation gets lower, the number of elements, which are within
distance of each other increases; hence becomes much
denser and therefore computationally more expensive to invert
[21]. Additionally, if results from the discretization of the
time-domain surface electric field integral equation, it suffers
from low-frequency breakdown; it becomes ill-conditioned as
the frequency of excitation gets lower [25]–[27]. This prohibits
its efficient inversion using an iterative solver unless a carefully
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formulated and implemented preconditioner is used [25]–[27].
Implicit schemes have traditionally been used in conjunction
with Galerkin-based spatial discretization techniques [2], [5],
[8].
On the contrary, explicit MOT schemes result in a diagonal
; and therefore no matrix inversion is required for com-

puting the unknown field/current values at the current time
step. Explicit schemes are, however, obtained at the expense
of tying to the minimum spatial discretization size in a
Courant–Friedrichs–Lewy (CFL) condition like manner [37].
This might render unnecessarily small; and therefore
can significantly reduce the efficiency of the resulting MOT
scheme. Fortunately, this limitation may be alleviated by using
adaptive meshing and multi-rate/localized time stepping tech-
niques similar to those incorporated into finite element-based
solvers [38], [39].
The majority of the explicit MOT schemes that have been

developed so far have been used in conjunction with nodal spa-
tial discretization schemes [28]–[34]. These schemes can be
thought of as simplified Galerkin methods, where testing in-
tegration and source expansion are performed using a single
nodal point located at the center of each spatial discretization el-
ement [28]–[34]. Compared to the full Galerkin methods, these
schemes are easier to implement and the computation of the in-
teraction matrices resulting from the discretized retarded field/
potential integrals is considerably faster. The obvious disad-
vantage of these schemes is the reduced stability [32]–[34]. To
date, the instability problem of the explicit schemes has been
alleviated using low pass finite-impulse response (FIR) filtering
techniques [33], [34]. However, application of these techniques
comes with a considerably increased computational cost since
they are integrated into the MOT scheme in the form of a con-
stant group delay. Additionally, design of the appropriate FIR
might be challenging when analyzing structures involving the
more complex material properties.
In this paper, a TD-VIE solver, which employs a nodal spa-

tial discretization scheme and an explicit MOT algorithm in
the form of a predictor-corrector scheme, is proposed. The pro-
posed method is built upon the work of [32]–[34]; however, in-
stead of using FIR based techniques to stabilize the solution,
it makes use of a corrector step to update/correct fields values
computed explicitly at the predictor step at each time step. The
proposed method has the following advantages over the con-
ventional implicit schemes: i) It is fully explicit and does not
require any matrix inversion. ii) It does not precompute nor
store any discretized retarded field interactions before the time
marching starts; as a result, it is memory efficient. iii) The use
of nodal spatial discretization schemes makes the computation
of these discretized interactions fast. Thus, their repeated com-
putation during marching does not increase the computational
time drastically. It should be emphasized here that, like the im-
plicit schemes, the proposed predictor-corrector scheme stays
stable while computing the late time solution; and it maintains
its stability even when applied to the analysis of wave interac-
tions with structures meshed using approximately one million
spatial discretization elements.
The remainder of the paper is organized as follows. Section II,

first, details the formulation of the TD-VIE. Thereafter, it de-

scribes the implemented spatial and temporal discretization
schemes leading to the explicit MOT algorithm in the form of
predictor-corrector updates. In Section III, the accuracy and
stability of the proposed TD-VIE solver is demonstrated via its
application to the analysis of electromagnetic scattering from a
layered microsphere. Additionally, Section III demonstrates the
applicability of the TD-VIE solver to the characterization of
wave interactions on more complex structures: The proposed
solver is used in the generation of backscattered diffraction
patterns of a triangular ensemble of three microspheres [40]
and characterization of an elongated photonic nanojet in the
detection of a thin film layer [41], [42].

II. FORMULATION

A. Time-Domain Volume Integral Equation (TD-VIE)

Consider a scatterer comprised of inhomogeneous dielectric
volumes, which reside in an infinite homogeneous (background)
medium. Let represent the total volume of the scatterer. Fre-
quency independent relative permittivities of the scatterer and
the background medium are denoted by , , and ,
respectively. The scatterer and the background medium are as-
sumed nonmagnetic: , where and are
frequency independent relative permeabilities of the scatterer
and the background medium, respectively. The wave speed in
the background medium is given by , where

, , and are the wave speed, permittivity, and
permeability in free space, respectively. Let represent
an incident electric field that is vanishingly small for
and and temporally band-limited to . ex-
cites the scatterer; in return the equivalent polarization current,

, is induced in . , , generates the scattered
electric field :

(1)
where is the distance between the field point
and the source point , represents the second-order partial
derivative with respect to time, and is
the unit dyadic. The incident and scattered fields, and

, satisfy

(2)

where is the total electric field. The equivalent polariza-
tion current in (1) can be expressed in terms of the total
electric field :

(3)

Inserting (3) into (1), one can express in terms of
:

(4)
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Finally, inserting (4) into (2) for yields

(5)

Equation (5) is a time domain volume integral equation (TD-
VIE) in the unknown total electric field, , , .
It should also be noted here that (5) is a special form of the
Volterra integral equation [28].
Several comments about (5) and its derivation are in order:

i) In (5), the domain of integration is where the equiva-
lent polarization current is nonzero, i.e.,
This means that the spatial discretization should only be ap-
plied on , which immediately results in a significant advan-
tage over differential equation-based formulations where the
whole problem space needs to be discretized. ii) The kernel
of the integral implicitly contains the correct asymptotic be-
havior of the fields at infinity, . This means that the
computation domain does not need to be artificially terminated
using absorbing conditions or perfectly matched layers as re-
quired by differential equation-based formulations. iii) In (5),

is termed the retarded time; the retarded field volume
integral is in essence the temporal and spatial convolution of
the time history of currents/fields induced in with the Green
function of the background medium. The temporal convolution
is reduced to simple time retardation since the Green function
of the non-dispersive, non-dissipative, homogeneous, and infi-
nite background medium is given by where

represents the impulse function. iv) Even though (5) in-
volves second-order space and time derivatives, unlike differ-
ential-equation based formulations, propagation of the fields is
“realized” via the use of the background medium Green func-
tion. As a result, the numerical solution of (5) is less suscep-
tible to numerical phase dispersion when compared to the nu-
merical solution of differential-equation based formulations. v)
During the derivation of (5), the scatterer and the background
medium are assumed isotropic, non-dissipative, non-dispersive,
and non-magnetic. Nevertheless, extension of the formulation
to include anistropic, dissipative, dispersive, and magnetic ma-
terial properties is rather straightforward [10], [20], [28], [30],
[31].

B. Discretization Scheme

Consider a spatial discretization, where cubic elements of di-
mension are used to divide into elements and a uni-
form time discretization, where and represent the time
step size and the total number of time steps. The unknown total
electric field , , , is sampled at the centers
of the cubic elements, at , , and at times

, . These samples are denoted
by , and . Note that

holds all samples of the field’s three components. This
discretization scheme assumes that the field values and are
constant within each discretization element. Samples of at

are denoted by , .

Discretization of the scattered field term in the right-hand side
of (5) makes use of the samples of the volume integral

(6)

The samples are approximated as

(7)

for and . The first term in the
right-hand side of (7) represents the contribution to
from sampled at , i.e., the self-term contribution.
In this case,

(8)

where is the volume support of the element. The volume
integral in (8) is computed analytically as described in [44].
In (7), the samples represent the contributions to

from sampled at , , i.e., the
non-self-term contributions

(9)

where is the distance between the field point
and source point . In the computation of the samples
in (7), whenever is not an integer multiple of ,

is approximated using linear interpolation:

(10)

where , and
gives the largest integer that is less than or equal to . In-

serting (10) into (9) yields the samples in terms of
samples :

(11)

for and .
In the discretization of the spatial and temporal differential

operators in the right-hand side of (5), the samples ,
given by (7), are then used. The samples of the term with the
temporal derivative operator, which is given by

(12)

in the right-hand side of (5), , are approximated as

(13)
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for and . The first term in the right-
hand side of (13) is obtained by applying a backward difference
(BD) scheme (see Appendix) to the samples of the self-term
contribution in (7). On the other hand, the samples in
the right-hand side of (13), are approximated using either a CD
(see Appendix) or a BD scheme that is applied on the samples

in (7) as described next.
Computation of using CD applied on samples

requires the knowledge of . A closer
look at expressions of the samples in (11) reveals
that to compute [and hence ], one
needs to know samples . Note that, due to
causality, at time step , only samples , ,

are known. This means that, for ,
are not yet known. The condition is

equivalent to the condition ; which means that for
a given , CD cannot be applied to the terms of the summation
in (11), which satisfy . For those terms,
BD is used instead. In the light of this discussion, the samples

are expressed as

(14)

where

(14a)

and

(14b)

where “BDR” and “CDR” represent the regions where BD and
CD schemes are applied, respectively.
Samples of the term with the spatial differential operator,

which is given by

(15)

in the right-hand side of (5), , are approximated as

(16)

for and . The first term in the
right-hand side of (16) represents the contribution to
from sampled at , i.e., the self-term contribution.
In this case,

(17)

where the volume integral is computed analytically as described
in [45]. In (16), the samples represent the contribu-
tions to from sampled at , ,
i.e., the non-self-term contributions; and are computed using
central difference (CD) (see the Appendix) applied to the sam-
ples . In finite difference implementations, where pos-
sible, the space derivative is approximated at the middle point
of the time derivative’s approximation for increased stability
[46]. Note that samples (time derivative approxima-
tions) are computed using two methods, CD or BD schemes, de-
pending on the proximity of the source point to the field point
[see (14)]. Therefore, space derivative approximations, i.e.,

the samples , are computed accordingly in two parts:

(18)

where

(18a)

and

(18b)

and the 3 3 matrix multiplication “ ” approximates “ ”,
which is evaluated at , using CD (see the Appendix),
and “BDR” and “CDR” represent the regions where BD and
CD schemes are applied to the time derivative, respectively [see
(14a) and (14b)].
Inserting (13) and (16) into (5) and reorganizing the terms in

the resulting equation yields

(19)

for and . In (19), are
samples of the incident field ; and

(19a)

and

(19b)

are a 3 3 matrix and a scalar, respectively. Equation (19)
constitutes an explicit MOT scheme for computing samples

, and provided that
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Note that, under this condition, a closer look
at (14a), (14b), A1, and (18b) reveals that receives
contributions only from samples , ,

. It should be noted here that and
are computed only once before time marching since and

have the same value of for all discretization elements.
Explicit schemes of this type are known to be unstable; previ-
ously FIR techniques have been used to alleviate the late time
instabilities [34]; however, they increase the computational
cost of the MOT scheme considerably. In the next section,
a predictor-corrector scheme is proposed for stabilizing the
MOT scheme (19) while maintaining its explicitness without
increasing the computational cost.

C. Predictor–Corrector Scheme

The predictor step of the scheme is the same as the explicit
MOT update presented in (19); the predictor update at time step
is given by

(20)

for . After the predictor update, in preparation
for the corrector step, since , , are now
predicted and hence “known,” one can use CD to compute

[see (14)] for all source and field point pairs, and
, , . This is achieved by updating

only the contributions to from for all
satisfying (i.e., reevaluating contributions
from the BDR, see (14), using CD scheme), such that

(21)

for . Here, is given by (14b) and

(21a)

Note that the samples do not need to be recom-
puted after the predictor step; update of the samples
requires computation of only the samples which
are localized to all source and field point pairs, and satis-
fying Similarly, the samples are
also updated from for all satisfying

using

(22)

for . Here, is given by (18b) and

(22a)

Finally, the corrector step is executed as

(23)

for . After the corrector step
and are updated from the ’corrected’ values
of , using (21a) and (22a) respec-
tively; then and are updated using (21)
and (22) from “corrected” values of and

respectively. It should be emphasized here again
that these updates are local to source and field points satisfying

. Equations (20) and (23) constitute the
predictor-corrector pair at a given time step , .
Several comments about the above MOT algorithm “en-

hanced” with predictor-corrector updates are in order. i) The
MOT scheme is still explicit and the restriction on the time step,

, is alleviated. The method produces practically
stable solutions using up to as shown by the
numerical results presented in the next section. ii) The total
computational cost of the corrector steps during marching is

since each corrector step requires only local updates.
This computational cost is negligible when compared to that
of the overall MOT scheme, which is due to the
global field computations at the predictor step. Note that the
corrector step is still applicable even when the predictor step
is accelerated using the PWTD algorithm [9]–[12] or the
blocked FFT-based schemes [19]–[24]. Corrector updates cost
only as much as the near-field computations of the acceler-
ation schemes. iii) The corrector step (23) uses the averages
of and and and
(instead of and , respectively) to update the
solution estimated by the predictor step. This specific choice of
averaging results in increased stability. Numerical experiments,
which are presented in the next section, demonstrate that the
stability and the accuracy of the scheme are superior to those
of a similar TD-VIE solver that makes use of FIR to stabilize
the solution [34]. Additionally, the proposed scheme is shown
to be faster. iv) Unlike implementation of many implicit TDIE
solvers, the implementation of the above scheme does not
pre-compute nor store any discretized retarded field interac-
tions before the time marching starts; as a result, it is memory
efficient. The use of nodal spatial discretization schemes makes
the computation of these discretized interactions fast; their
repeated computation during marching does not increase the
computation time drastically. Additionally, the MPI/OpenMP
hybrid parallelization scheme described in [35], [36] is used
to accelerate the time marching to enable the application of
the proposed method to the analysis of wave interactions with
electrically large and complex structures; further demonstrating
the proposed method’s stability even if the number of spatial
discretization elements is considerably increased.

III. NUMERICAL RESULTS

In this section, the accuracy, stability, and applicability of the
proposed TD-VIE solver are demonstrated via numerical ex-
periments. In all examples considered here, the excitation is a
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Fig. 1. Geometry of the layered dielectric microsphere.

plane wave, propagating in the z-direction with electric field
Here, m is the

electric field amplitude, is the polarization unit vector, and
is a modulated

Gaussian pulse with modulation frequency , bandwidth
duration and delay Whenever pos-
sible, the results obtained by the proposed TD-VIE solver are
compared to those obtained analytically or by a similar TD-VIE
solver, which makes use of the FIR to stabilize the solution [34].
In the remainder of the section, the proposed TD-VIE solvers
with the predictor-corrector scheme and the FIR are abbrevi-
ated as TD-VIE-PC and TD-VIE-FIR, respectively.

A. Accuracy and Stability

To demonstrate its accuracy and stability, the proposed
TD-VIE-PC is applied to the analysis of scattering from a (lay-
ered) dielectric microsphere. The microsphere resides in free
space background and its center is located at the origin (Fig. 1).
The inner and outer radii of the layer are m and

m, respectively. The relative dielectric permittivities
of the core and the layer are 1.5 and 1.75, respectively. The mi-
crosphere is excited with a plane wave with THz,
and THz; the maximum frequency of the excitation

. To quantify the accuracy of the TD-VIE-PC
and compare it to that of the TD-VIE-FIR, relative energy error
in frequency domain

is used. Here, represents the –component
of the time harmonic scattered electric field at the observation
point and the frequency samples , , within
the band THz, and is computed from

where represents the Fourier transform,
is the –component of the time-domain scattered electric field
computed at the observation point by the TD-VIE-PC (

) or the TD-VIE-FIR ( ) for a given set of
and . Here, is computed using a Mie series
code. For all computations of , m
and . Note that this fixed location for is outside

the sphere, and thus is computed from the fields
induced in the sphere as a post-processing step.
In the first set of simulations, the effect of spatial discretiza-

tion on the accuracy of the TD-VIE-PC is characterized. Let
, represent the index of the simulation in this
set; then , , , and
are the element size, the number of elements, the time step,
and the over-sampling factor at simulation respectively.
The largest and smallest element sizes are m
and m; the corresponding number of element
sizes are and , respectively.
For all nine simulations, the duration of simulation is fixed,

. Table I presents , ,
for . As expected, the accuracy increases
( , decreases) with the in-
creasing discretization density. While this trend is observed
for both the TD-VIE-PC and TD-VIE-FIR, it should be noted
that the TD-VIE-PC produces slightly more accurate results.
More importantly, for the relatively denser discretizations,
namely when solutions obtained from the
TD-VIE-FIR are unstable while TD-VIE-PC maintains the
stability of the solution for all nine simulations. The differ-
ence observed in the computational cost of TD-VIE-PC and
TD-VIE-FIR is worthy of reporting. The CPU times needed to
complete TDIE-VIE-FIR simulations are found to be at least
3.5 times greater than those needed to complete the TD-VIE-PC
simulations. This is due to the repeated evaluation of previously
calculated field values during time marching, which are needed
for construction of the FIR in the form of a constant group delay
[43]. In Fig. 2(a) and (b), ,
versus and , , are plotted, respectively.
For the sake of completeness, Fig. 3 compares

, , and in the fre-
quency band of interest . Note that for this simulation,

m, , , and
. As clearly seen from Fig. 3, these values of

simulation parameters results in an accuracy level in the
frequency band , which is acceptable for most
practical applications.
In the second set of simulations, the effect of increasing

beyond , i.e., , on the accuracy and the
CPU time of the TD-VIE-PC simulations is characterized. In
this set, m and are kept fixed for
all eleven simulations, , but the time step size
is changed between to

; for those time step values,
and , respectively. For all eleven simulations, the
duration of simulation is fixed, .Table II presents

, . Fig. 4 plots versus
, ; where it is observed that the error de-

creases linearly with the time step size. This is expected since
the method is first-order accurate in time discretization. Addi-
tionally, Table II presents the normalized CPU times needed
for each simulation to be completed. This is also plotted in
Fig. 4. As expected the CPU time increases linearly with the
total number of time steps, i.e., , as decreases. One
important conclusion drawn from the results of the second set
of simulations is the fact that the time step can be pushed to
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Fig. 2. , versus (a) and (b) ,
.

TABLE I
COMPARISON OF AND FOR VARIOUS AND

with no compromise on stability of the solution. This
would not be possible without the predictor-corrector scheme.
The late-time stability of the TD-VIE-PC is investigated by

increasing the duration of the simulation beyond 40 fs for the
simulation with m, ,

and . The simulation is continued until

Fig. 3. Comparison of , , and in
the frequency band of interest . (a) Real part. (b) Imaginary part.

Fig. 4. and relative simulation time versus ,
, for .

the amplitude of the total electric field, is below
which happens around . Fig. 5(a) and (b) plot

the –component of the total electric field, versus
and compares it to . Here, time domain total
electric field is obtained from
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TABLE II
AND RELATIVE SIMULATION TIME VERSUS. ( )

Fig. 5. Comparison of for ,
and (a) Linear scale. (b) Logarithmic scale.

where is the time-harmonic total electric field
computed using a Mie series code and represents in-
verse Fourier transform. The figures clearly show that the solu-
tion stays stable even after the amplitude of the field decreases
below .

Fig. 6. Top view of the triangular ensemble of three dielectric microspheres.
The center of the triangle connecting the centers of the spheres is located at the
origin.

B. Practical Examples

To demonstrate its applicability, the proposed TD-VIE-PC is
used in the characterization of transient electromagnetic waves
on electrically large dielectric structures in two practical engi-
neering scenarios.
1) Diffraction by Three Spheres: In this example, the

backscattered diffraction patterns of a triangular ensemble of
three homogeneous dielectric microspheres whose refractive
indices are chosen to mimic that of a practical problem in life
sciences microscopy [40] are calculated. The three spheres
reside in a homogeneous background and the center of the
triangle connecting the centers of the spheres is located at
the origin (Fig. 6) [40]. The radius of each sphere is 0.5 m
and the relative dielectric permittivities of the spheres and the
background medium are 2.35 and , respectively. The
ensemble of spheres is excited separately with two plane waves
with i) , THz, and THz and ii)

, THz, and THz. For both of the
simulations, m and ; the simulations
are carried out for with . The scat-
tered fields, and at ,

m m, and m, are computed
by the TD-VIE-PC under excitations (i) and (ii), respec-
tively. Then, the time harmonic scattered fields
and are computed from and

respectively, using

at THz. Fig. 7(a) and (b) plot distributions of normal-
ized scattered field intensities, which are computed using

respectively. The normalized intensity profiles agree very well
with those reported in [40].
2) Sub-Wavelength Thin Film Detection Using PNJ: A pho-

tonic nanojet (PNJ) [41] is a narrow high intensity light beam
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Fig. 7. Normalized intensity of the scattered field, at
, m m, m m, and
m, and THz under the excitation of (a) –polarized

( ) and (b) – polarized plane wave ( ).

Fig. 8. Geometry of the dielectric microsphere with five equally spaced con-
centric spherical layers and the thin film embedded at the midpoint of a dielectric
cube.

that emerges from the shadow-side surface of a multilayered di-
electric microsphere, illuminated by plane-wave. PNJ can be of
practical use in the detection of sub-wavelength dielectric fea-
tures, examples of which include natural or engineered nano-
particles. The operation of a PNJ in such a scenario has been
numerically demonstrated in [42].
Here, a dielectric microsphere with five equally spaced

concentric spherical layers is used to generate a PNJ. The
microsphere resides in a free space background and its center is
located at the origin. The radius of the core (inner most sphere)
is 0.416 m and the thickness of each layer is 0.416 m [42]

Fig. 9. (a) Absolute value of the total electric field distribution along the central
cross section (on the –plane at ) at time for scenario (ii).
(b) and computed at the origin

for scenarios (i) and (ii). (c) Comparison of , ,

computed at m within band [579 621] THz for scenarios
(i), (ii), (iii), and (iv).

(Fig. 8). The relative dielectric permittivities of the layers and
the core (listed in order from outer to inner) are 1.02, 1.04, 1.06,
1.08, 1.10, and 1.12, respectively. The microsphere is used to
generate a PNJ that is used in the detection of a 50 nm thin
film embedded at the midpoint of a dielectric cube with side
length 2.0 m (Fig. 8). The relative dielectric permittivities of
the thin film and the cube are 1.96 and 1.69, respectively. To
investigate if the PNJ generated by the microsphere can create
a scattered field that can be used in the detection of the thin
film, four scenarios are considered: i) Microsphere and cube
are present but thin film is removed. ii) Microsphere, cube, and
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thin film are all present. iii) Only cube is present, microsphere
and thin film are removed. iv) Cube and thin film are present
but the microsphere is removed. In all four scenarios, the
excitation is a plane wave with , THz, and

THz, and all the simulations are carried out for 380 fs
with . For all four scenarios, m,
which results in
discretization elements, respectively. Fig. 9(a) visualizes, for
the scenario (ii), the absolute value of the total electric field
distribution along the central cross section (on the – plane
at ) at a fixed moment in time . Fig. 9(b)
plots the absolute value of the –component of the total fields,

and at the origin ,
computed by the TD-VIE-PC for scenarios i) and ii). This figure
clearly shows that the solution stays stable. Next, the scattered
fields , at m , ,
are computed by the TD-VIE-PC for all four scenarios. Then,
the time harmonic scattered fields are computed
from using

within the frequency band THz. Fig. 9(c)

compares , . As clearly shown

in the figure the shift observed between and

is larger than shift between

and this indicates that the high intensity PNJ
generated by the microsphere increases the sensitivity of the
scattered field and provides a mechanism for detecting the
presence of the thin film.

IV. CONCLUSION

An explicit and stable MOT scheme for solving the TD-VIE
to analyze transient electromagnetic wave interactions on
inhomogeneous dielectric structures is presented. The method
achieves its stability, while maintaining its explicitness, by
employing a predictor-corrector scheme at each time step. The
proposed MOT scheme is demonstrated to be far superior in
stability and computational cost when compared to the existing
explicit schemes that make use of filtering techniques to sta-
bilize the solution. Furthermore, numerical results presented
in this work demonstrate the proposed method to maintain its
stability even when applied to the analysis of electromagnetic
wave interactions with electrically large structures meshed
using approximately half a million discretization elements.
Future work includes generalizing the scheme to allow for

the analysis of transient wave interactions on scatterers with
non-linear and dispersive material properties. Moreover, the de-
velopment of adaptive time stepping techniques and incorpora-
tion of accelerations schemes are underway.

APPENDIX

To approximate the second-order time derivative the fol-
lowing finite difference schemes are used.

Central difference (CD) scheme:

(A1)
Backward difference (BD) scheme:

(A2)
To approximate the second-order space derivative, a CD scheme
is used as described in the following:

(A3)

where . Each entry
of the matrix in (A3) is discretized using a CD scheme. For an
un-mixed second order derivative in (A3):

(A4)
Here, sample indices and are chosen such at ,

, and , , .
For a mixed second-order derivative in (A3):

(A5)

Here, sample indices , , , and are chosen such that
, , ; ,
, ; , , ; and

, , . Other derivatives in (A3)
are approximated similarly. Then, one can symbolically write

(A6)

where is a matrix that chooses the components of the sam-
ples at which are neighboring , and multiplies them with
the correct coefficients to produce the CD approximation.
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