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Abstract

We consider the allocation problem of a single indivisible object to one of several agents under
the full preference domain when monetary transfers are not allowed. Our central requirement is
strategy-proofness. The additional properties we seek are Pareto optimality, non-dictatorship, and
non-bossiness. We provide characterizations of strategy-proof rules that satisfy two out of three
additional properties: Pareto optimality and non-bossiness; non-dictatorship and non-bossiness;
and Pareto optimality and non-dictatorship. As a consequence of these characterizations, we show
that a strategy-proof rule cannot satisfy these three additional properties simultaneously.
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1 Introduction

We consider the following problem. A central agency is to allocate a single indivisible object (a
good or a bad) among a set of agents where monetary transfers are not possible. Some examples
of such objects are an organ to patients, a public school seat to students, and a task to employees.
The single indivisible object is owned by the central agency, and we study its allocation problem
under the full preference domain. In particular, an agent may prefer to receive the object or prefer
not to receive it or be indifferent between two. In real life, agents are often indifferent when they
do not know the quality or the features of an object. In such situations, it may be costly to restrict
the full preference domain to the strict one by treating indifferent agents as if they strictly prefer

to receive the object or strictly prefer not to. For example, an agent is indifferent to the object,
he is considered as ‘preferring’ it under the strict preference domain, and he receives the object.
When there are other agents who actually prefer to obtain the object, assigning it to an indifferent
agent will result in an efficiency loss. Similarly, if the indifferent agent is considered as ‘not
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preferring’ the object under the strict preference domain, an efficient rule requires that the object
is not assigned to this agent. This requirement introduces an artificial constraint for an efficient
rule, which unnecessarily restricts the set of efficient rules when there are other agents who actually
prefer not to receive the objedirdil and Ergin(2008 establish this result by showing that random
tie-breaking in school choice districts in the United States adversely affects the welfare of students
by introducing artificial constraints.

In this paper, our main requirementsgategy-proofnessvhich means that no agent can gain
from reporting false preference. This strategic robustness property has been widely used to guar-
antee that agents reveal their true preferedcés.addition to strategy-proofness, we seek the
following properties: Pareto optimality, non-dictatorship, and non-bossiness. Pareto optimality is
a standard efficiency notion used in almost all economic applications, non-dictatorship and non-
bossiness are fairness properties. We define the three additional criteria as follows. ARauétas
optimalif there is no other rule that provides weakly better outcomes for all agents and strictly bet-
ter outcomes for some agents. A rule@n-dictatorialif there is no agent who receives the object
whenever he prefers to do so and does not receive it whenever he prefers not to. Anarle is
bossyif there is no agent who can change the outcome of another agent without changing his own
outcome.

Our analysis yields the following results. We first show that Pareto optimality implies strategy-
proofness (Propositioh). We prove that a strategy-proof and non-bossy rule has a ranking func-
tion (Propositiorn2). We then characterize strategy-proof rules as follows. A Pareto optimal and
non-bossy rule is dictatorial (Propositi@), a non-dictatorial and non-bossy rule is suboptimal
(Propositiond), and a Pareto optimal and non-dictatorial rule is bossy (Propo$ijiodence, we
show that a strategy-proof rule cannot satisfy Pareto optimality, non-dictatorship and non-bossiness
simultaneously (Propositiod).

1.1 Related Literature

This paper belongs to the literature on the allocation problem of an indivisible object. This prob-
lem goes back t&lazer and Mg1989, who consider allocating a prize to the agent who values

it most without monetary transfers, and construct multistage mechanisms with a unique (subgame
perfect) equilibriumPerry and Reny1999 andOlszewski(2003 generalize the results &flazer

and Ma(1989 by reducing informational restrictions. In a recent stulyjjanasiou(2013 exam-

ines the assignment problem of a private indivisible good by allowing for monetary transfers, and

1See, for exampleSprumoni(1999, Barbera2001) andBossert and Weymai2008 for comprehensive surveys
on strategy-proof rules.



characterizes strategy-proof and anonymous riles.

In a similar vein,Tadenuma and Thomsd®993 consider the problem of allocating a single
indivisible good when monetary compensations to losers are possible, and characterize consistent,
envy-free, and neutral rulésTadenuma and Thomsdh995 examine the problem of fairly al-
locating an indivisible good when monetary compensations to losers are possible, and show the
impossibility of finding an envy-free and strategy-proof rule. Thehseto(1999 characterizes
the set of rules that satisfy strategy-proofness, equal compensation, demand monotonicity, and in-
dividual rationality? Ohseto(2000) proves that there is no strategy-proof and Pareto optimal rule
when monetary compensations are allowédjinaka and Sakg009 consider the assignment
problem of an indivisible object with monetary transfers, and examine whether possible manipu-
lations (i.e., absence of strategy-proofness) can have a serious impact on the outcome of agents.

The closest study to the present papd?agpai(2001), which considers the allocation problem
of a single indivisible good to one of several agents when monetary compensation is not allowed.
P&pai(2001) shows the impossibility of obtaining a strategy-proof rule that satisfies Pareto opti-
mality, non-dictatorship, and non-bossiness. However, she restricts her study to the strict prefer-
ences. We make a similar analysis under the full preference domain where agents are allowed to be
indifferent to the object, and generalize her results to the full preference domain. For consistency,
we use a similar terminology t®apai(2001).

A closely related literature is the one that studies the assignment problem of multiple indivisi-
ble goods. For instanc®apai(2000 considers the allocation of heterogenous indivisible objects
with monotonic preferences, and characterizes the set of strategy-proof, non-bossy, Pareto optimal,
and neutral rulesPapai(2002 provides the characterization of strategy-proof and non-bossy rules
with heterogenous indivisible objecté&hlers and Klaug2007) studies the problem of assign-
ing indivisible objects to agents without monetary compensations, and characterizes consistent,
strategy-proof, and efficient ruleKesten and Yazicf2010 study the problem of allocating a set
of indivisible goods among a set of agents, and propose a strategy-proof and envy-free rule.

Although itis common to encounter situations in which agents are indifferent, most of the prior
literature restricts its analysis to the strict preference domain. Yet, in the last decade, researchers
have started to study the assignment problems under the full preference domain. For ifsiance,

2Anonymity requires that allocations of agents are independent of agents’ names.

3Consistency means that if some agents and some objects are removed, the allocation of remaining agents stay
the same. Envy-freeness requires that no agent prefers another agent’s allocation to his own. Neutrality means that
allocations of agents are independent of how objects are labeled.

“Equal compensation requires that agents who do not receive the indivisible good receive the same amount of
monetary compensation. Demand monotonicity means that the receiver of the indivisible good remains unchanged
when he increases his demand, and no other agents increase their demand. Individual rationality requires that all
agents end up no worse than their current situations.



gomolnaia et al(2009 consider the problem of efficiently allocating indivisible objects between
agents, and show that all efficient outcomes can be generated using Serially Dictatoridboules.
gomolnaia et al(2005 prove that a lottery mechanism is efficient, strategy-proof, anonymous, and
neutral. Katta and Sethurama2006 examine the assignment problem of indivisible objects in
a fair and efficient manner, and prove that strategy-proofness is incompatible with efficiency and
envy-freeness under the full preference domhaarsson and Svenss¢2006 generalize strategy-
proof voting rules to the full preference domakfilmaz (2009 characterize individually rational,
efficient, and envy-free rules under the full preference domaioalde-Unzu and Molig2017)
generalize Top Trading Cycle mechanism to the full prefernce domdmanassoglou and Sethu-
raman(2017) prove that individual rationality, efficiency, and strategy-proofness are incompatible.
The remainder of the paper is organized as follows. We introduce the model and main proper-
ties in Sectior2. We provide characterizations of strategy-proof rules in Se@idWe conclude
in Sectiond. We present all proofs in Appendix.

2 The Model

There is a single indivisible object and a $¢t= {1, ..., n} of finite agents, where > 2. The
indivisible object can be assigned to an agent or may not be assigned at all. In particular, if the
object is assigned to agent N, the outcome of the allocation= i; if the object is not assigned
at all, the outcome of the allocation= 0. Then, the set of possible outcomesdlis= {0, 1, ..., n}.
An agenti € N may or may not receive the object, and hence, the allocation of agerthe
outcomex is xj € {0, 1}.

The preference of agente N over the object ifR;, whereR, is reflexive for each agentand
the strict component oR; is P,. If an agent strictly prefers to receive the object, we denote it by
R = Ri+; if he is indifferent to the object, we denote it iy = Rio; and if he strictly prefers not
to receive the object, we denote it By = R™. The set of preference profiles for agert N is
R € {Ri+, Rio, R}, wherer = xjcnRi. For notational convenience and ease of distinguishing
preference types, we will define a binary relationship (a strict partial ord€rytich that for € N
andR e %, we haveR" > R° > R™. For example, when we say thBf > R, we mean that
R e {R°% R7}; or when we say thaR > R, we mean thaR e {R", R%}. We next explain
the special cases that will be used for the remainder of the paper. If all agents prefer to receive the
object, we denote it bR", whereR* = (R{, ..., RT); if all agents are indifferent to the object,
we denote it byR?, whereR® = (RY, ..., RO); if all agents prefer not to receive the object, we
denote it byR™, whereR™ = (R[, ..., Ry).

If an agent does not want the object or is indifferent, welgSeo denote his preference, where



R™ € {R™, R%. Torefer toR = R~, we use the expressiémot prefer to receive the objéct
whereas to refer tly = R, we use the expression “prefer not to receive the object”. We denote
a preference profile bR € % and a subset of preference profile B = (R)jec for C C N.

Arule f : 8 — Npis a function that associates a feasible outcome to each preference profile.
The outcome of agentby rule f under the preference profiR is fj(R) i.e., whenf (R) = X,

fi(R) = X;.

Next we define the properties studied in the paper. The first one is a standard strategic ro-
bustness property, strategy-proofness, which requires that no agent ever gains by misrepresent-
ing his true preferences. For dlle N, R € 9% andR e %R, a rule f is strategy-proof if
fi(R)R fi (R, R_j). Forsomd € N, R € % andR € R, arule f is manipulable and agent
i can manipulate it aR if f; (R, R_i)P f;(R). If a rule is not strategy-proof, then it is manipu-
lable. The second property is a standard efficiency property: Pareto optimality. A rule is Pareto
optimal if there is no other rule that provides weakly better outcomes for all agents and strictly
better outcomes for some agents. Formally, a fuis Pareto optimal if for all R € R there is no
x € Ng suchtha; R fi (R) for alli € N, andx; P; f; (R) for somej e N. The third property is a
fairness property which requires that there is no agent who receives the object whenever he prefers
to receive, and does not receive it whenever he prefers not to: non-dictatorship. The formal defini-
tion of dictatorship is as follows: a rulé is dictatorial if there existda € N such that whenever
R = Ri+, f(R) =i and wheneveR, = R, fi(R) = 0. In this case, agentis called a dicta-
tor with respect tof. A rule f is non-dictatorial if there is no dictator agent with respect to
The fourth property, non-bossiness, requires that there is no agent who can change another agent’s
outcome without changing his own outcome. Formally, a rulis bossyif there existi, j € N,

R e % andR e % such thatfi(R) = fi(R, R_j) and fj(R) # fj(R, R_j). In this casej
becomedossywith j (at R). If a rule f is not bossy, it is1on-bossy The last property requires

that every possible outcome occurs (at least) at one preference profile. The formal definition is that
arule f satisfiesitizen sovereigntyif for all X € No, there existR € R such thatf (R) = x.

Papai(2007) shows that strategy-proof and non-bossy rules that satisfy citizen sovereignty are
Pareto optimal under the strict preference domain. The following example shows that this result
does not hold under the full preference domain.

Example 1 Let N = {1,2}. Let the rule f be such that(R;,R}) = 2, f(R{,R)) = 2,
f(R;,R,) =0andforall Re R\{(R{, RZ’), (R, R‘Z)), (R7, Ry}, f(R) = 1. Agentl obtains

the object whenever he prefers to do so (or he is indifferent) and he does not obtain it whenever
he does not want.ithen, agentl does not need to manipulate. When ageptefers to receive

the object, he either gets it or cannot get it because ageatdes so. Moreover, age@tdoes not



receive the object whenever he prefers not to. Thus, f is strategy-proof. Whenevet esgents

Rg’ or Rf, he receives the object, and hence, he cannot be bossy withagsmt agen® cannot

be bossy with agerit Then, f is non-bossy. All possible outcomes=(®, 1, 2) occur at least at

one preference profile, and hence, f satisfies citizen sovereignty. In spite of all these properties, f
is not Pareto optimal because the outcome can be improved by Iet(iR@, R; ) = 2 instead of

f(R:, Rf) = 1.

As Examplel illustrates strategy-proofness, non-bossiness and citizen sovereignty are not suf-
ficient properties for Pareto optimality to hold. Similarly, the resul8&pai(2001) do not directly
follow under the full preference domain. Before we provide necessary and sufficient conditions
for Pareto optimality to hold, we define more terms that will be used for the rest of the paper. First,
an agent is a discard agent if he strictly prefers not to receive the object but receives it i.e., agent
i e N is adiscard agentwith respect tof if there existsR_j € R_j such thatf (R™, R_j) =1i.
Second, arule is forceful if there is an agent who strictly prefers to receive the object, but the object
is awarded to another agent who is indifferent to the object i.e., afrudcforceful if there exist
agentd, j € N and a preference profilR € R such thatR = Ri+, Rj = R? andf(R)=j. Ifa
rule f is not forceful, it isnon-forceful. Third, a rulef is wasteful if there is an agent who strictly
prefers to receive the object, but the object is not assigned at all i.e., & isiwasteful if there
exists an agent e N such thatR = Ri+ andR € R, and f (R) = 0. If arule f is not wasteful,
it is non-wasteful In the context of this study, a rule is Pareto optimal if and only if there is no
discard agent, andl is non-forceful and non-wasteful.

Examplel demonstrates that strategy-proofness, non-bossiness, and citizen sovereignty are not
sufficient for Pareto optimality. We also need non-forcefulness as shown in the following lemma.

Lemmal If a rule is strategy-proof, non-bossy, citizen sovereign, and non-forceful, then it is
Pareto optimal.

Before characterizing strategy-proof rules, we present lemmas that will be frequently used for the
rest of the paper.

Lemma 2 A rule is Pareto optimal if and only if it is non-forceful, non-wasteful, and contains no
discard agents.

The following proposition shows that Pareto optimality implies strategy-proofness.

Proposition 1 If arule f is Pareto optimal, then f is strategy-pro6f.

SKlaus (2001) proves a similar result where free disposal is not allowed.
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3 Characterizations of Strategy-proof Rules

In this section, we characterize strategy-proof rules that satisfy two of the three additional criteria
we search: Pareto optimality, non-dictatorship, and non-bossiness. We start by defining the new
terms that will be used for these characterizations. The first one is agent-preference pair. An
agent-preference pairis a pair in which agent has preferenc® over receiving the object, i.e.,

fori e NandR € R, IT1 = N x 9;j is the set of possible agent-preference pairs,(@ni ) is an
element of this set. If0} refers to the case where the object is not awarded allglk= IT U {0}.

The second term we define is complete hierarchy. A ruleas a complete hierarchy if there
exists an injectiveanking function r : I1p — N such that the following property holds: for all

j e N\{i}andR e R, ifr (i, R) > r(j, Rj) andr (i, R) > r (0), thenf (R) = i; and for all

ke N,ifr (0) >r (k, R, thenf (R) = 0. We next define Hierarchical Choice Function.

Definition 1 Let R R € 9. A rule f is aHierarchical Choice Function(HCF) if it has a com-
plete hierarchy with a ranking function r that satisfies the following two conditions:

(@ Foralli e N, if Rj > R and r(i, R) > r (0), there exists no je N\ {i} such that
ri,R)>r(,Rj) >r(,R).

(b)Foralli e N, ifr(i,R)>r () >r(,R), thenk > R,.

We characterize the strategy-proof and non-bossy rules in the following proposition.
Proposition 2 A rule f is strategy-proof and non-bossy if and only if f is a HCF.

This result is important because it not only characterizes the strategy-proof and non-bossy rules
but also helps characterize the strategy-proof rules that satisfy two of the three additional criteria
we seek, i.e., Pareto optimal and non-bossy, and non-dictatorial and non-bossy rules.

3.1 Pareto Optimal and Non-bossy Rules

Before characterizing the strategy-proof, Pareto optimal, and non-bossy rules, we define the terms
that will be used for the rest of the section. The first term is the top agent. The top agent is the
agent who receives the object when all agents prefer to receive it i.e., ani ag¢nétop agent

with respect tof if f(R™) =i. We define the second term, Serial Dictatorship, as follows.

Definition 2 A rule f is aSerial Dictatorshipif it is a complete hierarchy with r TIop — N that
satisfies

(@ Foralli e N,r(i, R") >r (0)>r(,R"),

(b) Foralli e N and je N\{i}, r(i, R") > r(j, R?).

We characterize the Pareto optimal and non-bossy rules in the following proposition.
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Proposition 3 A rule is Pareto optimal and non-bossy if and only if it is a Serial Dictatorship.

The intuition of PropositiorB is as follows. A Serial Dictatorship satisfies the requirements of
Hierarchical Choice Function (HCF), and hence it is a special case of HCF. Then, by Proposition
2, a Serial Dictatorship is strategy-proof and non-bossy. Moreover, Defirifmnmeans that a
Serial Dictatorship is non-wasteful with no discard agent. Definifigr) means that a Serial Dic-
tatorship is non-forceful. Then, by Lemriaa Serial Dictatorship is Pareto optimal. Thus, a Serial
Dictatorship is Pareto optimal and non-bossy. On the other hardisifPareto optimal, then it is
non-wasteful, non-forceful, and contains no discard agent by LetarB&ing non-wasteful with
no discard agent is guaranteed by Definiti{a), and being non-forceful is guaranteed by Defi-
nition 2(b). Furthermore, becaudeis Pareto optimal, it is strategy-proof as well by Proposition
1. Then, by Propositio, strategy-proof and non-bosdyis also a HCF, i.e.f has a complete
hierarchy with a ranking function. Hence, all requirements of being a Serial Dictatorship are
satisfied. Therefore, a Pareto optimal and non-bossy rule is a Serial Dictatorship.

We next give an example for the strategy-proof, Pareto optimal, and non-bossy rules as follows.

min{i e NJR = R} ifR#R"

0 ifR=R"
R € fR. The object is not awarded to indifferent agents, and the agents who strictly prefer not to
receive it. Then, f is non-forceful and contains no discard agent. Moreover, if there is an agent

Example 2 Let the rule f be such that(R) = for all

who strictly prefers to receive the object, the object does not remain unassigned, so f is non-
wasteful. Thus, f is Pareto optimal by Lem&hawWhen one agent changes his preference, either

his own outcome changes or his outcome stays the same, but the other agents’ outcomes also stay
the same. Hence, f is non-bossy. The first agent obtains the object whenever he prefers to do so,
and he does not obtain it whenever he does not want it, and hence, the first agent is a dictator.
Thus, f is dictatorial.

A corollary to Propositior8 along with Lemmal is given below:

Corollary 1 A rule is strategy-proof, non-bossy, citizen sovereign, and non-forceful if and only if
it is a Serial Dictatorship.

3.2 Non-dictatorial and Non-bossy Rules
We first define Constrained Hierarchical Choice Function as follows.

Definition 3 A Constrained HCFis a Hierarchical Choice Function with ranking function:r
ITp — N that satisfies one of the two conditions given below:
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(a) There is no top agent;
(b) There is top agent E N, but there exists R 9R such that (i, R™) > r (0) and r(i, R™) >
r(j, Ry forall j € N\ {i}.

We characterize strategy-proof, non-dictatorial, and non-bossy rules in the following theorem.

Proposition 4 A rule f is strategy-proof, non-dictatorial, and non-bossy if and only if it is a
Constrained HCF.

The intuition behind Propositiod is as follows. A Constrained HCF is a special case of HCF,
so it is strategy-proof and non-bossy by Propositonf the first condition of Constrained HCF
holds, there is no top agent, so there is no agent who can obtain the object whenever he prefers
to do so. If the second condition holds, there is a top agent but he is also a discard agent, so he
obtains the object even if he prefers not to do so. Thus, a Constrained HCF is non-dictatorial.
On the other hand, a strategy-proof and non-bossy rule is a HCF with a ranking fundiion
Proposition2. Moreover, if a rule is non-dictatorial, then there is no agent who receives the object
whenever he prefers to do and does not receive it whenever he prefers not to. The former means
that there is no top agent because otherwise due to strategy-proof and non-bossy stricttire of
top agent should always keep the object as long as he prefers to do so (see the proof of Proposition
4). Thus the former case corresponds to Definim). The latter means that there is a top agent
but he is also a discard agent, which corresponds to Defiriglon Therefore, a strategy-proof,
non-dictatorial, and non-bossy rule is a Constrained HCF.

We next demonstrate the non-emptiness of the set of strategy-proof, non-dictatorial, and non-
bossy rules in the following example.

Example 3 Let rule f be such that fR) = O for all R € R and agentie N be such that

R = Ri+. The object is not assigned regardless of the agents’ preferences, so no agent can

manipulate. Hence, f is strategy-proof. The object is not awarded at any profile, and hence, there

IS no agent who obtains the object whenever he prefers to do so. Thus, f is non-dictatorial. Since

the object is not awarded at all, there is no agent who can change the outcome of another agent,

and hence, f is non-bossy. Because f does not assign the object at all even though agent i strictly
prefers to receive it, f is wasteful, so f is not Pareto optimal by Lerama

3.3 Pareto Optimal and Non-dictatorial Rules

In this section we characterize strategy-proof, Pareto optimal, and non-dictatorial rules. For this
characterization, we define a new term, constrained bossy, as follows. A calessained bossy

if there exist two agents j € N and preference profile®, R € R such thalR; = RJ*, f(R)=]
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and fi (R, R_j) = fj (R, R_j) = 0. In this case, ageiitis constrained bossy with ageptRecall
that if f(R™) = i, agenti is called the top agent with respect fo If there is an agent who is
constrained bossy with the top agent, this rule is callezpabossyrule.

Definition 4 If f is a top-bossy rule in which there is no discard agent, and f is non-forceful and
non-wasteful, then f is @op-Bossy Choice Function

We characterize the Pareto optimal and non-dictatorial rules as follows.

Proposition 5 Arule f is Pareto optimal and non-dictatorial if and only if it is a Top-Bossy Choice
Function.

The intuition behind Propositiof is as follows. If f is a Top-Bossy Choice Function, by defi-
nition, f is non-forceful and non-wasteful, and requires that there is no discard agent. fThen,
is Pareto optimal by Lemm2a. A Pareto optimal rule is also strategy-proof by Propositipso
Top-Bossy Choice Function is strategy-proof. In a Top-Bossy Choice Function, the only candidate
to be a dictator is the top agent because he is the one who receives the object when all agents prefer
to receive it. However, there is another agent who can change the top agent’s outcome by changing
his own preference i.e., the constrained bossy agent. Then, the top agent does not obtain the object
whenever he prefers to obtain it, and hence, the top agent is not a dictator. Thus, Top-Bossy Choice
Function is non-dictatorial. Since there is an agent who is constrained bossy with the top agent, a
Top-Bossy Choice Function is constrained bossy.

We next give an example for strategy-proof, Pareto optimal, and non-dictatorial rules.

Example 4 Let the rule f be such that (if » 3)

min{i e N|R = R"} If Rp = RY
f(R)= ymax{i e N|JR =R} IfR,=R;,R# R forallR e R.
0 R=R"

The object is not assigned to agents who are indifferent and prefer not to receive it. Then, f is
non-forceful, and there is no discard agent. Moreover, the object is not unassigned when there is
an agent who prefers to obtain it, so f is non-wasteful. Thus, f is Pareto optimal by L2nBga
Propositionl, f is also strategy-proof. The first agent obtains the object when all agents prefer to
obtain it, and the object is not awarded to the first agent when he prefers not to receive it. Then, the
first agent is the only candidate for being a dictator. However, when the last agent does not prefer
to receive the object, the first agent cannot obtain it even if he wants to. Then, the first agent is not
a dictator. Thus, f is non-dictatorial. Since the last agent can change the first agent’s outcome by
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changing his own preference, the last agent is constrained bossy with the first agent. Hence, f is
constrained bossy.

As a result of Proposition3, 4, and5 we obtain the following result.

Proposition 6 There exists no strategy-proof rule that is Pareto optimal, non-dictatorial and non-
bossy simultaneously.

Propositiong is a direct result of Propositio®, which shows that a strategy-proof, Pareto optimal
and non-bossy rule is dictatorial; Propositéyrwhich shows that a strategy-proof, non-dictatorial
and non-bossy rule is not Pareto optimal; and Proposkjonhich shows that a strategy-proof,
Pareto optimal and non-dictatorial rule is bossy. The impossibility result is tight except for the
following case.

Lemma 3 Ifn = 2and arule f is Pareto optimal, then f is dictatorial.

Lemma3 shows that when there are only two agents, Pareto optimality directly implies dictator-
ship. A corollary to Propositiof along with Lemmal is as follows:

Corollary 2 If a rule is strategy-proof, non-bossy, citizen sovereign, and non-forceful, then it is
dictatorial.

4 Conclusion

We analyze the allocation problem of a single indivisible object under the full preference domain
when monetary transfers are not possible. We require the allocation rules to be strategy-proof and
we also seek for Pareto optimality, non-dictatorship, and non-bossiness. We characterize strategy-
proof rules, and prove that Pareto optimal and non-bossy rules are dictatorial, non-dictatorial and
non-bossy rules are not Pareto optimal, and Pareto optimal and non-dictatorial rules are (con-
strained) bossy. Thus, a strategy-proof rule cannot satisfy Pareto optimality, non-dictatorship, and
non-bossiness simultaneously. Although these four properties are incompatible in a deterministic
environment, a random rule that assigns the object to agents with equal probability satisfies them
all. Hence, an interesting future research avenue is characterizing such random allocation rules.

Appendix

A Proofs of Section2

A.1 Proof of Lemmal
Let f be strategy-proof, non-bossy, citizen sovereign, and non-forceful. Supposé ihatot
Pareto optimal. Then, one of the following three cases happens: Case 1 (wastefulness): for some
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I € N, there is a profileR € R such thatR, = RiJr and f (R) = 0; Case 2 (discard agent): there
existsR_j € PR_j such thatf (R™, Rj) = i; Case 3 (forcefulness): for somgj € N, there
exists a profileR e 93 such thafR; = R, R = R’ and f(R) =1i.

e Casel: LeR; = RI“, without loss of generality. Sincé is citizen sovereign, there exists a
profile R € % such thatf (R) = 1. Then, consider the sequence of profiles given below:

(Ry, ..., Rny)
(Ry, ..., Rj—1, Iij, v Iin)

(Ry, ..., Rn).

Since f is non-bossy, whetR; changes tdij, either the outcome does not change or by
strategy-proofnessR; # R, Rj # R and f(Ry, ..., Rj_1, Rj, ..., Ry) = j for j =
1,..,n. First, R} # Ry because otherwisg, can manipulate by reportin®; when his
actual preference iéj . SecondR;j # R;r because otherwisg,can manipulate by reporting
R; when his actual preference . In the last step, wheR; changes tdr;, we know that
f(Ry, ..., Ry) = f(R) = 1. Then, ifR; = R, agent 1 can manipulate by reportify
when his actual preferencey. Therefore Ry # R;", and this is a contradiction.

Case 2: Let agent 1 be a discard agent without loss of generality i.e., there Rxsts
such thatf (R) = 1 andR; = R, . Sincef is citizen sovereign, there exisk € R such
that f (R) = 0. Then, by the argument in Case 1, we can establishihai Ry Using the
same reasoning, whd®; changes tdR; in the last stepR; # R;, which is a contradiction.

Case 3: Directly follows from non-forcefulnedl.

A.2 Proof of Lemma?2

(a) A Pareto optimal rulg is non-forceful, non-wasteful, and contains no discard agents. Suppose
to the contrary thaff is either forceful (i) or wasteful (ii) or contains a discard agent (iii). Case
(i): f is forceful, then there exist agentsj, k € N and a preference profilR € R such that

R = Ri+, Rj = R‘j) and f(R) = j. Then, the outcome of the allocation= i is such that

Xi B fi (R), xj R; fj (R), andxx R« fx(R) for all k € N\{i, j}. Case (ii): f is wasteful, then there
exists an agente N and a profileR € R such thalR, = Ri+ and f (R) = 0. Again the outcome of

the allocatiorx = i is such thak; P; fj (R) andx; R; f; (R) forall j € N\{i}. Case (iii): f contains

a discard agent, then there existe N, R € Rj, andR_; € RR_; such thatf (R™, R_j) = i.
Then,x; = 0is such thak; P, fi (R) andx; R; fj(R) forall j € N\{i}.
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(b) If a rule f is non-forceful, non-wasteful, and contains no discard agents, therPareto
optimal. Suppose to the contrary thhtis not Pareto optimal. Then, there exigtss Ng and
R € R such thai; R fj (R) for alli € N, andx; Pj f(R) for (at least) an agerjte N\{i}. There
are three caseR}j = RJQ, Rj =Ry, andRj = Rj+. Case ():Rj = RJQ, agentj cannot be strictly
better off under any circumstances. Case @): = RJ-‘ and f (R) = |, thenx; = 0 is such that
Xj Pj fj(R) andx; R fi(R) for alli € N\{j}. However,R; = Ry and f (R) = ] means thaj is a
discard agent, which is a contradiction. Case (IR): = RJ* and fj(R) = 0. Thenx = j is such
thatx; Pj f; (R) andx; R fj(R) foralli € N\{j}ifa) f(R) =0orb) f(R) =i whereR = Rio or
c) f(R) =i whereR = R™. Case aRj = R]fr and f (R) = 0 contradicts with non-wastefulness
of f. Case b)Rj = ijr and f(R) = i whereR = Ri0 contradicts with non-forcefulness df.
Case ¢)f (R) =i whereRi = R™ means that is a discard agent, which is a contradictidh.

A.3 Proof of Proposition 1

Let f be a Pareto optimal rule. Suppose to the contrary thigtnot strategy-proof. Then, there
exists an agente N, R e %R andR e % such thatf; (Ii’i, R_i)P fi(R). There are three cases:
R =R R =R ,andR = R". If R = R, agenti cannot manipulaté because he cannot
be strictly better off under any circumstancesRif= R™, f(R) =i, andf; (R, R_j) = 0, then

fi (R, R_i)P fi (R), soi can manipulate by reportinglii. However,R = R™, f(R) =i means
thati is a discard agent, and by Lemraghis contradicts with Pareto optimality éf If R, = Ri+,
fi(R) =0, andf (R, R_) =i, thenfi(R, R_i)P, f{(R), soi can manipulate by reportingR; .

In this case, eitheR = R™ orR = RC. If R = R, i is a discard agent, which contradicts with
Pareto optimality off by Lemma2. If R = Rio, f is forceful, which again contradicts with Pareto
optimality of f by Lemma2. B

B Proofs of Section3
Before presenting the proof of Propositidywe need to prove interim results Lemma, A2, and
A3 that will be used in the proof of Propositi@n

Lemma Al Let f be anon-bossy rule, j € N and Re . If f (R) =i, then for allR € %R,
fj(Ryi.j)» Rogijp) = 0.

Proof. As agentsk € N\ {i, j} change preferences froRito R, a direct consequence 6fs
non-bossiness is that the object is either awarded to &gardgtays at an agent different thanill

Before presenting Lemmaz2, we need to define a new term as follows. If there exi®ts ‘R
such thatf (R) =i, then an agent-preference p@irR;) is more prioritized than another agent-

13



preference paitj, Rj), wherej € N\ {i}. We denote the binary relation being more prioritized
by "=", and hence(i, R) > (j, R)).

Lemma A2 Let f be a strategy-proof and non-bossy rulgj ie N, R € R and R € ;.
Suppose thati, R) = (j, Rj). Then, forallR e % suchthatk > R (ifany),(, R) = (j, R)).
Moreover, for allR; € %R such that R > R; (if any), (i, R) = (], R)).

Proof.

Claim 1: f(R;, Rj) =1. Proof. Leti, j € N, R € % andR; € $Rj. Suppose that

(i, R) = (j, R)). Then, there existR_ji j; € |_y.j; such thatf (R) =i. If R = R then
because off’s strategy-proofness‘,(Rﬁ, R_j) =i because otherwise, agentan reporlRi0

when his actual preference IR;T. If R = R, then because of’s strategy-proofness,

f(Ri+, R_j) =iandf (Rio, R_j) = i because otherwise, agentan misrepresent his preference
asR* andR? respectively when it iR, which is a contradiction. Therefore, for evelRy € R
such thal® > R, f(R, R_j) =i, which leads tdi, R) = (], R)).

Claim 2: f(R;j, R_j) =i. Proof. If f(R?, R_j) =i, suppose to the contrary that

fi (Rj‘, R_j) = 0. Then, non-bossiness dfimplies f (Rj‘, R_j) = |. Inthis case, agentcan
misrepresent his preference Ia%to avoid receiving the object while his actual preferencEst

If f(R}, R_j) =i, suppose to the contrary th&t(Rj‘, R_j) = 0. Then, non-bossiness d¢f
implies f (Rj‘, R_j) = j. Inthis case, agerjtcan misrepresent his preferencel%}_sto receive
the object while his actual preferenceR? (or he can misrepresent his preferenceR%sto avoid
receiving the object while his actual preferencé{rs). The same logic prevails lf?j = RJQ
because non-bossinessfofmplies f (RY, R_j) = j, and agenj can misrepresent his preference
as R? while his actual preference I%j+. This contradicts with the strategy-proofnessfofand
hence,f (R;j, R-j) =i holds.l

Lemma A3 Let f be a strategy-proof and non-bossy rule. Fat IN and Re R, if f (R) = 0O,
then for allR e R such that R> R (if any), f(R, R_ij) = 0. Moreover, if f(R) =i, then for
all R € R such thatR > R; (ifany), f(R, R) =Ii.

Proof. Let f (R) = 0. For somg € N andR e %; such thatR > R, suppose that

f (R, Ri) = j. Non-bossiness of implies thatj =i i.e., f (R, R_j) =i.If f(R, R.j)=0

and f (R™, Rj) =i, then agent can manipulate by reportinl@i0 to avoid receiving the object
when his actual preference k& . If f(Ri+, R.ij)=0andf(R, R.) =i, whereR > R, then
agenti can manipulate by reporting;~ (or Rio) to receive the object while his actual preference is
Ri+. These manipulations contradict with strategy-proofnesk eb the first claim holds. For
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someR; € R such thatk > R, supposef (R) =i and fi (R, R_i) = 0. If R = R", agent

can manipulate by reportin@iO (or Ri+) to avoid receiving the object while his actual preference
SR.IFR = Rio, agenti can manipulate by reportin@iO to receive the object while his actual
preference iS?i“L. These manipulations contradict with strategy-proofnesk eb the second
claim holds.H

B.1 Proof of Proposition2

(a) If f is a Hierarchical Choice Function (HCF) for a ranking functiothen it is strategy-
proof and non-bossy. Let be a HCF for a ranking function. Suppose to the contrary
that an agent € N can manipulatef under a preference profilR. R # RiO because an
indifferent agent cannot improve his outcome, and hence, cannot manipuleten, there
are two possible manipulation®® = R" or R = R™. If R = R" and f(R) = i,
since agent achieves the best outcome, he does not need to manipul#teR, = Ri+,
fi (R) = 0 andr (i, Ri+) > r (0), then there is another agente N such thatf (R) = j.
Then, by definition of complete hierarchy(j, Rj) > r(i, Ri+). By the first condition of
HCF, r(j, Rj) > r(i, R7") andr(j, Rj) > r(, Rio). If r (0) > r(i, Ri+), by the second
condition of HCFr > r(i, R™) andr (0) > r(i, Rio). Either case, agemtcannot receive
the object by revealing false preference Rf = R~ and fj(R) = 0, since this is the best
outcome for agenit, he does not need to manipulate Rf = R~ and f(R) = i, for all
j € N, r(i, R7) > r(j, Rj). Then, by the first condition of HCF, agenwill retain the
object even if he reports his preferencd?ﬁ’s)r Ri+. This contradicts with the fact that agent
I can manipulatef . Hence,f is strategy-proof.

Now suppose that is bossy. Then, there existj € N such that is bossy withj, i.e., there
existsR € % such thatf (R) = j, fj (R, R.j) = 0andfi(R, R_j) = 0. f(R) = j implies
thatr (j, Rj) > r (0) and for allk € N\ {j}, r(j, Rj) > r (k, R¢). If f,-(ﬁ.-, R_i) =0,

then by using (j, Rj) > r (0) and for allk € N\ {i, j}, r(j, Rj) > r (k, Rq), we have
r(i, R) >r(j, Rj). We have (i, R) > r(j, Rj) > r (0)andforallk e N\ {i},r (i, R) >

r(j,Rj) > r(k, R, and hence, we havé(R, R_j) = i. However, f(R,R) = i

contradicts with bossiness éf Therefore,f is non-bossy.

(b) A strategy-proof and non-bossy rule is a Hierarchical Choice Function (HCF)f bet a
strategy-proof and non-bossy rule. We construct a ranking functasfollows:

— Initialization: Start withIT = N x R; andIlg = IT U {0} . Let
RMaX {forau R e R \(R},R e®|R > ﬁ} andR™ = (R
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Initially, R"® = R* andk = 0. Rank the agent-preference pairs as follows:

— Step 1: ForalR € R, if (R =0, f (R)=0.Inthiscase,let (0) =3n+1 —
k, and rank the remaining agent-preference paiidgrarbitrarily from 1 to 31 — k and
stop. Otherwise, go to Step 2.

— Step 2: For some ageinte N, if f(R™) =i, letr (i, R™) = 3n+ 1 — k and
k « k+ 1. Let®R; « R\ {R}andIlp « o\ {(i, R™)}. If R =4, letr (0) =
3n 4+ 1 — k, and rank the remaining agent-preference paifddrarbitrarily from 1 to
3n — k and stop. Otherwise, I8t < xjcn R, recalculateR™®* and return to Step 1.

To show thatf is a HCF, we need to show that the generated ranking functionms a
complete hierarchy and the two conditions of HCF are satisfied. To show tloatms a
complete hierarchy, leR € 9, and suppose (i, R)) > r (0) and for allj € N\ {i},

r(i,R) > r(j, Rj). Then, we know from the algorithm that there must eftst 7 such
that f (R, R_j) = i (this must occur before the algorithm stops aftép)). Moreover,
since the algorithm always considefg R™#*) at Step 2 and for alj € N \ {i}, we have
r(,R)>r(j,Rj). Then, forallj € N\ {i}, eitherlij > Rj or Iij = Rj ((J, Rj)s have
lower rank, which means that we encounter them later in the algorithm, RR&)(gets
smaller over time). Sincé (R, R_j) =i, forall j € N\ {i}, (i, R)
Al and definition of>=. Then, forallj € N\ {i}, we have(i, R) > (j, Rj) by Lemma

A2. Thus, by LemmaAl and non-bossiness df f (R) = i. Hence, the first condition of
complete hierarchy is satisfied.

= (j, Rj) by Lemma
&

For the second condition of complete hierarchy, forjak N, suppose (0) > r(j, Rj).
This immediately implies that the algorithm generatingtops at Step 1. Then, there exists
R € % such thatf (R) = 0, and for allj € N, eitherRj > Rj or Rj = Rj (since we
considerR™ every time and wherf (R) = 0 is encountered(j, R;j)s are not assigned
a rank). By changingij to R;j one by one, and each time using Lemw3a, we have

f (R) = 0. Thereforer is a complete hierarchy.

The ranking functiomr first ranks(i, R™®) before other possible agent-preference pairs of
i € N and the algorithm that generates ranking functigquarantees the second condition
of HCF. Moreover, sincéi, R™®) is ranked before other agent-preference pairs with smaller
preferences of € N, the first condition of HCF is guaranteed. Note that the first condition
does not say anything about the agent-preference pairs with rank lower@arso ranking
such pairs arbitrarily does not violate it. Thusjs a HCF with ranking function. Il
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B.2 Proof of Proposition3

A Serial Dictatorship is Pareto optimal and non-bossy. Lée a Serial Dictatorship. Since Serial
Dictatorship is a special case of Hierarchical Choice Functfois,a HCF. Then, by Proposition
2, f is strategy-proof and non-bossy. Definitidfa) guarantees thdt is non-wasteful with no
discard agent, and Definitidz(b) guarantees thdt is non-forceful. Thusf is Pareto optimal by
LemmaZ.

A Pareto optimal and non-bossy rule is a Serial Dictatorship. fLbe a Pareto optimal and
non-bossy rule. As Propositiadhshows, Pareto optimality implies strategy-proofness. THen,
is strategy-proof and non-bossy, and hence, it is a Hierarchical Choice Function by Progbsition
Sincef is a HCF, it has a complete hierarchy with a ranking functionlp — N. Moreover, by
Lemmaz2, Pareto optimality also implies that there is no discard agent,faischon-wasteful and
non-forceful. Being non-wasteful with no discard agent is ensured by Defirii{en and being
non-forceful is ensured by Definitiaz(b). B

B.3 Proof of Proposition4
We will first show that a Constrained HCF is strategy-proof, non-dictatorial, and non-bossly. Let
be a Constrained Hierarchical Choice Function. Sifde a special case of Hierarchical Choice
Function, it is strategy-proof and non-bossy by Proposi#orMoreover, f satisfies one of the
following requirements of being a Constrained HCF: (i) there is no top agent or (ii) there is a
top agent, but there existR € 9 such that (i, R™) > r (0) andr (i, R") > r(j, R;) for all
j € N\ {i}. If the first requirement holds, then there is no agent who receives the object whenever
he prefers to do so, becauséR™) = 0. If the second requirement holds, there is top agenho
is the only candidate for being a dictator, and he is a discard agent for some preference profile.
Because receives the object even when he does not warnt ¢annot be a dictator. Henceis
non-dictatorial.

Second, we will show that a strategy-proof, non-dictatorial, and non-bossy rule is a Constrained
HCF. Let f be a strategy-proof, non-dictatorial, and non-bossy rule. By Propog&itibns a HCF
with a ranking functiorr : IIp — N. Since f is non-dictatorial, either there is no agent who
receives the object whenever he prefers to do so, or such an agent exists but he receives the object
even if he does not want to. If the former case occurs, for @l N, there existR € R such
thatr (0) > r (i, R") orr (j, Rj) > r (i, R") for somej e N\ {i}. In this case, we will show
that there should not be any top agent. Suppose to the contrary that there is a top agent
f (R™) = i. Then, by the above property, there exiBt& R such that either(0) > r(, Ri+) or
r(j, Ry > rd, Ri+) for somej € N\ {i}. In any casefi(Ri+, R_j) = 0. However, this means
that there exists an agekte N \ {i}, such that when ageiktchanges his preference frojo
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to Ry, agenti loses the object even though he prefers to receive ik i$fthe one that receives

the object, f is not strategy-proof. Ik does not receive the object eithdr,is bossy. Thus,

there is a contradiction. Hence, there should not exist any top-agent. This condition satisfies the
first requirement of Constrained HCF. Now suppose that there is an agent who receives the object
whenever he prefers to do but he receives the object even if he does not want to. Then, there exists
R e R such thatr (i, R™) > r (0) andr (i, R") > r(j, Rj) forall j € N\{i}. This condition
satisfies the second requirement of Constrained HCF. Therdfaseg Constrained HCHll

B.4 Proof of Proposition5

A Top-Bossy Choice Function is Pareto optimal and non-dictatorial.fLis a Top-Bossy Choice
Function. By definition,f is non-forceful, non-wasteful, and contains no discard agent. Then
is Pareto optimal by Lemma. To prove thatf is non-dictatorial, suppose to the contrary that
f is dictatorial. Then, there exists a dictator agent N who receives the object whenever he
prefers to do so i.e., the top-agent. Sinfcés top-bossy, there is an agdane N such that is
constrained bossy withi.e., there exisR € ! andR, e % such thatRj = R]*, f(R) = j and
fi(R, R.) = fj(R, R.) =0. SinceR; = R and fi(R, R_i) = 0, agentj cannot obtain the
object although he prefers to do so. Thus, ageistnot a dictator, which is a contradiction.

A Pareto optimal and non-dictatorial rule is a Top-Bossy Choice Function.f Lie¢ Pareto
optimal and non-dictatorial. Pareto optimality bfimplies thatf is non-forceful, non-wasteful,
and contains no discard agent by Lem&aThen, we only need to show thdtis top-bossy.
Suppose to the contrary thétis not top-bossy. By Lemma3, Pareto optimality implies that the
object is awarded aR*. Thus, there exists a top-agdnte N such thatf (Rt) = i. Pareto
optimality also implies strategy-proofnessfoby Propositionl. Sincef is strategy-proof and not
top-bossy, f (Ri+, R_ij) = i. Moreover, by Lemma, Pareto optimality requires that there is no
discard agent i.e.fi(R™, R_j) = 0. Then, agent receives the object whenever he prefers to do
so, and does not receive it whenever he prefers not to. Therefore,iagentictator, which is a
contradiction.l

B.5 Proof of Proposition6
It is a direct consequence of Propositi®and Propositiond and5.1

B.6 Proof of Lemma3

Suppose that = 2 and arulef is Pareto optimal. Suppose to the contrary th& non-dictatorial.
By Lemmaz2, Pareto optimality implies that there is no discard agent, aumglnon-wasteful and
non-forceful. Because of non-wastefulne$$sR™) > 0, and suppose thdt(R™) = 1 without

loss of generality. Since there is no dictator, there must be a case sucfr(ﬂfatR;) # 1. Then,
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either f (R, Ry) = 0 or f (R, Ry) = 2 holds. Howeverf (R, R;) = 0 contradicts with non-
wastefulness. Iff (R, R;) = 2, then eitherf (R}, R;) = 2 or f (R, R)) = 2. If the former

one holds, agent 2 is a discard agent, which is a contradiction with Pareto optimality. If the latter
one holds,f is forceful, so there is again a contradiction with Pareto optimality. Therefore, when
there are two agents, Pareto optimality implies dictatordlip.
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