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Abstract

Millions of chromatin marks have been profiled across the human genome in dif-
ferent tissues and cell types. Yet, which and how many of these marks contribute
to the establishment and control of gene activities remains incompletely under-
stood. The focus of this PhD project is to develop a CRISPR-based epigenetic
screening method for the discovery of functional epigenetic marks. The aim of
this method is to identify sites in the genome where addition or removal of a
particular chromatin mark has an impact on cellular phenotype. To this end,
I fused the catalytic domain of a chromatin-modifying enzyme to the nuclease-
dead Cas9 protein and introduced it into cells concomitantly with an appropriate
library of guide RNAs (gRNAs). Cells that show a change in the phenotype of
interest are then separated from the pool of cells by Fluorescence-activated cell
sorting (FACS). I designed libraries of gRNAs that are both targeted towards a
particular phenotype of interest, targeting regulatory regions around a limited set
of genes, as well as more complex, genome-wide libraries, which were generated
from fragmented genomic DNA. I used the CRISPR-based screening strategy to
identify candidate gRNAs, which, together with the appropriate dCas9-chromatin
modifier fusion protein, bring about changes in expression of various cell surface

markers.
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1.1 Epigenetic gene regulation

Non-genetic factors contribute to many cellular functions and phenotypes [1].
Among the first to recognise this was C. H. Waddington, who introduced the term
“epigenetics” in 1942 to describe molecular mechanisms through which “the genes
of the genotype bring about phenotypic effects” [2]. Epigenetics is thus defined
as the study of regulation of gene activity (although many other definitions of

the term are also commonly used).

One of the first steps at which a gene’s activity is regulated is at initiation of
transcription, effectively deciding whether the information stored in a gene is
read out or not. Transcription is the copying of information stored in one strand
of template deoxyribonucleic acid (DNA) into ribonucleic acid (RNA) by the
enzyme RNA polymerase. Several mechanisms converge to regulate this first step
of gene expression: The local binding of transcription factors and polymerases
to promoters, chromatin marks on the nucleosomes associated with DNA and
the DNA itself, and potentially, global positioning of genes within the nucleus all
influence whether transcription is initiated. Each of these regulatory mechanisms
will be introduced briefly below before examining, in greater detail, the role of
chromatin marks in gene regulation, which is the focus of the work conducted for
this PhD thesis.

1.1.1 Transcription factors

Regulation of transcription at the promoter occurs through site-specific binding
of transcription factors (e.g. sigma factors) that recruit RNA polymerase [3].
Transcription factors (TFs) are proteins that recognise DNA sequences that are
usually 5-15 bp in length and that often bind directly to gene promoters or to cis-
regulatory elements such as enhancers and together with other “co-activators”
and “co-repressors” regulate assembly of the transcriptional machinery at the

promoter.

Transcription factor activity can be regulated by post-transcriptional modifica-
tion, synthesis and degradation and through sequestration by or release from
regulatory proteins. For example, during heat shock, the conserved heat shock
transcription factor 1 (HSF1) induces the expression of heat shock genes that pro-
tect cells against a number of external stresses and assist in the repair of damaged

proteins. HSF'1 is present in an inactive state under normal conditions and is acti-
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vated rapidly by heat stress. Activation of HSF1 is accompanied by trimerization
and high-affinity binding to highly conserved DNA regions known as heat shock
response elements in the promoters of heat shock genes [4]. Another example of a
transcription factor that activates genes rapidly in response to an external signal
is NFxB [5]. It is normally kept in an inactive state through inhibition by regu-
latory proteins (IxB). Pro-inflammatory cytokines such as tumor necrosis factor
a (TNF-«) trigger intracellular signalling pathways that lead to phosphorylation
and ubiquitinylation of the inhibitor, which is subsequently degraded by the pro-
teasome, thus freeing NFxB from inhibition. This signalling mechanism leads to

activation of NFxB-responsive genes within minutes in response to TNFa.

The number of transcription factors encoded in the human genome is estimated to
be 1,000-3,000 [6]. Given this large diversity and the number of binding sites found
in the genome that may be bound or not bound at any given moment, as well as
potential for synergistic effects [7], the regulatory network formed by transcription
factors is complex and difficult to disentangle. The genome-wide occupancy of a
particular transcription factor can be assayed using methods such as ChIP-seq,
whereby transcription factors and bound DNA are cross-linked and an antibody
against the transcription factor is used to pull down and enrich for bound DNA
sequences. These DNA segments can then be sequenced to map the genome-
wide binding profile of the transcription factor and also to define its consensus
binding site. Transcription factor occupancy has been profiled for many different
factors in various organisms, cell types, and different experimental conditions.
The emerging picture of the regulatory network formed by transcription factors
is complex. In myoblasts at different stages of differentiation, the transcription
factor MYOD1 (myoblast determination protein 1) is found to bind to some sites
regardless of differentiation stage, but to some exclusively at a particular stage
[8]. A similar pattern of universally bound sites as well as developmental stage-
specific binding events have been identified for the transcription factor TCF3 in
B-cell specification [9] and KLF1 during erythrocyte differentiation [10] amongst
many other examples. In many cases it is not clear how this differential binding
is regulated and while interesting, the observed differences in occupancy do not
necessarily imply a causal effect on gene expression. When TF occupancy for a
large set of transcription factors was integrated with a large library of expression
data from yeast obtained under different conditions, around 50 % of binding
events could be correlated with changes in expression [11]. In mammalian cells
this correlation was lower, with a 10-25 % overlap [12]. It thus appears that

changes in binding of a single transcription factor may not always be sufficient
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to elicit a transcriptional change. Binding could also simply be a consequence
of the DNA being accessible. Some transcription factors also act as pioneer
factors and prime an inactive locus for later transcription, e.g. by remodelling
chromatin and changing nucleosome positioning, but do not themselves activate
transcription. How long a transcription factor stays bound at the promoter may
also be important. Indeed, some studies have suggested that rather than profiling
occupancy using methods such as ChIP-seq, measuring the residence time of a
transcription factor at a particular site might be a better indicator of function
[13].

1.1.2 Chromatin modifications

One of the factors that may influence whether a transcription factor can efficiently
bind its target binding site is accessibility. In eukaryotes, DNA exists in the
form of chromatin and is wrapped around histone proteins to form nucleosomes.
Chromatin function and accessibility is thought to be regulated by numerous
chromatin modifying enzymes, which add chemical groups to or remove them from
the tails and core residues [14] of histone proteins or DNA bases (Figure 1.1).
Chromatin remodellers reshuffle entire nucleosomes, the basic unit of chromatin
in which 147 bp of DNA are wrapped around one histone octamer consisting of
two copies of the core histones H2A, H2B, H3 and H4 and the linker histone H1
[15]. It is thought that chromatin modifications influence virtually all processes

taking place on chromatin including transcription, replication and DNA repair.

Several models have been proposed for how histone modifications function: The
“histone code” hypothesis [16] (Figure 1.2 A) states that chromatin marks
act in a combinatorial (or sequential) fashion to specify a particular functional
output. Chromatin modification is further thought to impact gene regulation
through two principal modes of action: (1) by affecting the physical properties of
chromatin and regulating access to binding sites and (2) by providing a platform
for signal transduction. For example, acetylation of positively charged lysines in
histone tails destabilises the association with negatively charged DNA. This does
not compromise the integrity of the nucleosome but might contribute to providing
easier access to transcription factors and polymerases (“charge neutralization
model”, Figure 1.2 B) [17]. In accordance, lysine acetylation correlates with

active transcription.
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DNA modifications

5mC C5-methylcytosine

5hmC C5-hydroxymethylcytosine
5fC  C5-formylcytosine

5caC C5-carboxylcytosine

3mC N3-methylcytosine

6mA N6-methyladenine

Histone modifications
acetylation, methylation,
phosphorylation, butyrylation,
formylation, sumoylation,
propionylation, citrullination,
ubiquitylation, crotonylation,
proline isomerization, ADP
ribosylation

30 different histone variants

histone

proteins
N
DNA ~———=

7N

nucleosome

Figure 1.1: Chromatin and its modifications. The cytosine and ade-
nine bases of DNA as well as the N-terminal tails and core residues of histone
proteins have been found to be chemically modified as shown. Entire histones
may be exchanged with variant histones, e.g. H3.3 often replaces H3 in nucle-
osomes at active genes and y-H2AX is incorporated at sites of DNA repair of
double-strand breaks.

The “signalling network model” of chromatin [18] emphasizes that post-
translational modifications of histones create docking sites for regulatory proteins
(Figure 1.2 C). For example, in addition to potentially affecting the interac-
tion between histones and DNA, acetylated lysines in histone tails can be recog-
nised by bromodomain-containing proteins including TAFI1250, which is part of
the general transcription factor complex TFIID, a core component of the pre-
initiation complex that forms at promoters upon initiation of transcription, and
by SWI2/SNF2, a nucleosome remodelling complex. The signalling model further
postulates that multiple modifications can combine to confer network properties
of bistability (switch-like behaviour due to presence of feedback loops and thresh-
olds) and robustness (due to redundancy). A well-characterised positive feedback
loop is the spreading of silencing H3K9 methylation mark, which is deposited by
SUV39H1, then recognised by the chromodomain-containing protein HP1, which
in turn recruits more SUV39H1 methyltransferase [19, 20].
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A Histone code hypothesis B Charge neutralisation model
Me Ac

"condensed"

Ac = Function 1

H4 HAT HDAC

N % "open" lysine acetylation

Ph Ph —» Function 2

C Signalling network model

effector function

Signal

\ recognition domain

chromatin-modifying (e.g. bromodomain)
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Figure 1.2: Models for chromatin function. A. The histone code hy-
pothesis proposes that chromatin marks act in a combinatorial (or sequential)
manner to specify a particular functional output. B. The charge neutralisation
model describes how addition or removal of charges from the N-terminal tails
of histones may affect interactions between histones and negatively charged
DNA. C. The signalling network model envisions chromatin modification as
part of a signal transduction pathway, whereby chromatin marks are added
or removed in response to an upstream signal and then form a platform for
binding of effector proteins.

Like transcription factor binding sites, chromatin modifications have been mapped
genome-wide by ChIP-seq in a wide variety of tissues and cell types using antibod-
ies specific to particular post-translational modifications on N-terminal histone
tails. Profiling of a total of 37 different histone marks in CD4™1 T cells [21, 22] has

revealed that many gene promoters have unique combinations of marks. However,
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in concordance with previous studies [23] including those employing ChIP-qPCR
[24] or ChIP-chip [25] methods, it was found that the promoter regions of known
active genes tend to have elevated histone acetylation as well as high levels of
H3K4 methylation (mono, di and tri) and H3K36me3 is present over the gene
body. Active genes also show reduced nucleosome occupancy around the tran-
scriptional start site (TSS) [26]. Repressed genes, on the other hand, were found
to harbour trimethylation of H3K27, H3K9 and H3K79 (Figure 1.3).

A quantitative model based on the genome-wide histone modification data from
CD4* T cells aimed to interrogate the relationship between histone modification
level and gene expression and achieved good correlation when comparing mod-
eled and measured expression levels (Pearson correlation coefficient r= 0.77 when
comparing to microarray expression data, r = 0.81 when comparing to RNA-seq
data) [27]. It further became evident that a large number of marks correlate with
each other, e.g. H3K27ac and H2BKbac levels had a correlation coefficient r =
0.97, so in principle it is sufficient to profile a subset of known marks to infer the
transcriptional status of a locus. A model based on only three marks (H3K27ac,
H3K4mel, H4K20mel) still predicted expression well (r max = 0.75).

RNAP Il

H3K27me3, H3K9me2/3,
H3K79me3

H3K4me3, H3K9ac
H3K4me2
H3K4mel

H3K79mel/2/3

regulatory active gene
element

H4K20mel, H2BK5mel,
H3K9mel, H3K27mel

?* DNA methylation

IIn i i i Y no DNA methylation

silenced gene ™ TSS

Figure 1.3: The chromatin landscape around active and inactive
genes (adapted from [21] and [28]).
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Genome-wide profiles of many different chromatin marks are now available for a
large number of cell types and experimental conditions, in part due to large in-
ternational efforts, such as IHEC (International Human Epigenome Consortium)
[29], ENCODE (Encyclopedia of DNA elements) [30] and NIH Roadmap Epige-
nomics Mapping Consortium [31]. ENCODE originally mapped the location of
up to 12 histone modifications and histone variants in 46 different cell types (as
well as generating ChIP-seq profiles for 119 different DNA-binding proteins and
a number of RNA polymerase components in 72 cell types) [32]. At the time of
writing, the IHEC data portal (http://epigenomesportal.ca/ihec/) contained
7,132 datasets referenced to the human genome, out of which the majority (3,725)
were profiles of histone modifications. A more in-depth discussion of what can
be learned about the function of chromatin marks from comparing these profiles
as well as a discussion of approaches to identify regulatory chromatin marks can

be found in section 1.2.

1.1.3 Nuclear architecture

The molecular machinery that is involved in transcription as well as its regula-
tion has been found to be non-uniformly distributed in the cell’s nucleus [33].
Chromosomes appear to be confined to regions of the nucleus called chromosome
territories [34]. The folding of chromatin in three-dimensional space has been
studied in a variety of organisms and cell types and overall chromatin architec-
ture appears to be remarkably conserved between several mammalian genomes
[35]. Chromatin is further organised into so-called “topologically-associating do-
mains” (TADs), where sections of chromatin interact much more frequently with

each other than with segments that lie outside the domain.
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Figure 1.4: Transcription in the context of nuclear architecture.
Chromatin, containing approximately 2 m of DNA for a human genome, is
folded in 3D space to fit into the nucleus which is approximately 6 pm in
diameter. Regions of chromatin that interact with the nuclear lamina or are
located at the nuclear periphery appear to be condensed and inactive (“hete-
rochromatic”). Transcription (as well as subsequent RNA processing) appears
to take place in foci with a high local concentration of the transcriptional
machinery and RNA processing machinery. These structures are dynamically
assembled and have been termed transcription “factories” and splicing “speck-
les” respectively. The nucleolus is a specialised site for transcription of ribo-
somal genes by RNA polymerase I and III. Chromatin loops can be formed
transiently (through the act of transcription in a factory) or be maintained by
scaffolding proteins. Chromatin looping is also thought to be the mechanism
through which enhancers interact with their target promoters.

These TADs can be several kilobases to megabases in length and domain bound-
aries are defined by insulator regions and CTCF binding sites in particular ori-
entation. Chromatin loops contained within TADs often link enhancers and pro-

moters in three-dimensional space. Enhancers are defined as DNA sequences
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that can increase transcription of a target gene, usually in cis. They can do so
from considerable distances ranging from as close as 100 bp to megabases away
[36]. Long-range interactions between enhancers and promoters, which may be
far apart on the linear genome but may be brought into close spatial proximity
through chromatin looping, are important for gene regulation (Figure 1.4, left
inset)[37]. At the beta-globin locus for example, interactions between the locus
control region (LCR) and downstream regulatory elements drive the formation of
a 200 kb loop, specifically in cells expressing the locus [38]. Genetic inversion of
CTCF binding sites that define domain boundaries can alter domain topology and
has been shown to impact negatively on transcription when enhancer-promoter

interaction are disrupted [39].

Interchromosomal contacts are much more infrequent than contacts between re-
gions within a TAD, but they have been observed at several well-studied loci dur-
ing transcription of co-regulated genes (Figure 1.4 right inset) [40-45]. Whether
observed changes to nuclear architecture are purely a consequence of transcription
or whether they can also regulate gene expression remains difficult to establish.
While it is clear that transcription occurs in the context of nuclear architecture
and also shapes it, the notion that a cell uses nuclear architecture to regulate

gene expression is still under debate.

1.1.4 Tug of war between different modes of gene

regulation

A plethora of signals - both extracellular and intracellular - need to be integrated
at the promoter of a given gene to specify a transcriptional output. Inevitably, dif-
ferent mechanisms of gene regulation converge at this point. One can think about
the integration of activatory and inhibitory signals as a tug of war. For example,
the chromatin environment might be favourable for transcription but without
the required transcription factors being expressed in that cell, transcription will
not be initiated. Conversely, an active transcription factor might not be able to
initiate transcription if its binding site at a promoter or enhancer is inaccessible.
However, some pioneer transcription factors can themselves change chromatin
environment through recruitment of other chromatin-modifying or chromatin-
remodelling proteins. There is thus a dynamic interplay between different modes
of gene regulation. The transcription factor FOXA1, for example, acts as a pio-
neer factor involved in the expression of liver-specific genes during development

and is also involved in the recruitment of Estrogen Receptor in breast cancer cells,

25



as well as androgen receptor recruitment in prostate cancer cells. In vitro recon-
stitution experiments have demonstrated that FOXA1 can displace nucleosomes
and create so-called DNase-hypersensitive sites even without the recruitment of
additional chromatin remodellers [46]. (This is thought to be due to structural
similarity to the linker histone H1, which could enable FOXA1 to physically dis-
rupt the interaction between DNA and histones.) However, another study also
found that FOXA1 is predominantly present at enhancers rich in H3K4mel /me2
but poor in H3K9me2 [47]. This correlation is consistent with the notion that

chromatin context dictates where FOXA1 binds to chromatin.

The extent to which chromatin context or transcription factors dominate at a
given promoter probably has to be established on a case-by-case basis. It has
been shown in D. melanogaster and C.elegans that several developmentally re-
sponsive genes are transcribed despite being completely devoid of the “activating”
chromatin marks that were illustrated in Figure 1.3 above [48]. It is possible
that rapid activation and inactivation of a class of genes at a particular time point
in development is entirely dependent on external signals with chromatin context

playing an insignificant role.

The next section will focus on how big a contribution chromatin marks can make
towards regulation of transcription and whether alteration of individual chro-

matin can force a gene into an active or inactive state respectively.

1.2 Can changes in chromatin marks regulate

gene expression?

While the presence or absence of certain chromatin marks often correlates with
transcriptional activity at a locus, it is difficult to establish whether changes in
chromatin marks can actually cause changes in gene expression as correlation does
not necessarily imply causation. In this section, attempts to infer function from
profiles of chromatin marks will be briefly introduced, before discussing the use of
genetic approaches to provide evidence for the functional role of chromatin marks
in gene regulation. Such approaches can be broadly separated into the following
classes: genetic manipulation of the DNA sequence underlying a chromatin mark
or larger chromatin feature, genetic mutation of histone proteins, and mutation
of the enzymes that add or remove chromatin marks. This will be followed by a

section describing novel approaches for editing individual chromatin marks.
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1.2.1 Inferring function from profiles of chromatin marks

Profiling of chromatin marks is an important first step towards identifying as-
sociations between chromatin features and genomic function at the level of gene
regulation. The genome-wide distributions of different chromatin marks have
been catalogued for different tissues and cell types and are remarkably useful
for predicting transcriptional rates [49]. A set of chromatin marks has also been
used to computationally impute chromatin states [50]. When integrated with
mapping of DNase hypersensitive sites, annotation of transcriptional start sites,
transcripts and exons, as well as genome-wide binding profiles of CTCF, c-MYC,
and NF-xB, a subset of these “learned” states was found to identify “promoter”,
“enhancer”, “insulator”, “transcribed” or “repressed” regions of the genome. A
chromatin state is thus an annotation of an inferred function, based on the ob-
served combination of epigenetic marks at a particular location in the genome.
Several of the inferred enhancers, defined by strong H3K4 methylation and weak
RNAPII signals, have also been experimentally validated [50].

Profiles of marks generated in different cell types or from the same source over
time can also be compared to identify regions that vary between different condi-
tions. Such a “comparative” approach has been used to find regions that differ
between embryonic stem cells and differentiated cell types in mouse [51]. This
led to the discovery that embryonic stem cells possess bivalent domains, which
harbour both “activatory” and “repressive” chromatin marks, in the promoters
of genes important for development. While not able to prove function, such
approaches can highlight interesting candidate regions for further experimental

analysis.

1.2.2 Insights from mutational analysis of chromatin-

modifying enzymes

It is possible to mutate or remove single bases harbouring DNA modifications.
However, this approach is not applicable to individual histone modifications and
can only be used to remove marks, not to add them. Nevertheless, such ap-
proaches have been useful in linking several epigenetic mechanisms including
DNA methylation [52], chromatin looping [53] and noncoding transcription [54]
to genomic imprinting. However, genetic manipulation can only provide indirect
evidence for causality. In most cases, entire genomic domains containing the fea-

ture of interest were excised by gene targeting in these studies, which makes it
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impossible to disentangle the effect of loss of a mark from the effect of loss of the

underlying DNA sequence.

It has been established that a large number of chromatin modifying enzymes
are essential for normal development and their loss induces embryonic lethality,
in some cases relatively early in mouse development (for example Dnmtl [55],
Dnmt3a and Dnmt3b [56], Lsd1 [57], Hdacl [58], Suv39h [59]). However, embry-
onic development is complex and can be disturbed in many ways, in fact there are
currently 2,669 mouse genes with embryonic lethality annotation [60]. Further-
more, when chromatin-modifying enzymes or their histone targets are mutated,
marks become globally altered across the genome. For example, overexpression of
mutant H3.3K27M in human neural progenitor cells leads to a global reduction in
histone H3K27me3 and is accompanied by the induction of genes associated with
a less differentiated developmental stage [61]. Conditional deletion of the H4K20
dimethyltransferase SUV4-20h1 in skeletal muscle cells in mice causes global re-
duction of H4K20me2, a concomitant increase in H4K20mel and a reduction in
H3K27me3 levels, while H4K20me3 levels remain unchanged. Mutant mice show
decreased amounts of heterochromatin in the nuclei of skeletal muscle stem cells,
increased levels of MyoD expression (20-fold) and exhaustion of stem cells upon
repeated injury leading to a muscle regeneration defect [62]. Given that marks
are altered globally in these experiments, they cannot provide insight into the
function of chromatin marks at individual sites. In addition, care has to be taken
when interpreting the results of chromatin modifier knockouts with respect to
transcription. Most, if not all, chromatin-modifying enzymes have non-histone
targets as well [63—-65]. Therefore, phenotypic changes resulting from chromatin
modifier knockouts (or pharmacological inhibition) cannot be attributed to mis-

regulation of chromatin alone.

One important insight gained from knockout studies is that global loss of chro-
matin marks does not always lead to major changes in the transcriptome. Sur-
prisingly limited transcriptional changes were detected following the almost com-
plete loss of DNA methylation through triple knockout of Dnmti, Dnmt3a and
Dnmt3b in mouse ES cells [66]. Following knockdown of SETD2 in RCC4 renal
cancer cells, ChIP-seq revealed loss of H3K36me3 along 2,513 genes, but no global
changes in RNAPII binding could be detected and only 326 genes showed changes
in transcription detectable by RNA-seq [67]. It is possible that a small but func-
tionally relevant fraction of marks escaped removal in these studies. However, it is
also possible that a majority of chromatin marks do not play functional role with

respect to transcription, at least in stable cell populations in culture. Perhaps
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the functional importance of marks would only be revealed by major transitions

such as during differentiation, reprogramming or transformation.

1.2.3 Recent advances in genome editing methods

It has recently become possible to design DNA binding proteins using either a
Zinc-finger (ZF), TALE (Transcription activator-like effector), or CRISPR/Cas
(Clustered regularly interspaced short palindromic repeats/CRISPR-associated)
architecture [68]. These proteins can be engineered to bind to a unique user-
defined site in the genome. With Zinc-fingers and TALEs, targeting to a specific
genomic sequence is achieved by a programmable DNA binding domain. This do-
main is constructed by combining modular protein domains that each recognise
a particular base triplet (ZF) or single base (TALESs) in the target sequence. The
bacterial protein Cas9 on the other hand can be targeted by a synthetic RNA
molecule, which is a fusion of the so-called crRNA and tracrRNA of the type
IT CRISPR system of Streptococcus pyogenes [69-71]. This guide RNA (gRNA)
consists of a 20 bp protospacer sequence that determines the target binding site
and a scaffold sequence that folds into a stem loop which is recognised by the
CRISPR-associated protein Cas9. Targeting with CRISPR is straightforward
compared to other platforms because the targeting sequence can be used directly
as a template for the gRNA sequence. The only requirement for gRNA design is
the presence of a protospacer-adjacent motif (PAM) sequence of the form “NGG”
(for this particular Cas9, see [72]) immediately after the targeting site. Using a
protein-based targeting system, each base in the targeting sequence has to be
matched with the corresponding protein domain. Design of Zinc finger is com-
plicated by crosstalk between adjacent protein domains in the targeting moiety.
TALE assembly is challenging because it involves a multi-step cloning procedure
to juxtapose repetitive domains as the base specificity is only conferred by two

amino acids within each repeat region.

All three systems have been used successfully for genome editing. For genome
editing purposes, the DNA double strand has to be physically broken in order to
trigger repair via non-homologous end joining (NHEJ), resulting in small inser-
tions or deletions, or Homology-directed repair, leading to precise changes (inser-
tion/deletion of a defined sequence or single nucleotide changes) through use of a
plasmid-based repair template. In order to trigger formation of a double-strand
break at a precise genomic location, the DNA binding domain of Zinc fingers

and TALEs is fused to a nuclease or nickase domain. Cas9 on the other hand has
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endogenous nuclease activity. These novel methods have made it much faster and
easier to produce genome modifications compared to earlier gene targeting meth-
ods and they have already been used generate knockouts of chromatin modifiers
[66]. However, these experiments suffer from the same caveats as the experiments
described above, primarily in that they cannot distinguish the relative contribu-
tions that loss of the chromatin modification and loss of the underlying DNA

sequence make to the observed effect.

1.2.4 Epigenome editing with programmable chromatin

modifiers

Chromatin modifying enzymes, or their minimal catalytic domains, can be made
targetable through fusion to a zinc-finger or TALE DNA binding domain or to
the catalytically inactive version of the CRISPR protein Cas9 (dCas9). Knock-
out of the nuclease activity of Cas9 is achieved by introducing two single base
pair changes (D10A and H840A) [69]. These proteins act as a targeting platform,
changing individual (or a few) chromatin marks at a specific site in chromatin

without altering the underlying DNA sequence.

A number of chromatin-modifying enzymes have already been attached to differ-
ent DNA binding domains. These have been used to add or remove chromatin
marks at the target sites (see Tables 1.1 and 1.2 for details of these studies
and observed effects, see also [73]). Collectively, these studies have shown that
catalytic domains of chromatin-modifying enzymes are sufficient to induce tran-
scriptional changes when directed to specific target sites. Adequate controls were
used in most of these studies, including catalytic mutants which ensured that
the observed effect is due to enzymatic activity and not merely due to chromatin
binding as well as off-target controls to control for overexpression of the chromatin

modifier.
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Figure 1.5: Epigenome editing with the CRISPR/Cas system. A
synthetic guide RNA (gRNA) can be used to target an effector (orange), fused
to the catalytically dead Cas9 protein (dCas9, grey) to genomic loci of interest,
here regulatory elements such as gene promoters or distal enhancers (blue), in
order to regulate expression of a specific gene (green).

In this way (and as I have described in [73]), it has been established that a dCas9-
p300 histone acetyltransferase fusion can activate transcription of MYOD and
OCTY4 both from proximal promoters and distal enhancers. At some of the sites
tested, induction of mRNA following epigenome engineering with dCas9-p300 is
stronger than activation achieved by a transcriptional activator at the same site
[74].  Furthermore, it has been shown that demethylation of several (but not
all) sites targeted in the RHOXF2 promoter using a TALE-TET1 fusion leads to
transcriptional up-regulation of this gene [75]. Addition of H3K4me3 by using the
histone methyltransferase PRDM9 targeted via dCas9 or a zinc finger could in
some cases achieve re-expression of silenced target genes [76]. Conversely, lysine
demethylase LSD1 has been used to silence genes by targeting to known enhancer
regions [77, 78|. Several targetable DNMT3a constructs have been reported and
have been shown to decrease transcript levels when targeted to promoters [79-
82]. Thus in summary, targetable chromatin modifiers have been used both to
up- and to down-regulate mRNA levels. The experiments described above further
provide direct evidence that chromatin modifiers can regulate transcription. In
most cases, an effect on transcription could be detected following modification of
some, but not all, targeted sites. This suggests inherent differences in the reg-
ulatory potential of genomic loci as well as at the level of individual chromatin
marks. Consistent with results from genetic experiments, this implies that certain
chromatin marks may only be functionally relevant at a subset of sites they occur
at. One important unanswered question is whether the observed transcriptional

changes are indeed mediated directly via changes in chromatin marks. Chro-
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matin modifiers such as histone acetyltransferases (HATs) and histone deacety-
lases (HDACSs) have been shown to have many non-histone substrates, including
transcription factors such as p53, ETS and SMAD7 [83]. It is thus also possible
that the observed effects could be relayed by local post-translational modification

of transcription factors and this requires further investigation.

The functional consequences of epigenome engineering can be assessed by looking
at changes in transcript level, protein level, or cellular phenotype. It is difficult
to judge whether statistically significant but relatively small engineered changes
in transcript level reported can be biologically relevant. However, if engineered
marks translate into alterations of protein levels it is possible that they may
indeed influence cellular behaviour. Several studies have already reported changes
in protein level following epigenome engineering [78, 79, 84]. Ultimately, it will
be important to test directly for changes in cellular or organismal phenotypes.
A few studies have made such a connection already. It has been reported that
addition or removal of single chromatin marks is sufficient to alter cell proliferation
and colony-forming ability of cancer cells [79], the capacity for self-renewal of

pluripotent stem cells [78] and even addiction-related behaviour in mice [84].

Important questions that remain are how common functional chromatin marks
are and whether engineered changes to transcription can be maintained by cells
and may even be heritable (see also [73]). While DNA methylation is generally
thought of as a heritable and stable mark, there is emerging evidence that cells
may counteract engineered changes. In one study, engineered DNA methylation
marks were found to reduce to background levels in vitro [82] indicating they are
either actively or passively lost. However, in another report targeting a different
locus, engineered DNA methylation marks were found to persist [85]. Since the
loci that were targeted differed in the two studies (and in the latter was located
on a human artificial chromosome) it is possible that endogenous chromatin “con-
text” determines whether an engineered change can be maintained. However, this

still requires further investigation.

In line with the above argument, another recent study concluded that both the
level of activation achieved by epigenome engineering as well as its stability of
the engineered change through mitosis depends on chromatin environment [76].
The authors targeted four loci that they characterised as susceptible silenced, i.e.
repressed without DNA methylation (PLOD2 in C33a cancer cells, EpCAM in
HEK293T and A549) or insusceptible, i.e. repressed and with DNA hyperme-
thylation (ICAM1 and RASSF1a in both HEK293T and A549) with the histone
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methyltransferase PRDM9 in different cell lines. The dCas9 fusion protein did
not appear to bind the hypermethylated sites efficiently as indicated by ChIP
whereas the smaller zinc-finger fusions achieved up 60 % increase in H3K4me3
levels even at the promoters with DNA hypermethylation, indicating efficient
binding. In both cases, however, increases of mRNA levels were modest. One
inducible targetable PRDM9 construct achieved 8-fold increase in mRNA at the
EpCAM promoter, however the effect was not sustained and expression decayed
to background levels after 7 days in culture. Modification of the unmethylated
PLODZ2 promoter with two different zinc-finger fusions appeared to be stable over

the same time-course.

Another recent study reported remarkably strong and stable gene silencing of
the B2M locus in K562 cells using a combination of targetable repressors [86].
The authors found that targeting the promoter of B2M endogenously tagged
with tdTomato using a triple combination of DNMT3a, DNMT3L and KRAB
(targeted either via dCas9 or a TALE DNA binding domain), achiev