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Abstract

Contrary to longstanding assumptions about the arbitrariness of language,
recent work has highlighted how much iconicity — i.e. non-arbitrariness —
exists in language, in the form of not only onomatopoeia (bang, splash,
meow), but also sound-symbolism, signed vocabulary, and (in a paralinguistic
channel) mimetic gesture. But is this iconicity ornamental, or does it represent
a systematic feature of language important in language acquisition,

processing, and evolution?

Scholars have begun to address this question, and this thesis adds to that
effort, focusing on spoken language (including gesture). After introducing
iconicity and reviewing the literature in the introduction, Chapter 2 reviews
sound-shape iconicity (the “kiki-bouba” effect), and presents a norming study
that verifies the phonetic parameters of the effect, suggesting that it likely
involves multiple mechanisms. Chapter 3 shows that sound-shape iconicity
helps participants learn in a model of vocabulary acquisition (cross-situational
learning) by disambiguating reference. Variations on this experiment show
that the round association may be marginally stronger than the spiky, but only
barely, suggesting that representations of lip shape may be partly but not

entirely responsible for the effect.

Chapter 4 models language change using the iterated learning paradigm. It
shows that iconicity (both sound-shape and motion) emerges from an

arbitrary initial language over ten ‘generations’ of speakers. | argue this



shows that psychological biases introduce systematic pressure towards
iconicity over language change, and that moreover spoken iconicity can help

bootstrap a system of communication.

Chapter 5 shifts to children and gesture, attempting to answer whether
children can take meaning from iconic action gestures. Results here were
null, but definitive conclusions must await new experiments with higher

statistical power.

The conclusion sums up my findings and their significance, and points

towards crucial research for the future.
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Introduction: Iconicity and its Place in Language

The typical assumption in the study of language during the 20th Century was that the
form of words has nothing to do with their meaning (de Saussure, 1916; Hockett,
1960; Levelt, Roelofs, & Meyer, 1999). However, there is evidence of non-
arbitrariness (‘iconicity’) in the lexica of the world’s natural languages, and, for
spoken languages, of iconicity in the paralinguistic channels of gesture and prosody.
Moreover, there is evidence that this iconicity has real psychological payoffs in the
form of increased learnability and facilitated processing. This introduction will begin
by defining iconicity. It will then give an overview of what we know about the role
iconicity plays in natural language, and what we don’t. Finally it will set out a

roadmap for the rest of the thesis.

What is Iconicity?

Though the concept of a non-arbitrary language is much older (Plato, 360 B.C.;
Locke, 1690), the term iconicity was first introduced by the late 19™ and early 20"
Century American philosopher Charles Sanders Peirce in 1867. His taxonomy of
signs (which is general, not merely linguistic) will be a useful place to start the
explanation of what | will mean by iconicity in this thesis. Peirce’s semiotics are
complex, somewhat inconsistent across his long career, and rather idiosyncratic.
However, roughly speaking Peirce says that one important way of classifying signs

groups them into three types (Peirce, 1931-1935, 2.228; 2.229):

21



- Symbols: signs that are connected to their objects by convention or
interpretative habit (e.g. the numeral “7” being used for sets of cardinality
seven — nothing about the sign is a particular fit for its object)

- Indices: signs that receive their meaning by virtue of some real connection
(causal or otherwise) to their object (e.g. smoke for fire, mercury level in a
thermometer for temperature)

- lcons: signs that are connected to their object by resemblance or imitation
(e.g. the word splash, the British Sign Language sign for CAT, a No Smoking

sign, a graph visually reproducing the relations between aspects of its object)

Iconicity is the property of being an icon in the above sense. Peirce explicitly rules
into the possibilities of the icon not only simple resemblances (e.g. size, shape), but
also structural and metaphorical similarities of relation or structure, so right from the
outset we have more than one possible kind of iconicity (a point we will return to

shortly).

Before we go into the details of iconicity in natural language, | want to acknowledge
some apparently problematic features of the notion of iconicity, and identify which
really are problematic for us and which are not. As a metaphysical stance on the
relationship of signs to objects, the idea of iconicity immediately draws its defenders
into other questions. For instance, iconicity is defined in terms of resemblance. Any
proponent of iconicity therefore has to take a stance on resemblance that doesn’t
end up with the result that everything resembles everything else equally (or not at
all), as this would mean iconicity cannot possibly link sign to object. Establishing this
means diving into debates like whether the correct account of universals is realist or
a nominalist, and what the details of that account should be. Needless to say this is a

thorny issue.
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Fortunately this need not concern us here, as our interest is not metaphysical but
psychological. As long as human minds represent relations such as resemblance, it
doesn’t matter whether those relations actually exist in a metaphysical sense: they
can still play a role in establishing our systems of signs. Thus if the philosophical
issues above trouble us, we can read ‘iconicity’ as meaning iconicity relative to
human mental representations. However, the psychological view raises its own set of

questions, which should be borne in mind through what follows.

Firstly: are all forms of iconicity represented in the same way? Almost certainly it's
naive to imagine that there is an iconicity module localised somewhere in the
neocortex that lights up if and only if we’re dealing with iconicity. Instances of iconic

signs are as diverse as:

Onomatopoeic words which directly imitate the sound of their referent

- Sound-symbolic words which e.g. exhibit structural isomorphism with their
referents by using syllable reduplication to denote repetition

- Sound-shape iconicity (i.e. applying words like ‘bouba’ to round things and
‘kiki’ to spiky things’: see below and Chapter 2), which appears to involve
difficult-to-make-sense-of cross-modal resemblance

- Mimetic gestures or signs in sign language which schematically represent the

shape of referents

Thus iconicity appears unimodally in different modalities, cross-modally, and at
different levels of abstraction. It is by no means a foregone conclusion that all these
different types of iconicity are represented in the same way using the same cognitive
systems (Perniss & Vigliocco, 2014). Indeed later in the thesis we will see that the

literature suggests that some: e.g. sound-shape iconicity, are mastered at a younger
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age than others: e.g. iconic gesture, suggesting that at least some of the

mechanisms involved in each case are different.

Secondly, how many different abilities are involved in any given act of understanding
or producing an iconic sign? Logically, it seems that interpreting an iconic sign is an
act with at least two subcomponents: recognising the resemblance between the sign
and its object, and recognising that this resemblance is used referentially, i.e. as part
of an intentional (in both senses) act of communication. Both this point and the
previous one about types of iconicity can be summarised as a caveat that iconicity,
though a useful category, may be cognitively heterogeneous. At present our
understanding of the cognitive bases of iconicity is quite limited, but we should be
ready to revise our definitions and taxonomies in order to carve cognition at the

joints. However, | sketch a possible taxonomy below.

This brings us to a final question: how much a psychological understanding of
iconicity will diverge from Peirce’s (descriptive rather than explicatory) logical criteria
as set down above. Is it the case that everything a psychologist should wish to term
iconicity meets Peirce’s strict definition? For instance, take the sound-shape iconicity
mentioned above. It is difficult to make sense of the claim that there could be a literal
resemblance between a sound and a shape. And yet most people, when confronted
with the right examples, feel that there is. A number of the most plausible accounts
of the effect explain it on the basis of an experientially learned association between
certain speech sound (or their acoustic properties) and certain objects of given
shapes (either mouth shape, or letter shape, or the size/shape of a wider range of
objects in the world). In a strict Peircean sense, this is indexicality (a sign-object link
by virtue of real connection) rather than iconicity (a sign-object link by virtue of real

resemblance). Nonetheless, there are good reasons to think that people really do
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perceive those words and those shapes as resembling one another. Therefore | think
it is reasonable to cast the net wide when defining iconicity for psychological
purposes: any pairing of word and referent that people perceive as resembling one

another should count.

However, one thing that | explicitly exclude from my definition of iconicity is the
interesting phenomenon that Monaghan, Shillcock, Christiansen, and Kirby (2014)
term systematicity; see also Cuskley and Kirby’s (2013) sensory versus conventional
sound-symbolism, and Gasser, Sethuraman, and Hockema’s (2010) distinction
between absolute and relative iconicity (the latter in each case basically
corresponding to systematicity). This is a scenario where there is correlation
between form and meaning. A good example of this is phonestheme clusters, e.g.
the English set glow, gleam, glimmer, glister, glisten, glare, all of which have
meanings related to the emission of light'. Clearly the form of these words is not
merely arbitrary, but there is seemingly no sense in which each individual sign
resembles its object. For clarity, it is important to make this distinction clear at the
outset, as some accounts conflate systematicity and iconicity proper (perhaps

because both are present in phenomena like sound-symbolism).

One last point to avoid later confusion before we turn to natural language: iconicity
and conventionality are not mutually exclusive. This is made clear by considering the
onomatopoeic words for the cock’s crow in different languages: cock a doodle doo
(English), chicchirichi (ltalian), kikeriki (German). Clearly each of these words is

iconic, but they are also different, and conventionalised (having a lexical entry, and

! More generally, morphology could also be analysed as an example of systematicity at the
level of the wordform (e.g. English words ending in —able are adjectives pertaining to some
entity’s propensity to undergo some process).
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respecting the phonotactics of the language in question). Thus when | claim that a
word is iconic, this should not be taken as a further claim that the word is not also

conventionalised.

Iconicity in Natural Language

The assumption that any sign can be matched up with any meaning has sometimes
been taken as a truism (de Saussure, 1916). After all, how else could different
languages have different words for the same thing (‘dog’, ‘chien’, ‘perro’, ‘hund’
etc.)? The arguments against natural connections between form and meaning have
intuitive force (see Locke, 1690). signs are always partly ambiguous and their
meaning can’t be guessed from form alone without context (Wittgenstein, 1953). But
though language is often arbitrary (sometimes necessarily so), many modes of
human communication - including spoken language, signed language, gesture, and
facial expression - show extensive iconicity (Perniss, Thompson, & Vigliocco, 2010;

gesture will be reviewed more extensively in Chapter 5).

Spoken Language

My focus over most of the rest of the thesis is on vocabulary, and | review the
literature on this shortly. However it should be noted there is also substantial iconicity
at higher levels such as narrative and syntax, including linear word order (Berlin,
1994; Croft, 1990, 2003; Givon, 1985, 1991; Greenberg, 1963; Haiman, 1980, 1985;
Levinson, 2000; Newmeyer, 1992). For example in ‘John braked and made a left

turn’ the implication is that the braking and the turning left came in that order (even if
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the truth conditions of the sentence do not entail this). Causality can be similarly
encoded in word order: in a sentence like “You give me a pay rise or | quit’, the
implication goes beyond the literal meaning of the logical disjunction ‘or’ to imply that
failing to give a pay rise will cause me to quit (an implication not present if the order
is reversed). As causes must precede effects, this word order iconically encodes that
aspect of causality. In the phrase ‘over and over and over again’ the repetition of
over iconically enacts repetition of an event. Even constituency structure itself could
be regarded as iconically encoding contiguous clusters of properties as constituents:
in “The quick brown fox jumps over the lazy dog’, the words quick brown fox are
grouped together in a constituent, just as the sets they refer to intersect in a single
entity. Narrative is also extensively iconic, tending to unfold events in chronological
order, and localise events in a particular spatial location in the same passage (unless

self-consciously departing from these principles for deliberate effect).

English and other Indo-European languages are relatively poor in lexical iconicity, to
which we turn now. As these are the languages in which the majority of cognitive
scientists and theoretical linguists work, scholars have tended to assume that all
languages are equally impoverished. Nonetheless, pockets of iconicity exist even
here in the form of onomatopoeia: words that directly mimic sound (e.g. ‘bang’, ‘hiss’,
‘splash’, ‘gurgle’, ‘cock-a-doodle-doo’, ‘whack’). In many other spoken languages
however, iconicity is relatively abundant — including the great majority of sub-
Saharan African languages (Childs, 1994); some Australian Aboriginal languages
(Alpher, 2001; McGregor, 2001; Schultze-Berndt, 2001); Southeast Asian languages
(Diffloth, 1972; Watson, 2001); indigenous languages of South America (Nuckolls,
1996); Balto-Finnic languages (Mikone, 2001); and Japanese (e.g., Kita, 1997,

Hamano, 1998).
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Iconicity in these languages takes various forms. Japanese has a class of mimetic or
sound-symbolic words that show systematic/near-systematic relationships between
aspects of sound and meaning (e.g. initial consonant and size of referent), with one
dictionary of Japanese mimetics listing over 1,700 entries (Atoda & Hoshino, 1995).
In Japanese, reduplication of syllables often refers to repeated actions (e.g. ‘goro’
means a heavy object rolling, ‘gorogoro’ means a heavy object rolling repeatedly;
‘koro’ means a light object rolling, ‘korokoro’ means a light object rolling repeatedly).
The same syllabic reduplication is seen in Siwu (a Niger-Congo language), which
additionally maps unitary events onto single syllables, and signifies unitary but
durative events by a lengthened vowel (Dingemanse, 2011). Sound-symbolic iconic
words are used extensively in everyday conversation, and are particularly favoured
in story telling as a way of bringing tales to life. In Japanese they can be found in
everything from comic books to novels by Nobel-Prize winners (Schourup, 1993).
Many sound-symbolic words can be described as ideophones, a rather loosely
defined class of sound-symbolics that depict sensory imagery, not necessarily in the

auditory modality (Dingemanse, 2012).

Sound-symbolism is partly conventionalised within languages. However it is not
entirely arbitrary. When speakers of entirely different languages are given words in
each other’s languages and asked to choose the correct meaning from pairs of
antonyms, they perform above chance. This holds for Japanese ideophones and
English speakers (Imai, Kita, Nagumo, & Okada, 2008; Iwasaki, Vinson, & Vigliocco,
2007a; Oda, 2000; though for a failure to replicate for ideophones expressing
aesthetic judgments see Iwasaki, Vinson, & Vigliocco, 2007b), and English, Czech,
Hindi, and Chinese (Brown, Black, & Horowitz, 1955). Thus sound alone can be

informative about meaning.
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In a related phenomenon, the same associations between word-sound and shape
are respected among highly geographically, culturally, and linguistically diverse
populations. Back vowels and higher sonority consonants evoke large, heavy, slow,
rounded things, whereas front vowels and lower sonority consonants evoke small,
light, quick, jagged things (Ramachandran & Hubbard, 2001; there is evidence that
other speech sound-property correlations obtain for properties like taste, colour, and
brightness — see Dingemanse and Lockwood, 2015, for a review). Sound-shape
iconicity will be discussed extensively in Chapter 2, so | will not elaborate here, but it
is interesting to note that it appears to inform sound-symbolism: the [g] of the
aforementioned goro (heavy object rolling, in Japanese) is a rounder, heavier

consonant than the [k] of koro (light object rolling).

Related forms of iconic mapping dealing with non-sonic properties other than shape
are also incorporated even into lexica that are not sound-symbolic. Indexicals for
short distances tend to contain front vowels whereas those for big distances tend to
contain back vowels (Tanz, 1971), and diminutives tend to contain high front vowels
(Ultan, 1978). It is even the case that words for the mouth tend to contain bilabial

consonants, whereas those for the nose contain nasals (Urban, 2011).

Iconicity is also present in prosody, particularly that of infant directed speech
(Perniss, Thompson, & Vigliocco, 2010). Imagine a parent saying “the big, scary
bear!” in a gruff voice, or an exasperated commuter complaining “It was soooo
slooowwwwww”. Such prosodic iconicity has the potential to facilitate communication

(Nygaard, Herold, & Namy, 2009; Shintel, Nusbaum, & Okrent, 2006).

Adult face-to-face communication is also extremely rich in gestural iconicity, with

30% of gestures produced in such contexts being iconic (McNeill, 1992). Such
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gesture is automatically integrated with the speech channel (Chu & Kita, 2008; Kelly,

Ozyiirek, & Maris, 2010).

Sign Language

Sign language is not our primary focus here. However the visual modality — utilising
hand shape, position, and movement — affords richer iconicity than is possible for
spoken languages (see Perniss, Thompson, & Vigliocco, 2010 for a full review), and
so provides an interesting test case. Iconicity may represent e.g. appearance (as in
British Sign Language CRY, involving the outlining of tear tracks on the cheek) or
motion (as in BSL AEROPLANE, which represents the motion of an airborne plane).
Iconicity for action is also common (e.g. BSL HAMMER, mimetic of a hammer hold

and hammering motion).

Human Sensitivity to Iconicity

Spoken Language

Beginning with segmental iconicity, Cuskley (2013) showed that participants are
sensitive to motion iconicity, a form of iconicity common in sound-symbolic
languages (as in the goro vs. gorogoro example above), and which we will revisit in
Chapter 4. When asked to adjust the speed of an animation of a moving ball to
match a premade nonword, participants chose to pair back vowels with slow speed,
and consonant reduplication with faster speeds. The literature on sound-shape

iconicity contains many instances of people’s sensitivity to that form of iconicity (as
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well as its benefits to word learning and processing: see Chapter 2 for a fuller

discussion, or Dingemanse & Lockwood, 2015, for a review).

Adults are also sensitive to iconic prosodic contours. Nygaard, Herold, and Namy
(2009), played participants novel words and asked them to guess the meaning of
those words by choosing between pairs of pictures depicting antonyms on a certain
dimension (e.g. hot-cold). When the words were recorded with infant-directed-
speech-like prosody by people who knew their meanings, participants were able to
use this prosodic information to correctly guess the meaning. However when names
were recorded with the kind of prosody associated with an irrelevant dimension,
prosody was no help. This shows that prosody was not simply communicating
valence across all dimensions, but was rather imparting something more
semantically specific. Mitterer Schuermen, Reinisch, Tufvesson, and Dingemanse
(2012) show that resynthesized versions of ideophones from five languages in five
semantic domains are semantically transparent to speakers of other languages, but

only if characteristic prosody is included as well as phonemes.

Shintel, Nusbaum, and Okrent (2006) examined analogue properties of the speech
channel (so called ‘spoken gesture’ — essentially aspects of prosody) in participants
who had been asked to describe the direction of a moving dot. Participants
spontaneously used higher vocal pitch for an upwards-bound dot than for one
moving downwards, iconically mirroring the dots’ motion with their voices. Likewise,
when participants had to describe dots’ direction of horizontal motion they used rate
of speech to iconically encode information about the dots’ speed, speaking faster for
faster moving dots. Similarly, Walker et al. (2010) showed that infants as young as 3-
4 months are sensitive to cross-modal iconic mappings. Infants looked longer at

videos of bouncing balls when their up-down motion was accompanied by a slide-
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whistle sound with congruent rather than incongruent pitch change (i.e. high pitches

matching high locations and low pitches matching low location).

There is also substantial evidence that from quite an early age (i.e. c. 26 months)
human beings are sensitive to iconic gestures. See Chapter 5 for a full review,
alternatively Ozgaliskan, Genter, & Goldin-Meadow (2014). However, evidence for
children younger than 26 months is extremely sparse, a problem | begin to address

in Chapter 5.

Sign Language

Users of sign language are aware of iconic properties of signs. Emmorey (2014)
discusses iconicity in sign language extensively, showing that it affects phenomena
such as metaphor and anaphora. The iconicity in sign language is sometimes so
overt that awareness is taken for granted, thus many studies that show awareness
really focus on processing. | will discuss some of these below. However it would be
interesting to see more explicit study of the extent to which sign iconicity enters

conscious awareness during production and comprehension.

Iconicity in Vocabulary Acquisition

Spoken Language

Imai, Kita, Nagumo, & Okada (2008) showed that word learning in children can
benefit from iconicity. They created novel verbs, some of which were sound-symbolic

of particular actions, others of which were not. The verbs were used as the materials
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in a learning task for 3-year-old Japanese-speaking children. The children learned
iconic verbs better than non-iconic alternatives. Kantartzis, Imai, and Kita (2011)
found the same results for English speaking three-year-olds, indicating the benefit to
Japanese speakers at least partly reflects language-general biases rather than
internalisation of language-specific conventions. Equivalent results were obtained in
a very similar study by Yoshida (2012, Experiment 2), for both Japanese and English

speaking children.

Adult experimental studies supporting the possibility that sound-symbolism could
benefit vocabulary acquisition include Monaghan, Mattock, and Walker (2012), who
show that adult Anglophones are more effective at learning iconically congruent
names for shapes in cross-situational learning. Lockwood, Dingemanse, and
Hagoort (2016) show similar findings for Dutch adults and Japanese ideophones,
using Dutch concept names rather than shapes, and a more explicit teaching
method. Nielsen and Rendall (2012), show that adult Anglophones, trained on
pairings drawn from a set that pairs iconically congruent names and shape, could
generalise this sound-symbolism to identify further correct pairings from the same
set, whereas participants trained and tested on an iconically incongruent set could

not.

Observational research shows that in the course of normal learning, Japanese-
speaking children acquire iconic words early (Maeda and Maeda, 1983). In keeping
with this, both Maguire et al. (2010) and Saji and Imai (2013) find that Japanese-
speaking caregivers use more sound-symbolic and onomatopoeic words when
speaking to their toddlers than when addressing adults. Yoshida (2012, Experiment
1), in a study that had parents demonstrate how to play with toys to their children in

the lab, showed that Japanese parents almost ubiquitously employed sound-
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symbolism (with over a third of English speaking parents also employing vocal sound
effects or onomatopoeia, and many also using a verb like ‘sprinkle’ that raters

subsequently deemed iconic).

Perry, Perlman, and Lupyan (2015), analysing English and Spanish, two languages
not generally considered highly iconic, gave speakers early acquired verbs to rate for
iconicity. They found that adjectives tend to be more iconic than nouns and verbs (in
keeping with previous claims about iconicity across languages: Dingemanse, 2012;
Imai & Kita, 2014) and that English verbs tend to be more iconic than Spanish verbs
due to Spanish verbs tending to carry path information, and English verbs tending to
carry manner information. Crucially, they also found that there is a negative
correlation between iconicity and age of acquisition: i.e. the earlier acquired the
word, the greater its iconicity was likely to be. This suggests that even in Indo-
European languages that appear poor in iconicity, it may play an important role in

acquisition.

Aside from this interesting study, which is limited to establishing correlation rather
than causation, very little work has addressed the question of how much of a role
segmental iconicity plays in lexical acquisition of non-sound-symbolic languages, or
how much of a role prosodic iconicity plays in any acquisition of any language.
Moreover, while gestural iconicity is somewhat better studied, and has been shown
to be capable of teaching children aspects of word meaning, at least in the short
term (see Chapter 5 for a review), almost all studies look at children who are already
old enough to be well into vocabulary acquisition. Chapter 5 of this thesis however

looks at 18-month-old English speaking children and gestural iconicity.

34



Sign Language

Contrary to earlier studies (Folven & Bonvillian, 1991; Orlansky & Bonvillian, 1984)
Thompson, Vinson, Woll, & Vigliocco (2012) showed that iconicity of signs (as
operationalized by ratings from native adult signers) predicted sign production and
comprehension by deaf infants and toddlers as reported in the BSL communicative
development inventory. Moreover Perniss, Lu, Morgan, & Vigliocco (under review)
show that deaf mothers of young children accentuate iconicity in their signing when
referring to absent objects. However, the role of iconicity in the acquisition of these

highly iconic languages remains underexplored.

Summary of Acquisition Literature

In general, the nature of the advantage iconicity confers in vocabulary acquisition is
not entirely clear: it could help make wordforms more memorable, or it could help

solve what is widely described as Quine’s (1960) gavagai problem? of referential

? The situation Quine outlines is this: you are with a local in a country whose language you do
not speak. A rabbit hops past, at which your companion says “Gavagai”! It would be natural
to translate this as something like “Lo, a rabbit!”, but a moment’s reflection reveals that
nothing we know about the scene is inconsistent with it meaning “Stage in the life history of a
rabbit!”, or “Lo, undetached rabbit part!”, or “Let’'s go hunting!”.

This example is widely used as an illustration of the point that a child learning the vocabulary
of its native tongue is faced with a problem that also dogs any scientist constructing a
hypothesis: the underdetermination of theory by evidence. There are many interpretations
consistent with what we know about gavagai, and with what a language-acquiring infant
might know about gavagai too. Anything that narrows them down is therefore helpful.

However, just so that this may be acknowledged in some corner of the psychological
literature, however obscure, | want to point out that what Quine intended to demonstrate with
this example went well beyond the familiar underdetermination of theory by evidence: he
attempted to show that the correct translation of gavagai is not merely underdetermined, but
indeterminate. He wanted to show that there is no single fact of the matter about what the
speaker meant: any interpretation that can be made to fit with the facts of his behaviour is
equally valid.
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disambiguation, or both. Almost all studies so far content themselves with trying to
establish that iconicity makes a difference rather than establishing precisely what
that difference is. Chapters 3 and 5 of this thesis both attempt to shed some light on

the specific advantage iconicity confers on word learning.

Lexical Iconicity in Processing

Spoken Language

Westbury (2005) found evidence for a benefit of kiki-bouba style sound symbolism to
processing in a special lexical decision task. The words used featured one of two
classes of consonant, and each word was presented in a frame (a white shape on a
black background) that could either be round or spiky. Westbury found that for
nonwords, responses were faster when what he calls ‘continuants’ — actually
sonorants like nasals or approximants (e.g. /m/ or /I/) — appeared in a rounded frame,
and stops (e.g. /p/ or /k/) appeared in a spiky frame. In a single character letter/non-
letter decision control condition he showed that this could not simply be attributed to
letter shape. However, though the work is not published, other scholars have failed

to replicate the first part of this experiment (Julio Santiago, personal communication).

Kovic, Plunkett, and Westermann (2010), taught participants names for pictures via
an implicit learning categorisation task. The pictures were of animals, all of whose

prominent anatomical features were round (in one category) or spiky (in the other).

Needless to say | cannot do justice to Quine’s thesis here, but there is a certain irony in
broadly cognitivist-mentalist-internalist scholars like Bloom (2000) deploying Quine’s example
as a cornerstone of their accounts of word learning; Quine’s psychological proclivities were
thoroughly behaviourist. See Searle (2002) for an attempt to refute Quine’s indeterminacy
argument.
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The two categories of animals had names chosen for sound-symbolic association
with round and spiky shapes — e.g. ‘mot’ (round) and *riff (spiky). Participants were
assigned to one of two conditions — congruent (where ‘mot’ was the name of the
category of round animals, ‘riff of the spiky) and incongruent (where ‘riff was the
name for the round category, ‘mot’ the spiky). In a testing phase at the end of the
experiment, participants were faster to accept congruent mappings. Furthermore,
EEG readings showed an early negativity (N-200) for iconically congruent mappings
as compared to incongruent mappings, which the authors suggest reflects auditory-
visual feature integration. Moreover the ERP signal for accepting or rejecting pairings
of round animals and round names was distinct from all others, suggesting that
round-round iconicity may occupy a privileged position in the effect, a point to which

we return in Chapters 2, 3, and 4.

Meteyard, Stoppard, Snudden, Cappa, and Vigliocco (2015), using a range of
reading, repetition, and lexical decision tasks, found that processing of iconic words
in left-hnemispheric Anglophone aphasics was better preserved than that of arbitrary
words. They conclude that the representation of iconic words enjoys greater
redundancy than that of arbitrary words, perhaps because iconicity affords additional

pathways directly between phonology and semantics.

A number of neuroimaging studies have scanned participants as they perform
varieties of behavioural iconicity tasks without also having a control condition where
the same tasks are performed with non-iconic vocabulary, making such studies
almost completely uninformative about what extra mechanisms are involved in
iconicity over and above vocabulary use generally (see Lockwood & Dingemanse,
2015, p. 10, for a critique of this tendency). A few recent studies have corrected this.

Lockwood and Tuomainen used EEG to compare brain activity in Japanese
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speakers reading Japanese sentences with ideophonic vs. non-ideophonic adverbs.
They found that compared to the non-ideophonic control, brain activity during the
ideophonic sentences showed a greater P2 response and late positive complex,
which they interpret as reflecting multisensory integration of sound and sensory
processing. Lockwood, Hagoort, and Dingemanse (2016) obtained a similar result
with Dutch speakers, this time finding that P3 component and late positive complex -
again interpreted as reflecting multisensory integration - predicted how much
individual speakers’ learning benefited from sound-symbolism. Kanero, Imai, Okuda,
Okada, and Matsuda (2014), in an fMRI study on Japanese speakers, found that
mimetic words for shape and motion but not arbitrary words activated the right
posterior superior temporal sulcus (STS), which these authors argue is a hub of
multimodal integration (though results are complicated by the fact that it is also
known to process biological motion, which appeared in visual stimuli for the
experiment). Kanero et al. argue that the fact that extra ideophonic activation was in
the STS rather than unimodal sensory areas argues against an embodied
explanation of this kind of sound-symbolism, instead favouring one where both the
arbitrariness and the iconicity of the word influence its neural processing. Finally
Revill, Namy, De Fife, and Nygaard (2014), using fMRI with English speakers and
words from sound-symbolic languages, find that the left superior parietal cortex
shows increased activation for sound-symbolic compared to non-sound-symbolic

words, which again they attribute to cross-modal integration.

Study of the processing of prosodic and gestural iconicity has been sparse so far — a

significant gap in the literature.
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Sign Language

Iconicity also has consequences for processing in signed languages (see Perniss,
Thompson, & Vigliocco, 2010 for a review). To give a few examples: Thompson,
Vinson, and Vigliocco (2009) worked with American Sign Language signers. In a
sign-picture matching task they found that iconicity accelerated response time, as
long as the iconicity accentuated a feature that was salient in the picture. Controls
performing the same task with English words rather than signs showed no such
effect for the same pictures. In order to confirm that these results were not simply the
result of conscious strategies, Thompson, Vinson, & Vigliocco (2010) had
participants perform a phonological decision task in British Sign Language (BSL).
Even though this did not require access to meaning, iconicity still slowed reaction
time. Thompson et al. argue that this slowing represents stronger automatic
activation of the semantics of iconic signs. Vinson, Thompson, Skinner, and
Vigliocco (2015) examined the influence of iconicity on picture-sign matching,
phonological decision, and picture naming in BSL. They found that iconicity aids

comprehension across the board, and aids production for later acquired signs.

Summary

In processing research there has been more of a nominal commitment to
investigating mechanisms than in the acquisition research. However, with the
exception of Meteyard et al. (2015) - whose study implies that iconicity builds in
redundancy to the path between phonology and semantics, adding a second route in
addition to the one that holds for most of the lexicon - most of the spoken language

studies do not yield strong insights in this respect. Neuroimaging studies suggest
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that iconic words involve multisensory integration, but this hardly surprising: it is
virtually definitional of iconic words that they are entities in one modality (speech)

that evoke properties in another.

Tentatively we might want to distinguish three kinds of iconicity, each of which may

well involve different mechanisms:

- lconicity based on direct perceptual resemblance (e.g. onomatopoeia)

- lconicity based on learned cross-modal associations (perhaps including
sound-shape iconicity, and mappings between sound and other physical
features, such as size and brightness)

- lconicity based on more abstract structural isomorphism (e.g. many sign

language signs, mimetic and metaphorical gesture)

We might also speculate that iconicity for action (e.g. pushing) involves different
mechanisms to iconicity for fixed physical properties (e.g. size). However, we still
have much to learn about what different kinds of mechanisms establish the different
kinds of resemblance that define iconicity, and what mechanisms make it possible
for the resemblance to be interpreted as carrying communicative/referential weight. |

return to this point below in discussion of theoretical frameworks for iconicity.

Thus, to summarise the preceding four sections: iconicity sits alongside arbitrariness
in the world’s spoken and signed languages. The existing evidence argues that

speakers are sensitive to it, and that it can have facilitatory effects on language
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learning and processing. However, there remains much we do not yet understand

about how this works.

A Theoretical Framework for Iconicity

As reviewed above, most of the recent psychological, linguistic, and neuroscientific
literature on iconicity has been practically minded, focused on establishing iconicity’s
presence in natural language or demonstrating effects that show its efficacy in
language acquisition and processing. However, it is important not to lose sight of

bigger theoretical questions about why iconicity should matter at all.

Perniss and Vigliocco (2014) provide a useful framework, which | will adopt as a set
of background assumptions for the rest of the thesis. Perniss and Vigliocco argue
that iconicity is one way in which three major problems related to language might be

solved:

In the evolution of language, iconicity might have been a way to bridge between
reference to the immediate context and displaced reference (i.e. reference to things
not in the here and now) due to its power to evoke objects and phenomena not
actually present. This would have allowed hominin communication to go beyond the
kind of immediate functional reference to perceptually present entities (e.g.
predators) seen in primate signal systems, and bridge the way to true conceptual
reference, which depends on mental representations of sets of entities, none of
which need to be present for reference to succeed. The process may have been
driven by increasing group size, and division of labour in such a way as to

necessitate spatial separation.
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In language ontogeny, Perniss and Vigliocco argue that iconicity might play a critical
role in establishing referentiality as children’s language abilities get off the ground.
This shifts the problem of word learning to one where children use prior biases or
statistics in the input to match arbitrary words/signs to arbitrary referents, to one
where the form of the lexical item itself also provides an ever-present clue to
meaning. Moreover, it means that learning about the meaning of words can
potentially happen even in the absence of the word’s referent, and of useful linguistic

context.

Finally, iconicity may bridge between language form and meaning by providing
ready-made embodiment: inasmuch as language is understood by sensory and
motor activation, iconic language forms automatically provide semantic grounding
through activating those systems in appropriate ways. As Meteyard, Stoppard,
Snudden, Cappa, and Vigliocco (2015) argue, iconicity can therefore provide an

extra route to activation of semantics, making processing more efficient and robust.

Perniss and Vigliocco’s framework provides a theory of the relationship between
iconicity and natural language. However, they do not claim to be giving a
mechanism-level account of the phenomenon, instead recognising that iconicity
comes in many forms and is likely to draw on diverse cognitive resources (e.g.
perceptual categorisation for onomatopoeia, cross-modal associations for sound-
shape iconicity, abstract structure mapping for iconic gesture). Therefore in addition
to an account like Perniss and Vigliocco’s that sets out iconicity’s importance in
evolution, acquisition, and processing, we need mechanism-level theories of iconicity

(a possible taxonomy is sketched at the end of the previous section).
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Finally, there is another theoretical problem faced by iconicity research, one which is
very little acknowledged: how does iconicity get into the vocabulary? Iconicity
researchers tend to allude to the fact that iconicity is beneficial to processing and
acquisition when faced with this question. That may be part of the answer, but it
cannot be the whole answer: we can explain features of things that are consciously
designed by human beings simply by reference to the fact that they make the thing
work better (Why does the boat have a keel? — To keep it stable in the water), but
this won’t work for natural phenomena® (Why is the pebble smooth? — #So the water
can flow around it more easily). One possibility scholars occasionally raise is that
iconicity in the lexicon is a remnant of a superannuated iconic protolanguage (Kita,
2008), a kind of linguistic version of the vestigial tailbone. However, | will take a
different view, one that draws crucially on the role iconicity might play in language
change, which is another aspect of iconicity that remains almost entirely unstudied.
In Chapter 4 | will simulate language change using iterated learning (Kirby, Cornish,

& Smith, 2008), a model of cultural evolution.

This thesis adds to our sparse theoretical understanding of all these aspects of
iconicity, particularly to our understanding of the mechanism of sound-shape iconicity
(Chapters 2-4), and of gestural iconicity (Chapter 5), of iconicity’s specific role in

vocabulary acquisition (Chapters 3 and 5), iconicity’s role in evolution and language

® Darwinian explanations for natural phenomena, at least when phrased casually, often
appear to have this form (Why does the gazelle have long legs? — So it can run fast and
escape predators). However this is misleading, as what these explanations actually advert to
is not intentional (in both senses) causation by design (as in the keel example), but a non-
intentional process (natural selection) that gives design-like results. They only work given the
presupposition that natural selection is in operation. Natural selection is usually the best
explanation for designer-less phenomena that nonetheless appear designed, and — to pre-
empt my later arguments — | will explain the presence of iconicity in natural language by
reference to this kind of process, following similar explanations of key features of grammar by
e.g. Kirby, Smith, and Brighton (2004).
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change (Chapter 4), and how iconicity gets into the vocabulary in the first place

(Chapter 4 again).

Outline of the Thesis

After this introduction, in which I have introduced iconicity and showed how it plays a
role in natural language vocabulary, acquisition, and processing, | will begin Chapter
2 by introducing sound-shape iconicity, a form of spoken iconicity that | deal with
extensively in Chapters 3 and 4 (both as a phenomenon to be studied for its own
sake and as a case study in iconicity). | will give a brief introduction to English
phonetics, in order to set the scene for the study that follows. This was a norming
study for a large (in fact almost exhaustive) number of consonant-vowel syllables
formed using the speech sounds of English. Though the study is simple, its major
advantage is giving us far wider phonetic coverage than has been attempted before,
which puts the phonetic generalisations about the effect on a firm footing for the first
time, and yields insights as to the basis of sound-shape iconicity, preparing the way

for Chapters 3 and 4.

Chapter 3 focuses again on sound-shape iconicity, this time employing the cross-
situational learning paradigm (Yu & Smith, 2007), a artificial language learning
paradigm targeted at investigating vocabulary acquisition in ambiguous contexts. |
begin with a near-replication of Monaghan, Mattock, and Walker (2012). Like them, |
find that sound-shape iconicity improves performance in the cross-situational
learning paradigm, but unlike them my data suggests that this improvement lies not
in quicker learning per se (in the sense of more efficient use of available cross-

situational statistics, or faster or more robust encoding of memory traces), but rather
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in gavagai-style referential disambiguation (see above). | follow up this study with a
set of replications of a variation on the first study, aimed at testing whether the effect
is equally strong for round and spiky pairings, as might be predicted by a lip shape
based account of sound-shape iconicity. One run of the experiment gives a
significant asymmetry, but the others do not, so Bayesian statistics are used to test
the overall picture. The conclusion is that asymmetry in this paradigm is probably

small, if it exists at all.

Chapter 4 turns to experiments that involve word production. The mainstays of the
chapter are two iterated learning experiments, a paradigm that is designed to
investigate the dynamics of language change by having participants learn from
predecessors in a chain (like the game Chinese whispers/broken telephone). The
chapter begins with an introduction to the paradigm and its theoretical motivations. |
then present a simple experiment where | had participants spontaneously invent text-
based words for stimuli varying in shape (round vs. spiky), and duration of motion. |
find that sound-shape iconicity gets built into the names, as well as iconicity for
duration of motion (with longer-moving stimuli receiving longer names). Having
established that biases towards iconicity are present when generating new
vocabulary, | turn to the iterated learning paradigm for a more realistic model of how
languages evolve over time. In both a text-based and a speech-based version of the
experiment, both kinds of iconicity are seen to emerge again. | interpret this as
evidence that there could be systematic pressure towards iconicity in vocabulary
even if it is not obligatory, perhaps reflecting both production biases and learning
advantages, and that this may explain the presence of iconicity in natural language. |
also discuss what these results mean for the hypothesis that iconicity bootstrapped

our ancestors’ first protolanguage. | also note that these results seem to show the
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round-spiky asymmetry we saw a trace of in Chapter 3, perhaps suggesting that

different aspects of sound-shape iconicity are emphasised in production tasks.

Chapter 5 shifts focus from speech to gesture and from adults to children. Though
spoken languages like English are comparatively poor in lexical iconicity, face-to-
face communication features an abundance of iconic gesture. If iconicity is important
in language acquisition, then children acquiring spoken language may make use of
this gesture to learn about the meaning of words in the absence of clear referents.
Against this, it has generally been assumed that children are incapable of
comprehending iconic gesture before the age of 26-months. However, this
assumption is based on the weak support provided by the observation that children
barely produce iconic gesture before 26-month: very few studies directly assess
comprehension, and those that do exist gave mixed results. | decided to test whether
18-month-olds could match iconic gestures to corresponding manners of motion
using the most straightforward task possible: a looking time paradigm. My results

were null, however this may well reflect low power.

Finally, the conclusion summarises my findings, and takes stock of the new insights
provided by the preceding chapters and what they imply about the place of iconicity

in spoken language.
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Chapter 2: Outline of Sound-Shape Iconicity”

Introduction

Sound-shape iconicity (aka the ‘kiki-bouba effect’) is the cross-linguistic preference
for mapping certain sounds (e.g. back vowels and high sonority consonants) to
rounded objects; and others (e.g. front vowels and low sonority consonants) to
jagged objects (see Lockwood & Dingemanse, 2015; and Perniss, Thompson, &
Vigliocco, 2010, for reviews). It has enjoyed a healthy degree of attention in recent
years, and | will use it as a case study in iconicity in the chapters that follow. This
chapter comprises an introduction to the literature on this form of iconicity, and an
introduction to the phonetic concepts involved in the discussion of the effect,
followed by a study where | had participants rate a phonetically wide-ranging set of
syllables for iconicity. This is the first such study, and is important for verifying the
parameters of sound-shape iconicity, and for assessing theories of its mechanism.

Chapters 3 and 4 will build on what | find here.

The Effect

The classic demonstration of sound-shape iconicity is an experiment where
participants are given images of two 2-dimensional shapes, one round and cloud-
like, the other spiky and shard-like. They are told that one of the shapes is named

e.g. ‘kiki’, the other e.g. ‘bouba’ (Ramachandran & Hubbard, 2001), and asked to say

* Thanks to Zoé Belk for syllable recordings, and to Katrina Shum and Arzoo Mukarram for
assistance with editing of recordings and construction of experiment trial orders.
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which is which. Invariably, a sizable majority of respondents (70-95%) say that ‘kiki’

belongs to the spiky shape, and ‘bouba’ belongs to the round shape.

This research, building on early work by Kohler, who used ‘takete’ and ‘baluba’
(1929), and later ‘takete’ and ‘maluma’ to avoid similarity with ‘balloon’ (1947; later
replicated by Nielsen & Rendall, 2011), has been replicated for two-year-olds
(Maurer, Pathman, & Mondloch, 2006), four-month-old infants (using a looking time
paradigm; Ozturk, Krehm, & Vouloumanos, 2013), Swedish speakers (Ahlner &
Zlatev, 2010), Swahili speakers (Davis, 1961), and non-Indo European speaking
Namibians living a non-literate, non-industrial lifestyle (Bremner, Caparos, Davidoff,
De Fockert, Linnell, & Spence, 2012). The same shape-phonetics associations
pertain when shapes are depicted as 3D rather than 2D (Aveyard, 2012), when real-
world objects are used instead of shapes (D’Onofrio, 2014), when the methodology
used is implicit learning rather than one-shot binary choice (Monaghan, Mattock, &
Walker, 2012), and where the metric is rapidity of pairing rather than accuracy
(Parise & Spence, 2012; Kovic, Plunkett, & Westermann, 2010). Moreover, recent
EEG work shows that iconically mismatching word-shape pairings elicit an N400-like
response in 11-month-old infants, as well as left-hemispheric phase synchronisation
in the beta band, indicating increased processing effort in the nascent semantic
network (Asano, Imai, Kita, Kitajo, Okada, & Thierry, 2015; the authors argue that
infant sensitivity to iconicity bootstraps their understanding of speech sounds’

referentiality).

The only population reported to be insensitive to the effect are autistic people. Ocelli,
Esposito, Venuti, Arduino, & Zampini (2013) found that in a version of the classic
Kohler task high-functioning people with Autism Spectrum Disorder (ASD) diagnoses

showed reduced sensitivity to sound-shape iconicity, and low-functioning people with
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ASD showed none at all. Ocelli et al. tentatively attribute this to poorer multisensory
integration in ASD. However it is difficult to rule out the possibility that difficulty with
verbal instructions (people with ASD often have difficulty with verbal information) was
part of the cause of the diminished effect. Drijvers, Zaadnordijk, and Dingemanse
(2015) find that Dutch dyslexics also show the effect but at diminished strength. They
interpret this as reflecting difficulties in cross-modal processing in dyslexia, though it
would also seem to be highly consistent with the claim that the effect partly arises
from learned associations between orthography and phonology (see discussion of

Cuskley, Simner, & Kirby, 2015, below).

The speech sounds identified as spiky are typically plosives (Aveyard, 2012;
Monaghan, Mattock, & Walker, 2012; Nielsen & Rendall, 2011, 2013;
Ramachandran and Hubbard, 2001), voiceless obstruents (Ahlner & Zlatev, 2010;
D’Onofrio, 2014), front vowels (Ahlner & Zlatev, 2010; D’Onofrio, 2014; Monaghan et
al., 2012; Nielsen & Rendall, 2011), high vowels (Ahlner & Zlatev, 2010; Monaghan
et al., 2012), and unrounded vowels (Nielsen & Rendall, 2013); whereas the sounds
identified as round are sonorants (Ahlner & Zlatev, 2010; Monaghan et al., 2012;
Nielsen & Rendall, 2013), voiced plosives (D’Onofrio, 2014; Ramachandran &
Hubbard, 2001), labial consonants (D’Onofrio, 2014), back vowels (Ahlner & Zlatev,
2010; D’'Onofrio, 2014; Monaghan et al., 2012; Nielsen & Rendall, 2013), low vowels
(Ahlner & Zlatev, 2010; Monaghan et al., 2012), and rounded vowels (Nielsen &

Rendall, 2013). See Table 2.1 for a summary.
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Sonorants Ahlner & Zlatev, 2010; Voiceless Ahlner & Zlatev, 2010; D'Onofrio,

Monaghan et al., 2012; Nielsen 2014
& Obstruents
Rendall, 2013
H B D'Onofrio, 2014; H Aveyard, 2012;
VOICEd PIOSIVeS Ramachandran & Hubbard, (VOI(?GIESS) Monaghan et al., 2012; Nielsen &
2001 Plosives Rendall, 2011, 2013;

Ramachandran
and Hubbard, 2001

Labials D’'Onofrio, 2014

Ahlner & Zlatev, 2010; Ahlner & Zlatev, 2010; D'Onofrio,
Back Vowels D'Cnofrio, Front Vowels 2014; Monaghan et al., 2012;

2014; Monaghan et al., 2012; Nielsen

Nielsen & Rendall, 2013 & Rendall, 2011
Rounded Nielsen & Rendall, 2013 Unrounded Nielsen & Rendall, 2013
Vowels Vowels

Ahlner & Zlatev, H Ahlner & Zlatev, 2010; Monaghan
Low Vowels 2010; Monaghan et al., 2012 ngh Vowels et al., 2012

Table 2.1: Natural classes of phoneme described as round or spiky in the literature

Mechanisms

The mechanisms underlying sound-shape iconicity remain unclear, but there are a
number of plausible suggestions, each of which makes predictions about the
boundaries of the effect (summarised in Table 2.2 below). Ramachandran and
Hubbard (2001) suggest that the effect is based on cross-modal analogy between
visual shape and articulatory gesture, implying a non-visual representation of
articulation mediating between sound and shape (p. 19). The idea is that e.g. ‘sharp’
sounds are somehow metaphorically linked with ‘sharp’ articulatory gestures.
Ramachandran and Hubbard also make the alternative suggestion that ‘cross-wiring’
(p. 21) of auditory and visual brain maps creates a (basically arbitrary) link, with

associations depending on contingencies of human brain architecture.
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Another possibility is that the effect arises out of the fact that certain phonetic
properties of sounds are diagnostic of physical properties of the animals that make
them. It is interesting to note that some spiky sounds also tend to suggests
smallness, and some round sounds suggest largeness (Dingemanse & Lockwood,
2015; Perniss, Thompson, & Vigliocco, 2010). If shape associations piggyback on
size associations then those size associations may, like prosodic expression of
emotion, have biological roots in the use of pitch of vocalisation as a cue to body
size (a deeper pitch and deeper resonances corresponding to a larger hence more
threatening animal: Ohala, 1984, 1994; Xu, Kelly, & Smillie, 2013). Use of sound-
shape iconicity to signal body size may show up in e.g. sexual dimorphism in English

names (Pitcher, Mesoudi, & McElligott, 2013).

An alternative mechanism would operate via unimodal mappings. Ramachandran
and Hubbard (2001) note that some of the sounds that evoke roundness (e.g.
rounded vowels) involve literal rounding of the lips (see also D’Onofrio, 2014;
interestingly, sign languages also feature lip iconicity based on the distinction
between round and thin lips: Sandler, 2009). This raises the possibility that round
shapes connote round objects via a unimodal mapping between representations of
lip shape and representations of object shape. The lip shape representations could
be primarily visual, or primarily motoric, but would — crucially — represent actual
roundness, rather than representing roundness through metaphorical associations of
the sort that Ramachandran and Hubbard posit for spikiness. Unlike other accounts,
this one predicts asymmetry: round sound-shape associations should be stronger
than spiky ones, because round sounds involve literal rounding of an articulator,
whereas spiky sounds do not involve any comparable spikiness. This dissociation is

not something that the classic kiki-bouba experiment is able to test: because there
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are only two words and two shapes, the determination of one (hypothetically
stronger) sound-shape pairing automatically determines the other (weaker or absent)
pairing. Intriguingly, what evidence there is (in the form of ERP data) suggests that
the round association may be privileged over the spiky one in processing (Kovic,
Plunkett, & Westermann, 2010 — though note that their paradigm was not capable of

separating the associations behaviourally).

Yet another suggestion is that sound-shape iconicity is substantially driven by the
forms of the letters typically used to represent phonemes. Cuskley, Simner, and
Kirby (2015), reviewing the literature on the kiki-bouba effect, make a strong case
that the evidence for the presence of the effect among non-literate participants
(including young children) and speakers of languages that do not use Latin script is
much weaker than generally supposed. The children in Maurer, Pathman, and
Mondloch (2006) were old enough to have plausibly had some exposure to
orthography; Ozturk, Krehm, and Vouloumanos’ (2013) infant result has reportedly
failed to replicate (though these data are not published); and almost all reports of the

effect in adults test populations one would expect to be familiar with Latin script.

At least one robust study demonstrating the effect in a nonliterate population does
exist (Bremner, Caparos, Davidoff, de Fockert, Linnell, & Spence, 2013), but this
shows a weaker effect than that usually reported with literate Anglophones (82%
iconic matches rather than the 95% reported by Ramachandran and Hubbard).
Cuskley et al. point out that this means the existing data are consistent with the
effect being substantially driven by orthography, rather than by sound as usually
assumed. They present data showing that letterform is a strong predictor of sound-
shape iconicity not only in the written modality, but in the spoken modality (when

using consonants that are typically represented with a single canonical letter).
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Cross-modal analogy Smooth sounds — Sharp sounds -

approximants? plosives?
Cross-wiring ? ?
Lip shape Labial/rounded: [p, b, m, Everything else?
w, 0, U]
Orthography [w, b, p, s,d, m, o, U] [k, z, t, v, i]
Environmental statistics  Low pitches? High pitches?

Table 2.2: Predictions of different accounts of the mechanism of sound-shape
iconicity

The Phonetic Basis

The experiment section and my discussion of it feature fairly extensive comment on
the phonetics of English speech sounds, so it will be useful to provide a brief
introduction to this topic (most of this draws from Ladefoged, 2001, which provides a
much fuller introduction). | will introduce some basic ideas in phonetics/phonology,
and then provide a guide to the properties of the vowels and the consonants found in

English.

Phoneticians and phonologists find it useful to distinguish between phonemes and

allophones. Phonemes are basic sounds of a given language ®> whereby the

® Technically, inasmuch as mainstream phonology makes use of the concept of the phoneme
(rather than more abstract units like features, elements, autosegmental tiers etc.), the
phoneme is deemed to be a mental representation with a default phonetic realization that can
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substitution of one for another can change one word to another (e.g. bat vs. pat).
Non-phonemic allophones of the phonemes are variations on the basic sounds.
These can appear in their place in certain contexts, but they do not represent
separate phonemes of the language in question. In what follows | will ignore
allophones. For instance, in most varieties of North American English, both /d/ and /t/
are realised as the somewhat different sound [r] (i.e. the alveolar tap) before
unstressed vowels®. As this sound only appears in English as an allophone of other
sounds, | do not include it in the study presented below. Incidentally, [r] is presented
in square brackets because it is the sound actually pronounced (rather than the
underlying representation, written using slash brackets, hence /d/). | will continue to
use square brackets when writing about speech sounds for the rest of this chapter,
given that | am interested in sounds as they are actually produced rather than e.g. as

they are stored in lexical entries.

The [r] example also helps bring out the point English, like all languages, displays a
complex system of patterns in terms of how a given sound is realised in a given
speech context (this is what phonologists make a living studying). For simplicity, we
will ignore this in what follows, treating each phoneme in its default form, i.e. the one

it takes when produced clearly in an unmarked context.

be stored as part of the phonological component of morphemes’ lexical entries, rather than a
sound per se (see e.g. Hayes, 2009, for an introduction).

® Note that a sound is only phonemic or allophonic in relation to the grammar of a particular
language. In Spanish, [r] is a phoneme.
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Figure 1.1: The articulatory system. N.B. the vocal folds are located in the voice box.
Reproduced from Meg Smith under a Creative Commons BY-SA 3.0 licence.

Starting with vowels: the vocal folds (colloquially vocal cords or voice box — see
Figure 1.1 for the location of these and other parts of the articulatory system) are
membranes stretched across the larynx, which vibrate open and closed during much
of speech production to create the fundamental frequency of speech. In English, all
vowels are produced with vocal folds vibrating. Fundamental frequency carries
information about stress, intonation, and the speaker’s identity and emotional state,

but it is not typically used to differentiate phonemes. Instead vowels are
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differentiated from each other by how the position of the tongue and the shape of the
lips change the shape of the vocal tract to mould the sound coming from the vocal
folds (in English all vowels’ default pronunciation is with the nasal tract closed off,

though there are many languages where this is not true).

Acoustically, vowel sounds are differentiated from one another by their formants.
When the vocal folds vibrate, each opening sends a pulse of air into the vocal tract,
setting it vibrating at its characteristic resonant frequencies (like tapping on a glass
bottle part filled with liquid). These frequencies are the formants. Due to the
complexity of the shape of the vocal tract, it has a number of formants, but the most
important for vowels are the first formant, aka F;, which is the lowest in pitch, and the
second formant, F,, which is the second lowest in pitch. The position of the tongue
and lips during the production of a vowel are those that produce the vowel’s

characteristic formants.

At one time it was thought that F; depended on the height of the highest point of the
tongue, with greater height leading to a lower first formant, and that F, depended on
how far back the highest point of the tongue was, with more backness leading to a
lower second formant. It is now known that the situation is considerably more
complex than this, with tongue position having multiple dimensions, but height and
backness terminology is still used in the description of vowels. High vowels have
(confusingly) a low frequency F; (e.g. c. 310 Hz for [u]), whereas low vowels have a
high frequency F; (e.g. c. 710 Hz for [a:]). Back vowels have low frequency F, (e.qg.
c. 870 Hz for [u]) whereas front vowels have a high frequency F, (e.g. c. 2250 Hz for

[i)- See Figure 1.2 for the position of some English vowels in acoustic space.
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Figure 1.2: English vowels. The y-axis represents height, with more highly placed
vowels having lower F;. The x-axis represents backness, with more rightwards
vowels having lower F,. The accent shown here is Received Pronunciation, a

“standard” (i.e. high-status) dialect of British English. Reproduced from Roach (2004)
under a Creative Commons BY-SA 3.0 licence.

As well as tongue shape, the formants of vowels depend on rounding of the lips. To
a first approximation lip rounding is acoustically realised as a lowering of F,,
meaning that rounding and backness work in tandem. Perhaps not coincidentally, all

rounded vowels in English are also back vowels.
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Table 2.3 depicts the consonants of (many dialects of) English:

Bilab | Labiode | Dent | Alveol | Postalve | Retrofl | Palat | Vel | Glott
ial ntal al ar olar ex al ar al

Plosive pb fv td [3 kg

Fricative 6d Sz h

Affricate tfd3

Nasal m n n

Lateral |
Approxim
ant

Approxim | | ] w
ant

Table 2.3: The consonants of (“standard”) English. Consonant symbols are drawn
from the International Phonetic Alphabet (IPA). Columns represent places of
articulation, moving backwards through the vocal tract from lips to glottis. Rows
represent manners of articulation, arranged top to bottom by increasing sonority (i.e.
amplitude). Where two phonemes appear in the same cell, the right hand phoneme
is the voiced version of the voiceless left hand phoneme. All English nasals and
approximants (lateral or not) are voiced. [w] appears twice because it is deemed to
have two places of articulation - it involves narrowing of the vocal tract at both the
velum and the lips. Affricates are represented by double symbols because they can
be regarded as the fusion of a stop and a fricative. See Table 2.3 for examples of
words featuring these consonants.

All languages tend to alternate vowels with (clusters of) consonants. The vowels are
defined by fairly unimpeded flow of air through the vocal folds and the vocal tract and
out of the mouth. Consonants typically involve some kind of impediment to this flow
of air (see Table 2.3 for consonants of English). Often, consonants are acoustically
identifiable according to the ways they influence the surrounding vowels. In English,

consonants are distinguished by three properties:

1) Manner of articulation: how the flow of air is modified

2) Place of articulation: where the flow of air is modified
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3) Phonation: the state of the vocal folds during articulation, which in English

means when/whether they are vibrating

Starting with manner, plosives (also known as stops) are instances of complete
closure of the vocal tract. Acoustically their hallmark is brief period of (near) silence
in the speech stream. Fricatives do not involve complete closure, but do involve
enough narrowing of the vocal tract to create turbulence, which manifests
acoustically as high-frequency noise. Phonetically, affricates can be regarded as a
stop followed by a fricative, though it should noted that as far as the grammar is
concerned they seem to be treated as a single sound produced by single gesture.
Nasals (or more formally nasal stops) involve complete closure of the oral tract, but
the lowering of the velum (see manner explication below) to allow air from the lungs
to pass through the nose. Acoustically these are characterised by an abrupt shift
from the sound produced before the nasal to a somewhat vowel-like pattern with a
very low first formant, and back again. Approximants are produced by narrowing the
vocal tract without closing it enough to create turbulence. The only distinction
between lateral approximants and standard approximants is that in the case of
laterals the opening left in the tract is to one or both sides rather than being central.
In general, approximants have a vowel like qualities; indeed the glides [w] and [j] are

extremely similar to the vowels [u] and [i]’.

Place of articulation is the part of the vocal tract where constriction or modification
happens. This can be at any point from the vocal folds themselves right up to the

end of the tract, the lips, and potentially at multiple points at the same time. A

’ Arguably there is no set of physical, phonetic criteria that would succeed in classifying these
sounds as consonants while successfully designating everything that is intuitively a vowel as
a vowel. Rather the distinction between consonant and vowel must be found in where each
segment is placed in the representation of syllable structure. In the interests of keeping to the
point, this is another interesting issue | gloss over.
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consonant typically involves an active articulator and a passive location of
articulation. The active articulator is usually the tongue, the very end of which is the
tip, followed by the blade, and then (moving back) the front, centre, back and root.
Bilabials are formed by bring the lips together, labiodentals by bring the upper lip to
the lower incisors, dentals by bringing the tip or blade of the tongue to the upper
incisors, alveolars by bringing the tip or blade of the tongue to the alveolar ridge
(behind the front teeth), postalveolars by bringing the blade of the tongue to the back
of the alveolar ridge, retroflexes by bringing the underside of the tongue to the back
of the alveolar ridge, palatals by bringing the front of the tongue to the hard palate
(which is behind the alveolar ridge), velars by bringing the back of the tongue to the
velum or soft palate (which is behind the hard palate), and finally glottals involve
constriction of the vocal tract at the glottis, i.e. vocal folds. Acoustically, different
places of articulation show up as variations on the acoustic pattern typical of a
manner of articulation, particularly in the placing and transition of the formants

moving out of the last vowel and into the next.

Finally, phonation is the state of the vocal folds during articulation of a consonant.
Though other languages utilise other glottal states (i.e. murmured and creaky voice),
the only distinction important in differentiating English phonemes is voicing versus
voicelessness. Voiced consonants are produced with the vocal folds vibrating,
whereas voiceless consonants are produced without. In English all approximants,
nasals, and vowels are voiced, so the distinction only applies to obstruents (i.e.
plosives, fricatives, and affricates). The relation between voiced and voiceless
fricatives is perhaps the easiest to describe: the voiced version is basically the
voiceless version plus vocal fold vibration and the low frequencies that it adds to the

acoustics. Plosives are more complex: contrary to what the homenclature seems to
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suggest, English voiced plosives typically do not feature any voicing during the stop
closure. Rather, they are stops where voicing resumes immediately upon the release
of the stop® (i.e. at the beginning of the following vowel). Voiceless plosives are also
unvoiced during stop closure, but feature aspiration on release — a short burst of
fairly high frequency noise caused by air rushing through the newly formed opening
in the vocal tract. Affricates are combinations of their component voiced or voiceless

stops and fricatives.

To conclude discussion of English phonemes, a note on phonological features. Much
of the phonological literature talks of segmental material (i.e. phonemes, as opposed
to tones, stress, syllable structure etc.) in terms of distinctive features, typically
conceived of have a value of +, -, or O/N.A. for any given segment. Fundamentally,
segmental material is represented as feature sets, and phonemes, on this view, are
simply completely specified feature sets. Particular values, or sets of values, of
features define natural classes of phonemes. For instance all phonemes articulated
using the lips are the natural class [+labial], all obstruents articulated labially are the
natural class [+labial, -sonorant] etc.. Historically, it has been widely assumed that
phonological rules and constraints that refer to segmental material do so via features
defining natural classes. This approach is driven by the fact that many interesting
phonological generalizations seem to be readily expressible in these terms (Hayes,
2009). | make some use of this terminology in the remainder of the chapter as
shorthand for phonetic properties, but for the most part | have not found it useful to

adopt a feature-based analysis of sound-shape iconicity in any principled sense. This

® Other languages, such as French, do feature vocal fold vibration before stop release in [b].
The interval between stop release and voicing onset is called Voice Onset Time (VOT). VOT
can be positive or negative, and varies fairly continuously between languages. Sindhi, a
language of South Asia, distinguishes not two but three alveolar plosives on the basis of
VOT. To the best of my knowledge there is no quantitative investigation of how VOT
influences the sound-shape iconicity properties of plosives. It would be an interesting
experiment.
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is because the set of round and the set of spiky phonemes clearly cut across natural
classes, meaning that whatever generalizations we can make to capture this
phenomenon are probably not best framed in those terms. Rather than being a result
of the kinds of representations assumed in phonology, it appears to me that sound-
shape iconicity may be grounded in representations of acoustic and articulatory

phonetics (or, others might argue, orthography), as discussed below.

Outstanding Questions in Sound-Shape Iconicity

In spite of the considerable work devoted to this phenomenon in the 15 years since
Ramachandran and Hubbard (2001), some rather basic questions about the effect

remain unanswered.

Firstly: what are the parameters of the effect? There are certain more or less
universally acknowledged phonetic contrasts that correlate with shape judgments
(e.g. back vowels are round, front vowel are spiky), but | am not aware of a single
study that attempts a systematic sweep of the phonetic space of a particular
language. Instead previous studies presuppose these correlations, drawing a small
sample of stimuli from within each natural class (e.g. Aveyard, 2012; D’Onofrio,
2014; Monaghan, Mattock, & Walker, 2012), or even eschewing a principled
approach altogether and relying on intuitions about the roundness or spikiness of
stimuli (e.g. Kohler, 1929; Ramachandran & Hubbard, 2001). At best this haphazard
approach may mean that there are informative marginal patterns in the effect that we
are not yet aware of, at worst it could mean that we are fundamentally mistaken
about some of our basic generalizations, undoing all of the work that has been built

on them.
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Secondly: how do interactions between phonetic features and different phonemes
affect the effect? Are a voiceless bilabial stop and a bilabial nasal as different in
shape from one another as an alveolar stop and an alveolar nasal? Does [i] add as
much spikiness to [K] as it does to [w]? To the best of my knowledge there has been
no explicit investigation of these questions, but they may yield important insights into

how the effect works.

Thirdly: what is/are the mechanism/s of the effect? | presented various speculations
above, all of them intelligent and plausible. However, in spite of honourable
exceptions like Cuskley, Simner, and Kirby (2015), surprisingly few studies appear to
be designed in order to try and distinguish between different mechanisms. Given that
the existence of the effect and its benefits to word learning in certain contexts are
now well attested, | would argue that this is one of the more pressing issues in this
line of research. Both this point and the last will be addressed to a certain extent in

the remainder of this chapter.

Finally: how exactly does sound-shape iconicity enhance word learning? This is a
microcosm of the wider uncertainty about how iconicity enhances word learning, and
just as in the general case, few studies focus on mechanism. | will begin to explore

this question in the next chapter (Chapter 3).

The Study

In the remainder of this chapter | present results from a study where | had
Anglophone participants rate the roundness vs. spikiness of a near-exhaustive set of
the consonant-vowel syllables that can be constructed using the English phonemic

inventory. Clearly this is an extremely simple design, but the advantage is that it
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allows a wider sweep of the phonetic space than has been attempted before. These
data will serve several purposes. Firstly, while there are widely accepted correlations
between distinctive features and iconic properties, e.g. front vowels and voiceless
plosives are spiky, and back vowels and approximants are round, previous studies
presuppose these correlations, without thoroughly verifying them. It is important to
check that the widely assumed relationships between phonetics and iconicity are in
fact general across phonemes, and robust across phonemic contexts. If this can be
verified, then | can build on these assumptions with confidence in the subsequent

chapters involving sound-shape iconicity.

The most common claims are that higher sonority consonants are rounder than low
sonority consonants (Ahlner & Zlatev, 2010; Monaghan, Mattock, & Walker, 2012;
Nielsen & Rendall, 2013), and that back/rounded vowels are rounder than
front/unrounded vowels (Ahlner & Zlatev, 2010; D’Onofrio, 2014; Monaghan et al.,
2012; Nielsen & Rendall, 2013). | predict that these claims will turn out to be correct.
I will also check less ubiquitous associations that have been suggested in the
literature, namely that low vowels are rounder than high (Ahlner & Zlatev, 2010;
Monaghan et al., 2012), and that bilabial consonants are particularly round
(D’Onofrio, 2014). The status of these predictions is less secure. In all cases though,

it will be interesting to see if there are exceptions to the generalisation.

Secondly, | will use my data to address some specific and less ubiquitously accepted
proposals made in the sound-shape iconicity literature. Fort, Martin, & Peperkamp
(2015) found that for Francophones, consonants have a bigger effect on sound-
shape iconicity than vowels (a result that could not be attributed to an onset bias, as
they tested both consonant- and vowel-initial words). This result is also supported by

Nielsen and Rendall (2011; though as noted in Nielsen & Rendall, 2013, both kinds
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of phoneme seem to influence the effect). | predict that may data will also show this

pattern.

Cuskley, Simner, and Kirby’s (2015) finding that letterform predicts sound-shape
iconicity could find an alternative explanation in Roman script having evolved to
match pre-existing biases towards sound-shape iconicity. Such a claim would be
supported if — for instance — it were shown that disparate writing systems made the
same kinds of sound-shape mappings, without any such mappings being present in
any common ancestor. Little systematic investigation of this exists, though Koriat and
Levy (1977) show that Hebrew speakers judge Hindi and Japanese vowel
orthography to have iconic properties mirroring those of their phonemic referents.
Alternatively (and perhaps most plausibly), the right account of the kiki-bouba effect
could be a middle ground between a story entirely based on orthography and one
that ignores it completely, as pointed out by Cuskley et al.. It might go something like
this: a weak form of the effect exists in the absence of any exposure to orthography,
but orthography that reflects the effect (perhaps due to evolution of scripts towards
iconic forms) amplifies the effect in users of that writing system. This kind of scenario
would explain why the kiki-bouba effect is present among non-literate people

(Bremner et al., 2013), but in a weaker form.

Clearly, definitively resolving this question will involve robust and replicable
experiments on whether the effect exists among people who couldn’t have picked it
up from a writing system (either because their writing system doesn’t make the same
sound-shape mappings, or because they have no writing system), something |
cannot offer here. However, | can attempt to ask whether letterform can be a

complete explanation of the results | have obtained.
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Finally, 1 will also use the dataset to begin to explore another set of questions that
have been little addressed so far, but which may provide interesting insights into
sound-shape iconicity: whether different aspects of a segment (i.e. manner and
place of articulation) interact when determining its iconic value or whether they can
be treated as additive factors, and how much the iconic contribution of a consonant
depends on the neighbouring vowel (and vice versa). It is difficult to form predictions

here, as this question is so little explored, but any interactions will be of interest.

Experiment

We had participants rate a set of CV syllables nearly exhausting the combinations
provided by the English phonemic inventory. Though the methodology here is
extremely simple, it allows us to perform a much wider sweep of the phonetic space
than any previous study, testing both previous generalisations about which classes
of phonemes connote roundness and spikiness, and how much these iconic
properties depend on phonetic context (i.e. which phoneme is a given phoneme’s

neighbour in a syllable).

Methods

Subjects Were 51 native Anglophones recruited through the website Prolific
Academic (M = 36.7 + 11.8, 18 women). Previously four participants were excluded,
two for admitting to not being native English speakers, two for giving answers that
indicated they had not engaged with the task (namely reaction times that were

regularly less than 0.5s, or long strings of answers with the same rating). Fifty
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participants took part in one or other of two sub-studies, each one featuring half of

the syllable set. One participant took part in both.

Materials Comprised 576 consonant-vowel syllable tokens recorded by a trained
North American linguist. The linguist is an Anglophone Canadian with speaking
accent nearly equivalent to General American (barring phonological phenomena
such as Canadian raising, which did not apply here), but adjusted her pronunciation

here when recordings vowel sounds outside her accent.

Syllable forms were constructed by pairing each one of 24 consonants with each one
of 24 vowels (including a number of diphthongs, some varying in length: see Tables
2.3 and 2.4 for a list of syllables). The consonants represent the set present in
Received Pronunciation, General American®, and many other dialects of English.
Vowel inventories are much more variable between dialects of English, and therefore
the vowels do not represent the vowel set of any single accent of English, but rather
a rich sample of the vowel space, each member of which is present in some
significant dialect of English. This is justifiable because our aim is not to investigate
the properties of some particular phonological system, but rather the properties of

different parts of the phonetic space.

The resulting syllables vary as to whether they are phonotactically licit in English.
English phonotactics prohibit open syllables with lax vowels in the nucleus position,
and words beginning with the consonants [n] (as in sing) and [3] (as in treasure).
Again, this decision is justifiable in terms of my interpretation of sound-shape
iconicity being phonetic rather than phonological, and also in terms of the extra

coverage of the phonetic space that this affords us.

® The voiceless labiovelar approximant [m], corresponding to a voiceless [w], and used to
distinguish which from witch, has merged with [w] in most contemporary British and North
American accents, and was therefore omitted.
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Post-data collection checks brought to light that minor labelling mistakes by RAs had
led to the omission of ten of the 576 syllables: [0u, des, dus, nis, lua, 3UL, JA, ID, U,
go:]. These syllables are omitted from tables below, and left out of averages and
statistics. They had been replaced with duplicates of other syllable recordings; their

treatment in analyses is detailed below.

Procedure

Equal numbers of participants were run on four separated procedures using the
online testing platform Testable. Each experimental procedure consisted of 288 trials
where participants were asked to rate spoken clips on a scale of 1-7 in terms of how
round or spiky they seemed. At the beginning of the procedure participants received
a set of instructions, including a visual demonstration of the kinds of shape that
should be taken to define the endpoints of the ratings scale (see Appendix 2.1 for an
example of the instructions). It was emphasised that the study was based on sound
and that participants should be in a quiet place with functioning speakers or
headphones. Participants were reassured that there were no right or wrong answers,

and that they should go with their instinct.

Each trial took the form of a syllable clip that automatically played at the beginning of
the trial, and a written instruction of the form of e.g. “Please rate the audio clip on a
scale of 1 (roundest) to 7 (spikiest)”. Participants entered their rating by pressing a

keyboard key 1-7. The next trial began immediately on the participant’s response.

Procedures one and two featured one (randomly chosen) half of the syllable
recordings, procedures three and four featured the other half. Procedures one and

two featured the same randomly generated order of trials, differing only on which end
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of the scale was assigned to roundness vs. spikiness. The same relationship held
between procedures three and four'®. The fact that individual syllables (though note,
not individual phonemes) consistently appeared in the same contexts means we

should place limited weight on individual data points, in case of context effects.

Results

Responses with reaction times of less than 0.5s were discarded as slips of the
finger. Responses with reaction times of greater than 25s were also discarded as
unreliable, given that there was no way for participants to play the clip for a second
time if they took a break. Thirty-two ratings were discarded this way. For participants
who had received a procedure where 1 = spikiest and 7 = roundest, ratings were
flipped such that 1 became 7; 2 became 6 etc.. This ensured that all data was coded

such that 1 was the roundest rating, and 7 the spikiest.
Summaries

| calculated the mean rating for each syllable, which | will refer to as that syllable’s
syllable score: these data form the basis of the results that follow. For the small
number of syllables that appeared in procedures multiple times due to RA error ([6e1,
di, o1y, ko:, li, nav, Ja, 3es9] twice, and [1ae] three times), the mean was calculated as
the mean of the means of each trial position featuring the syllable (effectively
meaning that each trial position the syllable appeared in was given equal weighting

in its average, regardless of any excluded trials).

19 |deally, each participant would have received an independent random ordering of stimuli,
and would have been able to see a ratings scale during each trial. Unfortunately neither of
these things were possible using Testable, which was nonetheless vastly more usable than
alternative internet platforms such as Qualtrics, and much more practical than running the
study in the lab.
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Table 2.4 shows the roundness-spikiness ranking for consonants, and Table 2.4
shows the ranking for vowels. Appendix 2.2 shows the full set of results by syllable.
Appendix 2.4 presents the standard deviation for each syllable. Appendix 2.4 shows
the results for consonants relative to the mean of the vowel they were paired with,
and Appendix 2.5 shows the results for vowels relative to the mean of the consonant
they were paired with: these tables effectively illustrate whether a given phoneme

contributes extra roundness or spikiness to its syllable, given the phoneme it is

paired with.
Spiki
ness
Rank | Conso | Mean Normalised
ing nant Rating | Rating Place Manner Example word
Voiceless
1]k 5.11 1.09 | Velar Plosive kit
Voiceless
2|t 4.73 0.71 | Alveolar | Plosive tick
Post- Voiceless
3t 4.72 0.71 | Alveolar | Affricate chick
Voiced
4]z 4.65 0.63 | Alveolar | Fricative Zip
Voiced
5|09 4.42 0.41 | Velar Plosive gap
Post- Voiced
6| d3 4.42 0.40 | Alveolar | Affricate jam
Labiode | Voiced
7|V 4.19 0.17 | ntal Fricative van
Voiceless
8| p 4.18 0.17 | Bilabial Plosive pan
Voiced
10 | d 4.09 0.07 | Alveolar | Plosive dock
Voiced
11| 0 4.07 0.06 | Dental Fricative thief
Voiceless
12| 0 4.02 0.01 | Dental Fricative thy
Post- Voiceless
13| ] 4.00 -0.01 | Alveolar | Fricative sheep
Voiceless
14 | s 3.99 -0.02 | Alveolar | Fricative soup
Labiode | Voiceless
15 | f 3.96 -0.06 | ntal Fricative fit
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Voiced

16 | b 3.79 -0.23 | Bilabial Plosive bit
17 | n 3.68 -0.34 | Alveolar | Nasal nip
18 | h 3.66 -0.36 | Glottal Fricative hip

™ -0.42 | CHIRNINGSSI sing

Retrofle | Approxim

20 | 4 3.52 -0.49 | x ant rap
Lateral
Approxim

21 | | 3.51 -0.51 | Alveolar | ant lip

22 | m 3.43 -0.59 | Bilabial Nasal map
Approxim

23 1] 3.41 -0.61 | Palatal ant yacht

Labial- Approxim
24 | w 3.07 -0.94 | Velar ant wind

Table 2.4: Mean syllable scores by consonant. Rows representing syllables that are
phonotactically illicit at the start of a word are highlighted in red. The normalised
rating column simply shows the consonant’s mean syllable score minus the grand
mean: i.e. its rating relative to the average syllable. As well as place and manner
information, the table features a column with an example of each consonant in an
English word. The letter representing the consonant is highlighted in each case
(where possible, it is the first sound of the word).

Examining Table 2.4, the classic claims about the phonetic properties associated
with roundness vs. spikiness are borne out. Obstruents (plosives, affricates, and
fricatives) tend to be spiky, whereas sonorants (approximants and nasals) tend to be
round. Indeed the ranking closely resembles the sonority hierarchy (i.e. the ranking
of syllables by amplitude)**, with higher sonority (i.e. amplitude) predicting greater
roundness. The major exception to this generalization is that voiced fricatives ([z, v,
3] tend to be spikier than their unvoiced counterparts, and in some cases more
spiky than many plosives. There is no readily apparent overall correlation between

place of articulation and roundness/spikiness, though it is worth noting that in each

' Sonority corresponds to the amount of energy involved in producing a speech sound, i.e.
its amplitude, compared to other sounds of equal length, stress, and pitch — Ladefoged, 2001
— and is important in phonological phenomena such as syllable structure Roughly speaking,
the sonority hierarchy, ascending, goes: unvoiced plosive < voiced plosive < unvoiced
fricative < voiced fricative < nasal < liquid (e.qg. [I, J] — a type of approximant) < semivowel
(e.g. [j, w] — a type of approximant) < high vowel < low vowel.
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case, the labial consonants ([p, b, m, w]) are the roundest example of their manner

of articulation.

Spiki
ness Norma Exam
Rank Mean | lised Heig Round | Extra | ple
ing Vowel | Rating | Rating | ht Backness | ing Info Word
i high
cut
pet
woma
man
car
wood
High-
9]e 4.25 0.23 | mid Front mesa
Low- Diphth
10 | a1 419 0.18 | High | Front ong pie
Diphth
11 | 18 4.17 0.15 | High | Front ong here
Low-
13 |3 4.08 0.06 | mid Central fur
Diphth
14 | ex 4.00 -0.01 | High | Front ong hay
Low- Round | Diphth
15 | au 3.99 -0.03 | High | Back ed ong cow
Low- Round
16 |9 3.98 -0.04 | mid Back ed core
Diphth
17 | ed 3.97 -0.05 | High | Front ong hair
Diphth
18 | vd 3.68 -0.34 | High | Back ong dour
Low- Round | Diphth
19 | o1 3.67 -0.35 | High | Back-Front | ed ong coy
20 | a: 3.66 -0.35 | Low | Back Long car
Round | Diphth
21 | sy 3.65 -0.36 | High | Back ed ong slow
Round
22 |u 3.52 -0.50 | High | Back ed two
Round | Diphth
23 | 11 3.29 -0.73 | High | Front-Back | ed ong cue
Low- Round
24 | o: _ mid Back ed Long core
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Table 2.5: Mean syllable scores by vowel. Rows representing syllables that are
phonotactically illicit at the start of a word are highlighted in red. The table is
arranged in the same way as Table 2.3. Clearly diphthongs present a challenge for a
featural coding system, given that they constitute a path through the vowel space
rather than a point within it. However, | have represented diphthongs as
concatenated monophthongs (as is standard in phonetic transcription), and assigned
each diphthong each feature that either of its constituents possesses (in terms of
height, backness, and rounding).

Table 2.5 also supports widespread assumptions about the relationship between
phonetics and sound-shape iconicity. Spiky vowels tend to be front or central,
whereas round vowels tend to be back vowels or diphthongs with a back component.
Round vowels also tend to be phonetically rounded (i.e. labialised), though as this
feature is confounded with backness in English, it is difficult to know to what extent

each property is contributing to sound-shape iconicity.

Statistical Analyses

Ideally, we might like to have a dataset that covers the entire phonetic space, build
an omnibus model for that dataset featuring all distinctive features for our syllables’
consonants and vowels, and the interactions between them, and simply see which
features and interactions are associated with sound shape iconicity. Unfortunately
there are three problems with this approach. Firstly, with an English-specific set of 24
consonants and 24 vowels we do not have enough segments of each type to explore
every phonetically possible combination of features, and even our set of over five
hundred syllables is not sufficient to explore the whole space of potential interactions
between consonant place, consonant manner, consonant voicing, vowel height,

vowel backness, and vowel rounding. Secondly, phonetic features are chosen for
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phonetic/phonological naturalness, not for optimality as a statistical contrast code.
Features are highly intercorrelated, which means choosing between statistically
sound predictors and phonetically meaningful ones. Finally, the English phoneme
space doesn’'t come counterbalanced: place and manner are confounded, making it
very hard to disentangle their contributions and interactions (e.g. all English dental

consonants are also fricatives).

Therefore | will present several more specific analyses, aimed at confirming
traditional generalisations about the phonetic correlates of sound-shape iconicity,
testing the predictions of specific proposals about the mechanisms of the
phenomenon made by other scholars, and testing whether there is any interaction
between different kinds of phonetic properties in determining a syllable’s iconicity.
After each analysis, a version of Table 2.1 or 2.2 will be shown to summarise
whether the generalisation (Table 2.1) or prediction (Table 2.2) has been confirmed

or not.

Phonetic correlates of sound-shape iconicity were confirmed as follows. A t-test
showed that as predicted on the basis of previous literature, syllables containing
approximants, the most sonorant of consonants (M = 3.37, 95% CI [3.27, 3.47], SD =
0.48), received rounder syllable scores than syllables containing other types of
consonant (M = 4.14, 95% CI [4.09, 4.20], SD = 0.63), t(159.6) = 13.36, p << .001,
difference = 0.77 (95% CI [0.66, 0.89]), Cohen’s d = 1.26. This result is summarised

in Table 2.6.
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Ahlner & Zlatev, 2010; H Ahlner & Zlatev, 2010; D'Onofrio,
Sonorants Monaghan et al., 2012; Nielsen VOICE"ESS 2014
& Obstruents
Rendall, 2013
H i D'Onofrio, 2014; H Aveyard, 2012;
VOICed PIOSIVES Ramachandran & Hubbard, (VOI(.?G'GSS) Monaghan et al., 2012; Nielsen &
2001 Plosives Rendall, 2011, 2013;

Labials
Back Vowels

D'Onofrio, 2014

Ahlner & Zlatev, 2010;
D'Onofrio,

2014; Monaghan et al., 2012;
Nielsen & Rendall, 2013

Front Vowels

Ramachandran
and Hubbard, 2001

Ahlner & Zlatev, 2010; D’'Onofrio,
2014; Monaghan et al., 2012;
Nielsen

& Rendall, 2011

Rounded Nielsen & Rendall, 2013 Unrounded Nielsen & Rendall, 2013
Vowels Vowels

Ahlner & Zlatev, : Ahlner & Zlatev, 2010; Monaghan
Low Vowels 2010; Monaghan et al., 2012 ngh Vowels etal., 2012

Table 2.6: The sonorants-are-round generalisation is confirmed

A second t-test confirmed that syllables containing plosives (M = 4.39, 955 CI [4.28,
4.50], SD = 0.66) received spikier syllable scores than syllables containing other
consonant types (M = 3.89, 95% CI [3.83, 3.95], SD = 0.63) t(306.1) = 7.11, p <<
.001, difference = 0.50 (95% CI [0.36, 0.63]), Cohen’s d = 0.69, again, as predicted

on the basis of past literature. This is summarised in Table 2.7.
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Sonorants

Voiced Plosives

Labials

Back Vowels

Rounded
Vowels

Low Vowels

Ahlner & Zlatev, 2010; i

Monaghan et al., 2012; Nielsen Voiceless
& Obstruents
Rendall, 2013

D'Onofrio, 2014; i
Ramachandran & Hubbard, (VOICQ'ESS)

2001

D'Onofrio, 2014

Ahlner & Zlatev, 2010;
D'Onofrio,

2014; Monaghan et al., 2012;
Nielsen & Rendall, 2013

Plosives /

Front Vowels

Nielsen & Rendall, 2013 Unrounded
Vowels

Ahlner & Zlatev, H

2010; Monaghan et al., 2012 ngh VOWG|S

Ahlner & Zlatev, 2010; D'Onofrio,
2014

Aveyard, 2012;

Monaghan et al., 2012; Nielsen &
Rendall, 2011, 2013;
Ramachandran

and Hubbard, 2001

Ahlner & Zlatev, 2010; D'Onofrio,
2014; Monaghan et al., 2012;
Nielsen

& Rendall, 2011
Nielsen & Rendall, 2013

Ahlner & Zlatev, 2010; Monaghan
et al., 2012

Table 2.7: The plosives-are-spiky generalisation is confirmed

A t-test confirmed that syllables containing back vowels received rounder syllable
scores (M = 3.77, 95% CI [3.69, 3.86], SD = 0.68) than those containing front or
central vowels (M = 4.26, 95% CI [4.19, 4.33], SD = 0.57), t(544.1) = 9.13, p << .001,
difference = 0.48 (95% CI [0.38, 0.59]), Cohen’s d = 0.77. Any diphthong with a back
component was counted as a back vowel. Again this reflected results presented in

past literature. This result is summarised in Table 2.8.
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Sonorants Ahlner & Zlatev, 2010; \oiceless Ahlner & Zlatev, 2010; D’Onofrio,

Monaghan et al., 2012; Nielsen 2014
& Obstruents
Rendall, 2013
i i D’Onofrio, 2014; H Aveyard, 2012,
VOICEd PlOSIVES Ramachandran & Hubbard, (VOI(.T.E'ESS) Monaghan et al., 2012; Nielsen &
2001 Plosives Rendall, 2011, 2013;
Ramachandran

and Hubbard, 2001

Labials D'Onofrio, 2014

Ahlner & Zlatev, 2010; Ahlner & Zlatev, 2010; D'Onofrio,
Back Vowels D'Onofrio, Front Vowels 2014; Monaghan et al., 2012;

2014; Monaghan et al., 2012; Nielsen

Nielsen & Rendall, 2013 & Rendall, 2011
ROU nded Nielsen & Rendall, 2013 Unrou nded Nielsen & Rendall, 2013
Vowels Vowels

Ahlner & Zlatev, H Ahlner & Zlatev, 2010; Monaghan
LOW VOWGlS 2010; Monaghan et al., 2012 ngh VOWGlS et al., 2012

Table 2.8: The back vowels-are-round generalisation is confirmed

In order to explore whether there was any evidence for an effect of rounding over
and above backness, | constructed two linear mixed effects models for the data
using the R package Ime4 (Bates, Maechler, Bolker, & Walker, 2015), one featuring
only backness as a predictor, one featuring both backness and rounding, and both
featuring random intercepts for consonant identity, and random slopes for all of their
predictors by consonant identity. Both backness and rounding were coded +0.5 vs. -
0.5. The latter model suggested that both backness (8 = -0.282 , 95% CI [-0.405, -
0.158], t = 4.21) and rounding (8 = -0.245 , 95% CI [-0.371, -0.119], t = 3.68)%?
contribute to iconic roundness. | then tested whether a model with the extra predictor
of rounding was a significant improvement on the more restricted model using R’s

anova function, which compares nested models using the log likelihood of the

'2 Confidence intervals were computed using R’s confint function.
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dataset given each model. The comparison suggests that the model featuring

roundness is a significant improvement on the model featuring backness only (Chi* =

15.67, p = .004). This result is summarised in Table 2.9.

Ahlner & Zlatev, 2010; H Ahlner & Zlatev, 2010; D’Onofrio,
Sonorants Monaghan et al., 2012; Nielsen Voiceless 2014
& Obstruents
Rendall, 2013
H i D'Onofrio, 2014; H Aveyard, 2012;
VOICEd PIOSIVES Ramachandran & Hubbard, (VOI(?eIeSS) Monaghan et al., 2012; Nielsen &
2001 Plosives Rendall, 2011, 2013;

Labials
Back Vowels

D’'Onofrio, 2014

Ahlner & Zlatev, 2010;
D'Onofrio,

2014; Monaghan et al., 2012;
Nielsen & Rendall, 2013

Front Vowels

Ramachandran
and Hubbard, 2001

Ahlner & Zlatev, 2010; D'Oncofrio,
2014; Monaghan et al., 2012;
Nielsen

& Rendall, 2011

Rounded Nielsen & Rendall, 2013 Unrounded Nielsen & Rendall, 2013
Vowels Vowels /
LOW VOWGlS Ahlner & Zlatev, ngh VOWElS Ahlner & Zlatev, 2010; Monaghan

2010; Monaghan et al., 2012 etal., 2012

Table 2.9: The rounded vowels-are-round generalisation is confirmed (over and

above the effect of backness)

As stated in the introduction, some pieces of literature seem to imply that high
vowels are spiky and low vowels are round (Monaghan, Mattock, & Walker, 2012, in
their choice of vowels in Experiment 2; Ahlner & Zlatev, 2010, p. 324), though this is
not nearly so widespread as the claim that vowel backness affects sound-shape
iconicity. Intuitively the relationship between vowel height and shape might make
sense, given that low vowels imply a bigger opening in the oral cavity, and larger
size seems to be associated with roundness. However, we find evidence that the

opposite relationship actually holds, if anything. Excluding diphthongs with both a
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high and low component, syllables with high vowels (as coded according to Hall,
2007, who uses two height features: high and low) received lower (i.e. rounder)
syllable scores (M = 3.92, 95% CI [3.83, 4.01], SD = 0.70) than syllables with low
vowels (M = 4.15, 95% CI [4.03, 4.27], SD = 0.66): t(249.1) = 2.99, p = .003,
difference = 0.23 (95% CI [0.08, 0.38]) Cohen’s d = 0.33. It should not however be
concluded that all high vowels are round, as backness is also influential (think of [i],
[1]). Is it possible that the height result is simply the result of more high than low

vowels being back vowels?

Follow up models confirm that the influence of height is not simply attributable to a
confound with backness. | constructed two linear mixed effects models for the data
using Ime4, one featuring only backness as a predictor, one featuring both backness
and the two height features as predictors: high, and low. Both models featured
random intercepts for consonant identity, and random slopes for all of their predictors
by consonant identity. Both backness and the height variables were coded +0.5 vs. -
0.5. A high vowel would be +high, -low, a low vowel + low, -high, and a mid vowel —
low —high. The model with height predictors suggested that backness (8 = -0.543,
95% CI [-0.618, -0.467], t = -14.10) contributes to iconic roundness, whereas
lowness (B = 0.263, 95% CI [0.165, 0.362], t = 5.27) contributes (less strongly) to
iconic spikiness (there was no overall difference in spikiness between mid and high
vowels). | then tested whether a model with the extra predictors for height was a
significant improvement on the more restricted model using R’s anova function. The
comparison suggests that it is (Chi* = 33.23, p < .001). Note that this cannot be
attributed to the fact the high front vowels are more fronted than low front vowels, as
this would predict an effect in the opposite direction (i.e. spikier high vowels). This

failure to confirm is summarised in Table 2.10.
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Ahlner & Zlatev, 2010;
Sonorants Monaghan et al., 2012; Nielsen

&
Rendall, 2013

H i D’'Onofrio, 2014,
VOICed PIOSNeS Ramachandran & Hubbard,

2001
Labials D'Onofrio, 2014
Back Vowels Ahlner & Zlatev, 2010;
D’Onofrio,

2014; Monaghan et al., 2012;
Nielsen & Rendall, 2013

Rounded Nielsen & Rendall, 2013
Vowels

Ahlner & Zlatev,
Low Vowels x 2010; Monaghan et al., 2012

Voiceless
Obstruents

(Voiceless)
Plosives

Front Vowels

Unrounded
Vowels

High Vowels

X

Ahlner & Zlatev, 2010; D’Onofrio,
2014

Aveyard, 2012;

Monaghan et al., 2012; Nielsen &
Rendall, 2011, 2013;
Ramachandran

and Hubbard, 2001

Ahlner & Zlatev, 2010; D’Onofrio,
2014; Monaghan et al., 2012;
Nielsen

& Rendall, 2011
Nielsen & Rendall, 2013

Ahlner & Zlatev, 2010; Monaghan
et al., 2012

Table 2.10: The low vowels-are-round generalisation is falsified — if anything the

reverse is true

Regarding specific predictions about the effect of voicing of obstruents (Ahlner &

Zlatev, 2010; D’Onofrio, 2014; Ramachandran & Hubbard, 2001), these were best

tested as part of the models | report under the interaction heading below.

Previous claims by Fort, Martin, & Peperkamp (2015) and Cuskley, Simner, & Kirby
(2015) were followed up. Fort et al., working with Francophone patrticipants, found
that consonants are a more powerful influence than vowels in determining which of a
rounded and a spiky shape participants choose to pair with a nonword. To see
whether | found a similar pattern, | constructed two very simple models: one where

every syllable’s syllable score was modelled as the mean for its consonant, and one
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where it was modelled as the mean for its vowel*®

. As predicted, the consonant
model explained appreciably more of the variance than the vowel model (52% vs.
28%), suggesting that as with Fort et al.’s study, consonants were more influential in

determining sound-shape iconicity than vowels.

Cuskley et al. argue that shape of the corresponding letter is an important
determinant of the iconic properties of phonemes. They found that in terms of
spikiness ratings, [k, t] > [z, v] > [s, f] > [d, g]. Our findings largely coincide with this,
except that our participants deemed [d] spikier than [s, f], and [g] spikier than [s, f, v].
Clearly some of these relations are not what is predicted by letter shape, and seem

more suited to an explanation in terms of a phonetic property like sonority™.

Turning to phonemes that are consistently represented with identical or near
identical letterforms, which Cuskley et al. would predict to be equally round/spiky, we
find that there is a significant difference between syllables containing [b] (M = 3.79,
95% CI [3.60, 3.97], SD = 0.44) and syllables containing [p] (M = 4.18, 95% CI [3.93,
4.43], SD = 0.60), t(42.2) = 2.64, p = .01, difference = 0.40 (95% CI [0.09, 0.70]),
Cohen’s d = 0.76. However, though [8] and [B] are both represented by the
orthographic double th, syllables containing the voiced dental fricative [d] (M = 4.07,
95% CI [3.88, 4.27], SD = 0.43) are not significantly spikier than those containing the
voiceless [0] (M = 4.02, 95% CI [3.84, 4.21], SD = 0.44), t(42.4) = 0.4, p = .701". |
followed up with a Bayesian t-test using the R package BayesFactor (Morey &

Rouder, 2015), comparing an Hy that there is no difference between the groups to an

'* Note that while this comparison would be too simplistic if the data were structured
differently, it is perfectly appropriate here given that there are an equal number of consonants
and vowels, and no correlation between their assignment to syllables.

4 Note though that as observed above, a sonority-based account has difficulty explaining
why voiced fricatives are spikier than their voiceless counterparts.

!> N.B. the same result holds if the t-test is paired by vowel identity: t(20) = 0.27, p = .792.
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H, corresponding to an uninformative Cauchy prior on effect size®. This test yielded
a Bayes factor of 3.19 in favour of the null, providing the null with moderate support
(Jeffreys, 1961; Kass & Raftery, 1995; see Chapter 3 for more on the interpretation
and value of Bayesian statistics). This means that the lack of a significant difference

reflects evidence in favour of the null rather than limited power.

Table 2.11 summarises the fact that there is mixed evidence for the orthography

account of sound-shape iconicity.

Cross-modal analogy Smooth sounds — Sharp sounds -
approximants? plosives?

Cross-wiring ? ?

Lip shape Labial/rounded: [p, b, m, Everything else?
w, 0, U]

Orthography / x [w, b, p, s, d, m, o, U] [k, z, t, v, i]

Environmental statistics Low pitches? High pitches?

Table 2.11: Some predictions of the orthography account are borne out, but not all

Interactions between consonant place, consonant manner, and vowel were

investigated as follows.

'® Centred on zero with a scale of 0.5%°, and with effect size standardized such that 1 = the
difference between the group means divided by the pooled standard deviation.
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As discussed above, an omnibus model of the dataset containing huge numbers of
predictors and interactions is not feasible. However, | will make use of some
regularities in the phoneme inventory of English to make it tractable to look at
interactions between place, manner, and vowel for some subclasses of English

consonant. Firstly, English has the same trio of stops at three different places of

articulation:

Bilabial Alveolar Velar
Voiceless Plosive | [p] [t] [K]
Voiced Plosive [b] [d] [d]
Nasal Stop [m] [n] n]

Table 2.12: Inventory of English stops

The fact that this set is complete means that place and manner are not confounded
within it, obviating the problems we have with the consonant set as a whole and
making it possible to analyse their interaction. Similarly English has the same pair of

fricatives, manner-wise, at four separate places of articulation:

Labiodental Dental Alveolar Postalveolar
Voiceless [f] [6] [s] 1]
Fricative
Voiced [v] [d] (] (3]
Fricative

Table 2.13: (Partial) inventory of English fricatives

These too can be analysed for interactions between place and manner.

The stop set was orthogonally contrast coded (for place, and separately for manner)

as follows:
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PLACE MANNER VOWEL
Phoneme Bilabial Alveolar Nasal Voiced Back
[p] 0.67 0 -0.33 -0.5 0.5/-0.5
[b] 0.67 0 -0.33 0.5 0.5/-0.5
[m] 0.67 0 0.67 0 0.5/-0.5
[t] -0.33 0.5 -0.33 -0.5 0.5/-0.5
[d] -0.33 0.5 -0.33 0.5 0.5/-0.5
[n] -0.33 0.5 0.67 0 0.5/-0.5
[K] -0.33 -0.5 -0.33 -0.5 0.5/-0.5
[a] -0.33 -0.5 -0.33 0.5 0.5/-0.5
[n] -0.33 -0.5 0.67 0 0.5/-0.5

Table 2.14: Contrast codes for the stop model. The “Vowel” column reflects the fact
that individual syllables were coded as +0.5 if they featured a back vowel, -0.5 if they
did not.

The model, using Ime4, comprised all the above predictors, plus interactions
between predictors from different categories (e.g. place and vowel). | also included
random intercepts, and random slopes for place and manner predictors by vowel

identity (see Appendix 2.6 for full model specification).

Starting with main effects: for place, there were reliable effects of the bilabial code (8
= -0.468, 95% CI [-0.554, -0.382], t = -10.62), indicating that syllables containing
bilabial stops tend to be rounder than others, and of the alveolar code (8 = -0.202,
95% CI [-0.303, -0.102], t = -3.95), indicating that alveolar stops tend to be rounder
than velars. For manner, there were reliable effects of both the nasal code (8 = -
0.814, 95% CI [-0.917, -0.712], t = -15.60), indicating that nasals are rounder than
plosives, and of the voicing code (8 = -0.582, 95% CI [-0.703, -0.461], t = -9.40),
indicating that voiced plosives tend to be rounder than their voiceless counterparts.

There was also a main effect of backness (8 = -0.509, 95% CI [-0.751, -0.267], t = -
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4.13), indicating that syllables containing back vowels tended to be rounder than

those that did not.

The fact the bilabial stops are especially iconically round, and the fact that rounded
vowels are also especially iconically round (as established earlier) bear out the
predictions of the lipshape theory. However there are other salient facts about the
dataset that the lipshape theory cannot explain: the effect voicing has on the
roundness of bilabial stops, the roundness of non-labial consonants like [j], and the
effect of backness on vowel roundness independently of lip rounding. Thus the
lipshape account only receives partial support from the data, a state of affairs

summarized in Table 2.15.

Cross-modal analogy Smooth sounds — Sharp sounds -
approximants? plosives?
Cross-wiring ? ?

Lip shape / x Labial/rounded: [p, b, m, Everything else?

w, 0, U]
Orthography [w, b, p,s,d, m, o, u] [k, z, t, v i]
Environmental statistics  Low pitches? High pitches?

Table 2.15: The basic prediction of the lipshape account that there is something
particularly round about labials is confirmed, but the account fails to predict other

patterns in the effect
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Moving to interactions, there was a reliable interaction between the bilabial code and
the nasal code (B8 = 0.388, 95% CI [0.218, 0.558], t = 4.47), indicating that the
difference in roundness between the nasal and the plosives was less pronounced for
bilabial stops than for other places of articulation. There was also a reliable
interaction between the bilabial code and the voicing code (8 = 0.277, 95% CI
[0.081, 0.473], t = 2.77), indicating — similarly — that the difference in roundness
between [b] and [p] was less pronounced than the distinction between the voiced
and voiceless plosive at other places of articulation. Furthermore, there was a
reliable interaction between the alveolar code and the nasal code (8 = 0.427, 95% CI
[0.23, 0.625], t = 4.24), meaning that distinction between nasals and plosive was
smaller for the alveolar than for the velar stops. Finally, there was an interaction
between the bilabial code and the backness code (8 = -0.188, 95% CI [-0.36, -
0.015], t = -2.13), showing that, on average, pairing the stop with a back vowel

added more roundness for bilabial stops than for alveolars or velars.

The fricative set was contrast coded as follows (again, orthogonally within each

dimension):

PLACE VOICING VOWEL
Phoneme Labiodental | Dental Alveolar Voiced Back
[f] 0.75 0 0 -0.5 0.5/-0.5
[V] 0.75 0 0 0.5 0.5/-0.5
[6] -0.25 0.67 0 -0.5 0.5/-0.5
[0] -0.25 0.67 0 0.5 0.5/-0.5
[s] -0.25 -0.33 0.5 -0.5 0.5/-0.5
[2] -0.25 -0.33 0.5 0.5 0.5/-0.5
[ -0.25 -0.33 -0.5 -0.5 0.5/-0.5
[3] -0.25 -0.33 -0.5 0.5 0.5/-0.5
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Table 2.16: Contrast codes for the fricative model. The “Vowel” column reflects the
fact that individual syllables were coded as +0.5 if they featured a back vowel, -0.5 if
they did not.

The model was constructed in the same way as the last, with interactions between
predictors from different categories included, and random effects by vowel identity
(with slopes for main effects but not interactions). See Appendix 2.7 for full model

specification.

Reporting main effects first; There was a reliable effect of the dental predictor (8 = -
0.157, 95% CI [-0.296, -0.017], t = -2.2), indicating that syllables with dental fricatives
tended to be rounder than those with alveolar or postalveolar fricatives. There was
also a main effect of the alveolar predictor (8 = 0.243, 95% CI [0.098, 0.388], t =
3.29), indicating that [t] and [d] syllables tend to be spikier than [[] and [3]. There was
a main effect of the voice predictor (8 = 0.267, 95% CI [0.157, 0.376], t = 4.77),
indicating that voiced fricatives tended to be spikier than voiceless equivalents.
There was also a main effect of backness (8 = -0.429, 95% CI [-0.637, -0.222], t = -
4.05), meaning that syllables with back vowels tended to be rounder than those

without.

Turning to interactions: the interaction between the dental predictor and the voicing
predictor is significant (8 = -0.369, 95% CI [-0.579, -0.158], t = -3.43), indicating that
voicing contributes less spikiness with dental fricatives than with alveolar and
postalveolar fricatives (in keeping with the earlier analysis of dental fricatives).
Finally, there was a reliable interaction between the alveolar predictor and the
voicing predictor (8 = 0.508, 95% CI [0.269, 0.747], t = 4.17), demonstrating that

voicing adds more spikiness for alveolar fricatives than for postalveolar fricatives
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(this may reflect the fact that spectrograms typically show weaker voicing bars for [3]

than for [z]: Ladef

oged, 2001, p. 183).

Note that as predicted by much of the earlier literature (Ahlner & Zlatev, 2010;

D’Onofrio, 2014; Ramachandran & Hubbard, 2001), voiced plosives are rounder than

voiceless plosives, but that this pattern is however reversed for fricatives. This more

nuanced version of the previously reported pattern is summarized in Table 2.17.

Sonorants

Ahlner & Zlatev, 2010;
Monaghan et al., 2012; Nielsen
&

Rendall, 2013

Voiceless

Ahlner & Zlatev, 2010; D’Onofrio,
2014

Obstruents / x

H i D'Onofrio, 2014; H Aveyara, £U12;
VOICEd PlOSIVES Ramachandran & Hubbard, (VOIC,:eleSS) Monaghan et al., 2012; Nielsen &
2001 Plosives Rendall, 2011, 2013;

Labials
Back Vowels

D'Onofrio, 2014

Ahlner & Zlatev, 2010;
D'Onofrio,

2014; Monaghan et al., 2012;
Nielsen & Rendall, 2013

Front Vowels

Ramachandran
and Hubbard, 2001

Ahlner & Zlatev, 2010; D’Onofrio,
2014; Monaghan et al., 2012;
Nielsen

& Rendall, 2011

Rounded Nielsen & Rendall, 2013 Unrounded Nielsen & Rendall, 2013
Vowels Vowels

Ahlner & Zlatev, H Ahlner & Zlatev, 2010; Monaghan
Low Vowels 2010; Monaghan et al., 2012 ngh Vowels etal., 2012

Table 2.17: The generalisation that voiceless obstruents are particularly spiky is only

true for plosives — the reverse is true for fricatives

Thus to recap, our models showed most of the expected effects of manner, voicing

(though see the last paragraph), and vowel, and more interestingly, effects of place
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of articulation, and some interactions between different types of phonetic properties

(e.g. place and manner).

Discussion

| had monolingual Anglophone participants rate a near exhaustive set of the CV
syllables that can be generated using the English phonemic inventory. A mean rating
(aka syllable score) was calculated for each syllable, which | used to explore the
data in a variety of ways. This both sets the scene for the next two chapters, and

represents a novel contribution to the sound-shape iconicity literature.

Basic Outline of Sound-Shape Iconicity

First | ranked both consonants and vowels by roundness vs. spikiness. My results
provide newly comprehensive evidence to support most longstanding generalizations
about the phonetic basis of sound-shape iconicity. High sonority consonants like
approximants and nasals tend to suggest roundness, whereas certain kinds of low
sonority consonants like voiceless stops and voiced fricatives suggest spikiness.
Bilabial consonants appear to be particularly round (the roundest consonant of each
manner is a bilabial, where there is a bilabial version of that manner). Back vowels
tend to be round, whereas front and (the small number of) central vowels tend to be
spiky. Rounded vowels (i.e. those produced with rounded lips) also tend to receive

round syllable scores, though rounding is confounded with backness in English.
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Following up with inferential statistics, | found that as predicted on the basis of
previous work, approximants are rounder than other consonants, stops are spikier
than other consonants, and back vowels are rounder than other vowels. Analysis of
the later stops model also showed that voiced stops are rounded than voiceless
stops, again as predicted. A model containing predictors for both backness and
rounding proved to be a significant improvement on a model containing the predictor
of backness alone, suggesting that in spite of their being confounded, rounding tends
to contribute to round iconicity over and above backness. Vowel height was a
(relatively weak) predictor of sound-shape iconicity, but in the opposite direction to
that suggested by Monaghan, Mattock, and Walker (2012), and Ahlner and Zlatev
(2010): low vowels are less round than others. Moreover the later fricatives model
shows that vocing makes fricative more rather than less spiky, thus the effect of
voicing on obstruents depends on whether the obstruent is a fricative or a stop,
contrary to some previous generalisations about voicing making all consonants or all

obstruents rounder (Ahlner & Zlatev, 2010; D’Onofrio, 2014).

English’s preference for rounding back vowels in not a coincidence. Cross-
linguistically there are many languages (like French) that have rounded front and
back vowels, and many languages (like English) that have rounded back vowels
without rounded front vowels, but exceedingly few (perhaps none) that have rounded
front vowels without rounded back vowels (Kaye, 1989). This reflects the fact that
backness and rounding both primarily affect the same aspect of acoustic phonetics
by lowering the second formant. Having rounded back vowels effectively expands
the phonetic space backwards, making back vowels more perceptually discriminable
(a factor that seems to systematically shape vowel systems — Liljencrants & Linblom,

1972 — perhaps via evolutionary pressures on language change). Thus it may be that
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rather than being alternative sources of roundness, rounding and backness both
contribute to an acoustic property which is the direct cause of the sense of
roundness for vowels (this is not to presuppose an answer to the question of why
that phonetic property is associated with roundness — quite possibly the answer to

this will involve its being diagnostic of backness, rounding, or both).

Specific Claims Assessed

| then performed analyses aimed at testing interesting claims from the recent
literature about the basis of sound-shape iconicity. In keeping with Fort, Martin, &
Peperkamp’s (2015) finding that consonants influence the sound-shape iconicity
properties of a word more than vowels, | found that a model only taking into account
consonants captured more of the variance in the dataset than one only taking into
account vowels. All my syllables were of the structure CV, meaning that in my
dataset consonant vs. vowel is confounded with primacy of phoneme in the
utterance. Fort et al. did control for this in their earlier study and continued to find
that consonants made the more important contribution. However, it would be
interesting to investigate how much this might reflect speech perception devoting
more resources to consonants than vowels because the former carry more
information about lexical identity (Owren & Cardillo, 2006; though note that this is

controversial: Kewley-Port, Burkle, & Lee, 2007).

| also followed up on Cuskley, Simner, and Kirby’s (2015) finding that the shape of
the letter used to represent a consonant is a strong predictor of that consonant’s
sound-shape iconicity, even in a spoken context, a result that they use to argue that

to a large extent the kiki-bouba effect is based on orthography. | found some
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patterns in the data that were consistent with this claim, but others that were less so.
For instance, [p] was significantly spikier that [b], in spite of them being (reflected
and rotated) versions of the same letterform. The [b, p] distinction is clearly hard to
explain on the assumption that a phoneme’s iconicity is purely based on its own
individual orthographic representation, though it could be explained if phonemic
iconicity is influenced by the letterforms of other phonemes in the same natural class
(e.g. while b is no rounder than p, g is rounder than k, a distinction that may end up
influencing [b, p] as well as [g, k], as both are pairs of voiced vs. voiceless stops at a
given place of articulation). Likewise, the ranking of consonants | obtained is not
entirely consistent with Cuskley et al.’s findings, with [g] receiving spikier syllable

scores that [f] and [v].

On the other hand, | found evidence that there is no difference between the syllable
scores of [8] and [B], the only two consonants that almost invariably receive the
same orthographic value (i.e. th). However, the linguist who recorded my stimuli
reported that it was difficult to keep [6] and [B] distinct, perhaps because they are not
very perceptually discriminable (indeed anecdotally lay English speakers generally
have no sense that th covers two separate speech sounds), which may explain why
syllable scores differ less than those between other pairs of voiced and voiceless

fricatives.

Interactions between Place and Manner and Implications for the Mechanism of

Sound-Shape Iconicity

Finally, | exploited regularities in the consonant inventory of English to look at groups

of syllables that show the natural equivalent of a counterbalanced design, crossing
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place and manner features. This allowed me to explore the extent to which different
aspects of my syllables (specifically place and manner, place and vowel, and
manner and vowel) interacted in determining the iconic properties of the syllable. |
found some evidence for interactions between place and manner, and place and
vowel type. In particular, the model for stops (both plosives and nasals) shows that
bilabial stops are not only rounder than alveolars and velars overall, but that there is
less variation between the iconic properties of different manners in the bilabial
position than in other positions. This, along with the observation that consonants of a
given manner articulated bilabially tend to be rounder than consonants of the same
manner articulated elsewhere, raises the question of what might be special about the

lips.

There are several possibilities. One is based on letterform: p is at least as round as t
or k; b is as round as d, though perhaps not g; m is as round as n or ng; and w is as
round as vy, r, or |. Thus overall the letterforms associated with bilabial consonants
are rounder than their neighbours by manner, though this does not explain why our

participants found [b] so much rounder than [g].

Another story would be that the consonants’ bilabiality per se is responsible for their
iconic roundness. If speakers of a language come to associate phonemes with
visual, motoric, or proprioceptive representations of the articulatory gestures used to
produce them, then it is possible that bilabial sounds are preferentially mapped onto
round objects via intermediary representations of roundish pairs of lips (even closed
lips are reasonably rounded, and [w] involves literal rounding of the lips). This opens
up the interesting possibility that at least some parts of sound-shape iconicity are
based on unimodal mappings directly from object to lip shape, and that this aspect of

the effect is learned from linguistic input without being language specific. As the
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articulatory system is universal, then speakers of any language that uses these
bilabial phonemes will develop the same kinds of iconic associations. This though
fails to explain why [j], which does not involves the lips, appears to be the second

roundest consonant.

Yet another possibility is that the explanation lies in the hallmarks of these bilabials’
acoustic phonetics. A number of the bilabial consonants acoustically resemble the
rounded back vowels: the most iconically round of vowels. Typically, speech takes
the form of alternation between consonants and vowels, and acoustically speaking
consonants can be thought of as ways of inflecting the end of the last vowel and/or
the beginning of the next (Ladefoged, 2001). Firstly, the consonant [w] is essentially
a consonantal version of the high back rounded vowel. A CV syllable beginning with
[w] essentially takes the form of a glide to the vowel from a very short version of [u].
Secondly, the place of articulation of a stop is mainly distinguishable on the basis of
the second and third formant transitions to and from surrounding vowels (Ladefoged,
p. 179-180). Both [n] and [b] are characterised by formant transitions where the locus
(i.e. the apparent place of origin within the consonant) of the second formant is
comparatively low. As already discussed, a low second formant is the mark of back
rounded vowels. Finally, [p], as well as sharing the second formant transition typical
of [b] and [m] (albeit in weaker form, as voicing is absent), is also quieter than [t] and
[K], featuring much less of the high frequency energy associated with aspiration
(Ladefoged, p. 181). Thus in as much as the sound of aspiration carries the
spikiness of sounds like [t] and [k] (either because of a general mapping between
high frequency sounds and small, quick, spiky things, or because it is diagnostic of
unvoiced stops, which have spiky associations for other reasons), we would predict

that [p] is less spiky than [K] or [t], which is what we find.

94



These observations hold out the possibility of subsuming at least some aspects of
both consonant and vowel iconicity under a shared phonetic account. Basically, the
observation is that consonants whose acoustic phonetics resemble back vowels (e.g.
[w], [m], [b], [r], and [l], the latter two of which closely resemble [w] viewed
spectrographically) tend to be round, whereas consonants whose formant transition
acoustics make them resemble front vowels (e.g. [k] and [t]) are spiky. The question
would then be why back vowels should suggest roundness and front vowels
spikiness. This might turn out to be explicable in terms of the amount of energy at
different frequencies in these vowel, and a non-linguistic tendency to associate high
frequencies with smaller sharper things, which would in turn be based on statistical
correlations present in sensory input (Marks, 1987; see Spence, 2011, for a review

of such cross-modal correspondences).

Additionally (this possibility is not necessarily mutually exclusive), the association
may be based on what Ohala (1994) describes as the frequency code — that is the
propensity of certain features of animal vocalizations to carry information about the
size of the animal, a propensity that animals manipulate to appear bigger or smaller
in the right circumstances. In particular, formants are a good proxy for the length of
the vocal tract, which in turn is a good proxy for the size of the animal. Low formants
signal a big beast: this is why red deer stags lower their larynx when calling (Fitch &
Reby, 2001). It is also why, Ohala suggests, humans smile when they wish to appear
agreeable, and why other mammal species retract the lips when submissive: this
gesture shortens the vocal tract to signal a smaller, less threatening animal. If, for
independent reasons (perhaps statistical correlations in the environment), roundness
and largeness, and spikiness and smallness, are associated (Perniss, Thompson, &

Vigliocco, 2010), then we have a neat account of why phonemes with low formants,
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i.e. rounded back vowels and the consonants that resemble them, should suggest

roundness, and why their front counterparts should suggest spikiness.

However, this account runs into two immediate problems. The first is why F, should
be so much more important in the phenomenon than F;: both decrease in pitch when
the length of the vocal tract is extended (Fitch & Reby, 2001; though note that we
found that F,, i.e. vowel height, does show an effect in the right direction, albeit a
much smaller one than backness). Even if this can be explained, we are still left with
the puzzle of why a consonant like [j], the consonantal equivalent of [i] i.e. the
frontmost vowel in English, should be considered highly round by our participants.
This might be rectified by adding sonority as a second correlate of roundness, but
even this would fail to explain why voiced fricatives should be considered spikier
than the voiceless equivalents they only differ from by the addition of low

frequencies.

Conclusion

In truth, it appears that no single principle is sufficient to capture the patterns we see
in this dataset. It seems likely that a number of factors are at work in determining the
sound-shape iconicity of a phoneme, possibly including associated letterform,
associated lip shape, pitch profile, and sonority. There are however particular types
of evidence that can help verify whether each of these factors is in play. If letterform
is important then we would expect the iconic associations of a phoneme to vary
depending on speakers orthographic systems. If any of the phonetics-based
accounts are correct, then we would expect non-linguistic sounds with similar

acoustic profiles to a phoneme to have the same iconic connotations. And if lip
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shape is important then we would expect an asymmetry in the effect, given that it is
partly driven by a rounded-round pairing that has no obvious spiky equivalent. This
asymmetry may have been masked by the binary forced choice methodologies
typically used to investigate sound-shape iconicity so far, but should show in other

paradigms. We will return to this last question in Chapters 3 and 4.

One obvious limitation of the study is that it only used literate adult Anglophones.
While this is my population for most of the experiments in subsequent chapter,
meaning that this study does succeed in laying the groundwork for assumptions
about their sensitivity to sound-shape iconicity, it does mean that my findings may
not generalise to speakers of other languages, children and infants, and people who
cannot read and write. These will all be important populations to investigate further

as scholars learn more about the boundaries and basis of the effect.
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Chapter 3: Cross-Situational Learning*’

Introduction

This chapter uses cross-situational learning, an artificial language learning paradigm
that mirrors natural language input by teaching participants vocabulary incrementally
over multiple exposures. The experiments focus on sound-shape iconicity. Our
thesis is that if iconicity helps resolve referential ambiguity, then iconically congruent
vocabulary should be learned more readily than iconically incongruent vocabulary.
Experiment 1 is a near-replication of Monaghan, Mattock, & Walker (2012), that
largely reproduces their findings but diverges from them in one interesting respect.
Experiments 2-4 modify the same paradigm to investigate whether round and spiky
iconicity are the same strength — an important step towards establishing the

mechanism of the effect.

The Paradigm

Cross-situational learning grew out of the vocabulary acquisition literature. A long
running topic of research in that field concerns the sources of information young
children use to single out word meanings. One view is that they wait until they
encounter a word in a context where its meaning is very low in ambiguity, and only
then posit a possible meaning for the word by ‘fast mapping’ (Carey & Bartlett, 1978)
with the help of attentional (Smith, 2000), conceptual (Gentner, 1982), linguistic
(Gleitman, 1990) and social (Baldwin, 1993; Bloom, 2000, Tomasello, 2000) biases

and knowledge. Under this theory a word-learning event might take the form of a

Y Thank you to Zoé Belk and Pamela Perniss for recording stimuli
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parent saying “hi baby, can you pass me the duck”, at a moment when a duck is the
only salient object in the child’s visual field. Assuming the right knowledge and
biases - that the child knows the other words in the sentence; that it knows that
“‘duck” must be a noun; that the child is biased towards interpreting nouns as
referring to whole objects (rather than meaning e.g. “undetached duck part”) the
input at the moment of exposure to the word unambiguously links the word with its

meaning.

An alternative view is that children integrate information across multiple exposures to
a word (Siskind, 1996; Vogt & Smith, 2005; Yu & Ballard, 2007). This increases the
power of word learning because even a set of individually ambiguous exposures
might be unambiguous when taken together. Prima facie support for this view
includes the fact that even under optimal lab conditions, children as old as 18
months (i.e. well into lexical acquisition) often have difficulty inferring the meaning of
a word in a single exposure (Hirsh-Pasek, Golinkoff, & Hollich, 1999; Moore,
Angelopoulos, & Bennett, 1999; Pruden, Hirsh-Pasek, Golinkoff, & Hennon, 2006).
The picture of word-learning on this view is that the child experiences a number of
exposures to the word “duck”, each featuring not only a duck but also other objects
(and possibly at times no duck at all). Though no single event suffices to teach the
child the word, if she is keeping track of the number of times each kind of referent
appears with the word (perhaps through repeatedly updated association strengths)

then she may end up with the correct referent as the clear winner.

The cross-situational learning paradigm was originally designed by Chen Yu and
Linda Smith as a way to test this second account experimentally (Yu & Smith, 2007).
The idea is to expose participants to a series of artificial naming events that are

ambiguous individually, but informative en masse through co-occurrence
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relationships. Learning from this kind of information is feasible in principle (Siskind,
1996; Vogt & Smith, 2005; Yu & Ballard, 2007), but had not been previously been
demonstrated in humans. Yu and Smith showed that given trials where two, three, or
four pictures of unusual objects were presented along with invented names for each
(with 18 names and objects in total), six exposures to each name saw adult
participants performing well above chance. Smith and Yu (2008) extend this finding
to 12- and 14-month-old infants. Infants were shown training slides featuring pairs of
novel pictures accompanied by invented names for the pictures, played sequentially.
There were six word-referent pairings in all, and each correct word-referent pairing
was presented ten times for each infant. The training phase was followed by testing:
over the course of 12 trials each picture was presented along with its name and a
distractor (another one of the pictures, this one left unnamed). Both age groups
looked for significantly longer at targets than at distractors, indicating that they had
used cross-situational statistics to learn about word-referent pairings (a result
replicated in Yu & Smith, 2011). Yurovsky, Smith, and Yu (2013) used headcams to
capture the point of view of 2-to-2.5-year-old children during a naturalistic free play
session with their parents. Yurovsky et al. then took the most ambiguous naming
events, replaced the toy’s name with an invented word, and used the footage as
slides in a cross-situational learning experiment for adults. Adults successfully
learned word meanings, establishing the plausibility of cross-situational learning
being a powerful vocabulary acquisition tool when applied to the kind of input young

children receive outside the lab.

The mechanism underlying cross-situational learning is not yet clear. There are at
least two possibilities: a comparatively ‘dumb’ associational learning mechanism,

which keeps track of co-occurrence rates, or a mechanism that tests explicit and
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coherent hypotheses. However, as Yu and Smith (2012) demonstrate, each of these
broad classes of mechanisms can end up predicting very similar patterns of learning
depending on the details of the specific models. Thus resolving this question must

await richer data and more constrained models.

Since Yu and Smith’s first papers, cross-situational learning has been adapted for
adult use (e.g. Monaghan, Mattock, Davies, & Smith, 2015). It has two advantages
as an artificial language learning paradigm. First of all it's naturalistic in that it
involves no explicit ostensive teaching of vocabulary: the research above shows that
it can be used by children (and adults) to learn word meanings, and that it very
plausibly is used this way during development. Secondly, in the form we use below
(following Monaghan, Mattock, & Walker, 2012), each trial constitutes both learning
and testing: participants are exposed to a word and to possible referents, and then
have to select the referent that matches the word (guessing at first, and learning
more and more as they see more trials). The result is that the paradigm is very well

suited to gauging the rate of learning over training trials.

Previous Application to Sound-Shape Iconicity

Monaghan, Mattock, and Walker (2012) use the paradigm to explore whether and
how sound-shape iconicity boosts word learning. Their basic paradigm was as
follows: participants learned invented names for sixteen irregular shapes across four
blocks (each of 64 trials). Each trial took the form of two shapes on the screen, one
on the left, and one on the right, along with a speech recording of a name. The name
belongs to one shape, the target. The other shape is a foil randomly selected from

the other 15 shapes. Participants have to indicate which of the two shapes is the
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target. Though at first they have to guess, over time they build up information about
the identity of each word’s referent through repeated co-occurrence (because foils
are chosen randomly and therefore each name appears with the shape it names far

more often than with any other shape).

In each of Monaghan, Mattock, and Walker's two experiments, there were two
categories of shape, and two categories of names. Eight shapes were rounded, and
eight were spiky; likewise eight names were iconically round, while the other eight
were iconically spiky (cf. the Kéhler, 1929; Ramachandran & Hubbard, 2001). Iconic
words were created using phonetic features identified in previous literature as
suggesting roundness or spikiness. Monaghan et al’s Experiment 1 varied
consonants: names were created using a one-syllable CVC template, with plosives
in the onset and coda positions for the spiky names, and nasals, liquids, or
approximants in the onset and coda position for the round words, holding a range of
vowels constant. Experiment 2 used words of the same form, contrasting back
vowels in the round condition with front vowels in the spiky condition, holding a range

of consonants constant.

Assignment of names to shapes could either be congruent or incongruent.
Congruent pairings mapped a name with an iconically fitting shape (i.e. round name-
round shape; or spiky name-spiky shape). Incongruent pairings did the opposite
(round name-spiky shape, spiky name-rounded shape). For each participant, half of
the shapes and half of the names in each category received congruent pairings, and

the other half received incongruent pairings.

The primary question was whether iconically congruent names would be easier to

learn (i.e. elicit higher accuracy) than incongruent names. Monaghan et al. found that
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this was the case, but with interesting caveats. Firstly the advantage of congruence
only appears after the first block. Furthermore the advantage of congruence was
only present in trials where the foil was from the opposite category of shape to the
target. In effect, giving e.g. a round shape a round name improves performance
when the foil is a spiky shape (i.e. where the foil would be an incongruent pairing
with the name), but not when the foil is another round shape. From the first point
Monaghan et al. conclude that the congruence advantage is not merely the result of
referential disambiguation: i.e. participants showing a bias towards iconic guesses
where they are unsure of the referent of the word (otherwise it should be there from
the beginning). Rather bona fide learning — i.e. extraction and encoding of
information from past encounters with names — proceeds faster for congruent
pairings than for incongruent pairings. From the second result Monaghan et al. argue
that only some aspects of learning are facilitated by iconicity. Specifically, the
category of the shape mapped to (i.e. round or spiky) is learned faster for iconic
pairings, but the identity of the shape within that category is not. This is in keeping
with the conclusions of Monaghan, Christiansen, & Fitneva (2011), who argue that
systematicity is advantageous between categories, but arbitrariness is optimal within
them. Howev