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T“Stlf—l_‘nrgamx:d Gnd Resource Management” 15 an EPSRC funded e5cience project in ,wul’k]ﬂﬂd Distnibution ne
cooperation with BT ExacT. The key component of the SO-GRM project is the workload distribution
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SO-GEM researches several key areas of Grid computing: - cluster utihsation, the nodes m the system leam about sub-groups of nodes and
1.  High-level policy based VO management and Service Level Agreement (SLA) negotiation about other sub-groups. By constructing a small-worlds network through the
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and future predictions _ - and provides feedback to the shape of the “social’ network used to allocate

4. Run-lime process auditing and security monitoring L work. In practice there may be several overlaid and interweaved small-world

resource allocation without signihicant extra computational load.

networks, ecach specialising mn ditterent classes of senvice, providing QoS based L
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Components :_‘-i SO-GERM framework are bult using widely a::u:::pt::d open-source technologies: Repository & olicy-based Management
1. XML Policies stored in open-source databases such as eXise Distribution u

2.  Integration of Globus Secunity Infraseructure {(G51) and vsing Public Key Infraseructure (PEL based on X509 _

certificates S
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master-worker model. The performance of the master gateway Operating System

determines the service rares for incoming jobs and, being the only

route for job submission, renders it a single point of failure.

— SO-GRM approach is to develop a distributed system of independent
- COTIpute I'thll'_:lt.‘i, all able to accept job requests and choose wh:thtr.tu
execute or forward them to a more approprniate node. The levels ot

acceptable loading, quality of service guarantees and SLA enforcement

can all be set through policy-enabled management. Multiple job entry

':'3“5"5‘“- worlds topology should signiticantly increase resilience.

: points and self-organizing information dissemination based on small L
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Resource discovery has been implemented through fully decentralised Java-based
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agents (SORD) and an open XML protocol, Nodes in the topology are mitially o
connected to a number of their nearest neighbours and few distant nodes, el 3
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representing the shortouts through the network. As requests are recerved this L
topology evolves into a small-worlds network, and nodes begin to differentiate 1n 5 ﬁ
frequency of fulbilling certain type of resources or classes of service gqueries. e
g
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high discovery success rate even for extreme overall cluster unlisation percentage. —— 1228 rodom ——L 229 Seu —i— AR Lrs —8— A3 Aodom

The protocol scales very well, with model simulations and live testing showing a TL
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i S —— Tl:nm]:lnn:nt:i integration was demonstrated on a multi-domain test-bed compromising computational
[— HEMAS resources in BT@Adastral Park and UCL. Therough monitoring and information capture was
o e essential during test runs, this task being further complicated by the probabilisnc nature of 50-
> @ . “ GRM's resource discovery and allocanon algorithm.
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= = [ e o3 1.  Proper functioning of resource discovery is followed through debug messages
2. Machines are being assigned jobs. Load is only one of parameters taken into consideration, thus
e — m— an already loaded machine may be assigned another job before an idle node.
l—"— L= : — 3. Ganglia monitoring system showing a snapshot of UCL Grid
— T B, 4.  In-depth information on single execution node.
@ l ' 5. Additional information providers have been developed to report CPU utilization of Globus
P P P
- - _"_ e - submitted jobs.
' ¢ @ 9 : :
NHF'“"E" s the globus toolkit™ _
E-EEIEHEE- ¢ @ 1'55:51 ' - www.globustoolkit.ong
Centree @ @ o O

- TEFE | i 1 "W L
“ & I -'-'l II r




