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. 50 - GRM -
The Grid -T“-SE][:-DEEElniEEd Gnd Resource Management™ 1s an EPSEC funded e-Science project in
- T i cooperation with BT ExacT.
-i"'l'l-n: Grid" 15 many things to many people, and 15 becoming a valuable buzz- SO-GRM draws 1ts motivation from the lack of new-breed, adaptive, autonomous and robust
word in [T sale brochures worldwide, Behind the hype that is catching resource management and scheduling frameworks for heterogeneous computing
momentum :'if:;ind.'-: [ tn:ll'ln“ng Tﬂ:hni]l[]ﬂ}' prt]mitlng Ty I'_'Iﬂ'li.'l"ﬂr uh‘llquih[]u.ﬂ. I'I]E,]'I. 'E'n"-’iil'{!'nm'!:'n'[s.
performance computing and virtualization of specalized saentific resources SO-GRM researches several key areas of Gnd computing
across geographical and administrative boundaries. The Grd presents a unified 1. High-evel policy based VO management and Service Level Agreement (SLA) negotiation
interface to instruments, |'_'|i.!'i'|'.I|:3].-'.'-:|_ ::::mpul‘;tl"mn:ﬂ and information resources 2. L'[ght-w':ig]'lt. resilient and ﬁc]f-crrga.nizmg resource m::nni:mr'mg and di:smvl:'r_l,? methods
enabling Gnd applications to integrate them 1o persistent environments L 3. Adaptable and dynamic job scheduling based on previously observed performance data
and future predictions
4.  Run-time process auditing and security monitoring L
 Framework _
T AML Policy
-i Components of SO-GERM framework are butlt using widely accepted open-source technologies: H?W?itﬂf}r & olicy-based Management
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certificates = = 3].1""; =
3, S[::l].ﬂ-l-.llﬂ m[}rlu_ih:lrir.lg :'h:r'!'iTE]TI h:l!'iﬂl'_:l LXl] G:lﬂEIlﬂ Mnnil‘::rj g r[ll:]i'llli.i'r I:Id'l:lng'ln_g, EMI. MESSEECS '||"|.ﬂ hl'(]ﬂlill.ﬂ."l'rll"l GSI - PI..;":I __E." E % E ﬁ E
multicast/unicast Security = o & ﬁ =
4, Support for vanous local job managers overlad wath Globus GRAM Infrastructure ,f],-ﬁ E 5:'_ i I% E
3. Wide operating system support L Enforcemeptmms = &0 =
SETHE zanglia | [ GRAM
_ Local Job Manager ‘
Schaduling and Resource Management |EU']TIPD]'.I.EI'IIIE " I:FEII'H: FEE:I
Agroamert hMany current scheduling/queuing approaches are based on antiquated Operating System
Domaln Manegament master-worker model. The performance of the master gateway
Domain spacific determines the service rates for incoming jobs and, being the only
— route for job submission, renders 1t a single point of failure,

SO-GERM approach 15 to develop a distributed system of independent
compute noxdes, all able to accept job requssts and choose whether to
execute or forward them to a more appropnate node, The levels of

acceptable loading, quality of service guarantees and SLA enforcement

can all be set through pohoy-enabled management. Multiple job entry

worlds topology should sigmficantly increase resilience,

poants and selforganizng information disseminanion based on small 'L
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Component inte,grslﬁrcm and testing was done on a test-bed consisting of
machines i UCL and BT ExacT at Ad@stral Park. Machines were separated
in two distinct administrative domains and connected through a routed IP
network LearINET. Services, data and components required for successful job
execution were scattered among the machines in both domains to
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demonstrate integration within a Virtual Organization. Job submission was ! !
petformed [rom BT side, while demonstration was lollowed 1n UCL : | RME‘IDHTLETBHW #
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; e T’I’Immugh monitoring and information capture was essential during test runs, this task being further
g MRS E | complicated by the probabilistic nature of SO-GEM's resource discovery and allocation algorithm.

1. Proper functioning of resource discovery 15 followed through debug messages
T 2. Machines are being assigned jobs. Load 15 only one of parameters taken into consideration, thus
s an already loaded machine may be assigned another job before an idle node.
Ganglia monitoring system showing a snapshot of UCL Grid
In-depth information on single execution node.
Additional information providers have been developed to report CP'U utilization of Globus L
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e ) submitted jobs.
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