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Abstract Polycrystalline ice weakens significantly after a few percent strain, during high homologous
temperature deformation. Weakening is correlated broadly with the development of a crystallographic
preferred orientation (CPO). We deformed synthetic polycrystalline ice at −5∘C under uniaxial compression,
while measuring ultrasonic P wave velocities along several raypaths through the sample. Changes in
measured P wave velocities (Vp) and in the velocities calculated from microstructural measurements of
CPO (by cryo-electron backscatter diffraction) both show that velocities along trajectories parallel and
perpendicular to shortening decrease with increasing strain, while velocities on diagonal trajectories
increase. Thus, in these experiments, velocity data provide a continuous measurement of CPO evolution in
creeping ice. Samples reach peak stresses after 1% shortening. Weakening corresponds to the start of CPO
development, as indicated by divergence of P wave velocity changes for different raypaths, and initiates at
≈3% shortening. Selective growth by strain-induced grain boundary migration (GBM) of grains favorably
oriented for basal slip may initiate weakening through the formation of an interconnected network of
these grains by 3% shortening. After weakening initiates, CPO continues to develop by GBM and nucleation
processes. The resultant CPO has an open cone (small circle) configuration, with the cone axis parallel to
shortening. The development of this CPO causes significant weakening under uniaxial compression, where
the shear stresses resolved on the basal planes (Schmid factors) are high.

1. Introduction

At terrestrial conditions, ice 1h exhibits high viscoplastic anisotropy, with dislocation glide being easiest by
more than an order of magnitude along basal planes [Duval et al., 2010; Duval and Castelnau, 1995]. This leads
to the development of strong crystallographic preferred orientations (CPOs) during deformation in the dislo-
cation creep regime. CPOs change the creep behavior significantly [Azuma, 1995], generally weakening the
ice for flow compared to a random CPO. However, CPOs evolve as ice accumulates strain [Faria et al., 2014;
Wilson et al., 2014] and any change in deformation kinematics, flow stress, or temperature will likely modify
the CPO and resultant micromechanics of creep.

With an ever increasing interest in the role polar ice sheets play in controlling sea level rise, understanding
the flow of ice on the microstructural scale has become increasingly important [Llorens et al., 2016; Montagnat
et al., 2014]. An improved knowledge of large-scale ice dynamics, and thus our ability to predict future
changes of ice sheets, is limited by our understanding of the microstructural mechanics of ice [Alley, 1992;
Treverrow et al., 2015]. Constraining the mechanisms and rates by which CPOs and corresponding mechani-
cal behavior evolve will be crucial to understanding how ice flow properties develop as boundary conditions
change (e.g., grounding zones where ice streams flow into ice shelves), in the Antarctic or Greenland ice
sheets [Bamber et al., 2000; Rignot et al., 2011; Zwinger et al., 2014]. It is fundamentally important to under-
stand the response of ice sheets to climate change and their future contributions to sea level rise [Pollard and
DeConto, 2009].

In laboratory experiments, ice weakens after very small strains, corresponding to the transition from sec-
ondary to tertiary creep. At high homologous temperatures (temperature of a material as a fraction of its
melting point temperature, in degrees Kelvin), weakening and associated CPO development is strongly influ-
enced by mechanisms of dynamic recrystallization, which relax the internal stress fields induced by strong
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strain heterogeneities between neighboring grains [Duval et al., 1983; Schulson et al., 2009]. Nucleation pro-
cesses associated with recrystallization in ice [Chauve et al., 2017a] must also play a role, as decreases in median
grain sizes have been observed as a function of strain [Montagnat et al., 2015; Piazolo et al., 2013; Peternell and
Wilson, 2016]. At high temperatures, CPOs evolve dominantly through recrystallization by rapid grain bound-
ary migration (GBM), termed “migration recrystallization” [Thorsteinsson et al., 1997; De La Chapelle et al., 1998;
Montagnat et al., 2015] in the glaciological community. While macroscopic weakening is broadly related to the
combination of CPO development and mechanisms of dynamic recrystallization [De La Chapelle et al., 1998;
Faria et al., 2014; Hudleston, 2015; Piazolo et al., 2013; Wilson et al., 2014], a comprehensive and satisfactory
understanding of this relationship does not currently exist, for ice or other rock-forming minerals.

The majority of ice deformation experiments that show microstructures and CPOs do so for the start and end
of experiments only. Some studies conduct several experiments with equivalent starting materials to different
finite strains [e.g., Jacka and Maccagnan, 1984; Montagnat et al., 2015] to get a strain series. Quasi-continuous
CPO and grain size measurements have been made during deformation experiments using neutron diffrac-
tion [Piazolo et al., 2013; Wilson et al., 2014, 2015; Cyprych et al., 2016]. Quasi-continuous microstructural
analysis and CPO measurements have also been made using synkinematic optical microscopy [Peternell et al.,
2014; Wilson et al., 2014; Peternell and Wilson, 2016]. These experiments that track the development of CPO as
a function of strain (or time) provide new insight into the relationships of CPO development to mechanical
evolution. The methods used have limitations. The neutron beam approach requires D2O ice, becomes prob-
lematic for nonsymmetric samples, and, because experiments need to be fast (beam time is limited), is limited
to high strain rates. The experiments are unconfined so that high temperatures are required to allow high
strain rates. The synkinematic microscopy approaches have limited sample sizes and do not provide robust
mechanical data. We looked to ultrasonic wave velocities to provide quasi-continuous measurements of CPO
evolution during ice experiments.

Much work has been undertaken to quantify the relationship between CPO and elastic wave velocity
anisotropy using measurements in natural samples and boreholes [Kohnen and Gow, 1979; Bentley, 1972;
Anandakrishnan and Alley, 1994; Gusmeroli et al., 2012; Kluskiewicz et al., 2017], modeling techniques [Diez
and Eisen, 2015; Maurel et al., 2015], and recently to infer CPO from active-source seismic field measurements
[Picotti et al., 2015; Vélez et al., 2016] and passive listening to natural events at the base of flowing ice [Smith
et al., 2017; Harland et al., 2013]. In situ real-time ultrasonic velocity measurements have been used to mon-
itor physical property evolution during brittle rock deformation experiments [Ayling et al., 1995; Guillaume
et al., 1997; Fortin et al., 2007; Stanchits et al., 2010; Fortin et al., 2011; Brantut et al., 2011, 2014]. Experiments
that make such measurements during high-temperature ductile creep have only been achieved with metals
[Hirao et al., 1990; Tang et al., 2007] and never before with rock or ice samples.

In this paper we make in situ ultrasonic velocity measurements during deformation experiments on ice at high
homologous temperatures. We chose deformation conditions and kinematics where the CPOs are already well
known [Budd and Jacka, 1989; Wilson et al., 2014; Montagnat et al., 2015] so that we can assess fully the new
information from the ultrasonic velocity measurements. Our approach was to conduct experiments to differ-
ent final strains, with repeated (every 5 min) P wave velocity measurements, so that final microstructures and
CPO measured using cryo-electron backscatter diffraction (cryo-EBSD) [Prior et al., 2015] could be compared
with P wave velocity data at the end of each experiment. The overall objective was to assess ultrasonic velocity
measurements as a proxy for CPO development during ice deformation and to explore the new information
that the proxy yields.

2. Methods

In this section, we outline the details of sample manufacturing and the deformation conditions (2.1), the
measurement of ultrasonic travel times (2.2), and the acquisition of cryo-EBSD data (2.3).

2.1. Samples and Deformation
We prepared cylindrical samples (40 mm diameter, 95–100 mm long) of polycrystalline ice (derived from dis-
tilled and deionized water) using the “standard” ice method [Stern et al., 1997]. We began by filling a mold
(supporting information Figure S1) with controlled grain size seed ice (200–250 μm), evacuating the air out
of the mold and flooding it with degassed (by boiling) water at 0∘C. Once flooded, we encased the samples
in an insulated sleeve and placed them in a chest freezer at −30∘C. We froze the samples uniaxially from the
base (with the bottom of the sample mold resting on a cold copper plate) to prevent cracking, extracted them,
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Figure 1. Schematic diagram of sample chamber and sample assembly configuration for unconfined uniaxial shortening
with in situ ultrasonic measurements. The sample was immersed in a silicon oil bath. The oil temperature was controlled
using a Peltier element linked to a temperature controller and k type thermocouple. Heat was removed by a liquid
cooled heat sink designed for cooling computer components. Uniaxial compression was supplied by an Instron
servohydraulic press controlled by a LabView interface. Displacement rate was controlled by a displacement transducer
coupled to the piston. The transducers were coupled to the sample using spring-loaded mounting rings which provided
precise positioning control and coupling. Load was recorded using an in-line load cell. Temperature was monitored and
recorded on LabView using a National Instruments thermocouple module on four channels.

made rough cuts to approximate length using a band saw, and machined the samples on a lathe to produce
the final cylindrical shape. The starting material had a homogeneous microstructure, a random CPO, a mean
grain size of 360 μm and up to ≈1% porosity.

The sample assembly consisted of two 42 mm diameter alumina platens on either end of the sample, topped
with a hardwood piston, and bounded on the bottom by a hardwood disc (Figure 1). We place a hemispher-
ical seat between the upper wooden piston and the loading piston. These components were held in line by
a custom neoprene jacket. We placed the sample assembly in an insulated, thermoelectrically cooled (Peltier
ceramic) aluminum sample chamber (see Vaughan et al. [2016] for a full description of the sample chamber)
filled with silicone oil (dimethylsiloxane, 0.965 g/cm3), kept in circulation using a small self-priming pump
(TM200S-SUB from TCS Micropumps) in order to homogenize the temperature of the cooling medium. A
temperature controller (Carel IR33 Universale Proportional integral derivative (PID)) maintained the system
oil temperature within ±0.5∘C of the target temperature using feedback from a k-type thermocouple placed
inside the chamber. Fluctuations in oil temperature (Figure 4c) were an order of magnitude more than those
in the ice sample (supporting information Figure S2).

A uniaxial servohydraulic press was used as a deformation apparatus (Servotechnique, UCL Rock Physics
Lab) with displacement rate controlled by a high-precision linear variable differential transducer (LVDT). We
recorded load and displacement continuously on a LabView and national instruments data acquisition card
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Figure 2. Optical thin section photographs from two samples following deformation. (left) An ice polycrystal deformed
to 10% strain at a strain rate of ≈1 × 10−6 at −5∘C. (right) An ice polycrystal deformed to 10% strain at a strain rate
≈1 × 10−4 at −5∘C. The orientation of the shortening direction is vertical. Obvious cracks are only visible in the sample
deformed at the much faster strain rate. The black speckle effect is a result of frozen droplets of water sitting between
the ice thin section and the glass slide and is not in the ice volume. These ice droplets are required for mounting a thick
section for preparation and are not visible in the polished surfaces of thick sections.

and converted load to stress using a linear interpolation of sample surface area from measurements of initial
and final diameter (measured at top, bottom, and middle of the sample, with no observed variation>0.1 mm).

We compressed the samples uniaxially at −5∘C at a constant displacement rate that corresponds to an initial
axial strain rate of 1×10−6 s−1 and increases (approximately linearly) to a rate of 1.1×10−6 s−1 at 10% axial engi-
neering strain. We present results of five successful experiments that achieved final axial shortening of 1, 3, 5,
7.5, and 10% (supporting information Table S1). We chose these magnitudes in order that the microstructures
of the samples at each strain step could be measured. We observed maximum stresses of ≈1.1 MPa, and no
cracks were visible in the polished surfaces of thick sections or in optical thick sections in deformed or unde-
formed samples (Figure 2a). Samples deformed at higher strain rates (up to 1×10−4 s−1) in other experiments
[Jefferd, 2015] show clear evidence of brittle damage in optical thin sections (Figure 2b). In natural settings,
strain rates are very slow (<10−9 s−1). To explore the stages of ice creep in laboratory tests, simulating the
slowest deformation rates at polar conditions is impractical, since this would require very long experiments.
Therefore, the creep behavior of natural ice is extrapolated from mechanical tests performed at higher tem-
peratures or stresses [Glen, 1955; Jacka and Maccagnan, 1984; Goldsby and Kohlstedt, 2001; Sammonds et al.,
1989] and then compared with field observations.

2.2. Ultrasonic Travel Time Measurements
Using sprung mounting rings (Figure 3), we positioned and freeze-coupled eight P wave sensitive piezoelec-
tric transducers (PZT) in aluminum casings to the sample surface. We placed two additional PZTs at the top
and bottom of the sample. We performed active Vp (henceforth expressed in km/s) surveys by repeatedly
generating elastic waves at a PZT using a high-frequency (1 MHz), high-voltage (250 V) pulse, while recording
the transmitted waves arriving at all other PZTs positioned around the sample. Waves were pulsed on each
channel in turn, while all other channels recorded (at a high sampling rate of 50 MHz, with each waveform
compiled from a stack of 32 consecutive wavelets, which improves the signal-to-noise ratio). We determined
arrival times from first break picks on the wavelets arriving at each PZT and converted to velocity using the ray-
path lengths. In order to obtain accurate changes in travel times, we applied the waveform cross-correlation
technique described in Brantut et al. [2011]. We used measured axial displacement and interpolation of initial
and final sample diameters, measured at all sensor locations on the sample (Figure 4b), to calculate raypath
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Figure 3. A photograph of the (a) sample assembly prior to deformation, (b) shown diagrammatically. The ice sample
was surrounded by eight side transducers and two end transducers. Each sensor was housed in a custom aluminum
casing that maintained the connection to a coaxial cable. Coupling between the sample and each sensor was
maintained by spring-loaded sensor rings. The sample and pistons were held in alignment by rubber jacketing.

lengths as a function of sample shortening. Elastic length changes were too small to affect calculated veloc-

ities significantly. Adjustments for travel time through the PZT sensor casings were applied to the arrival

times. We estimate the error on changes in velocity along a single raypath at <±0.01 km/s, which relates

to how accurately we could measure sample diameter. Absolute measurements of velocity can be affected

Figure 4. Stress, sample diameter, and temperature with strain, and displacement with time, during five uniaxial
shortening experiments. (a) Stress versus strain curves, derived from combined load (load cell) and LVDT data. Maximum
% strain for each experiment is indicated. (b) Measured sample diameters (from caliper measurements, averaged from
several points on the sample) after unloading and model diameters (Model 1 = constant volume. Model 2 = no
diameter change until 1% shortening, then constant volume) versus strain. (c) Oil bath temperatures were recorded
throughout the experiments at four depths in the chamber, with an observed deviation of <0.1∘C from the mean.
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by any nonuniform distribution of porosity within the sample, or slight variations in the quality of the cou-
pling between the sample and each transducer. We estimate these effects on absolute velocity calculations
to be <±0.05 km/s.

2.3. Cryo-EBSD
We acquired EBSD maps using a Zeiss Sigma VP FEGSEM fitted with on Oxford Instruments Nordlys camera
and AZTEC software. Modifications required for cryo-EBSD are described in Prior et al. [2015]. We cut ≈1 cm
thick, parallel-sided slices, along the cylinder axis of each deformed sample and one undeformed reference
sample, and manually polished them at −60∘C on fine-grit diamond disks. We removed frost and surface
damage by pressure sublimation cycling in the scanning electron microscope chamber [Prior et al., 2015]. We
collected EBSD maps at a stage temperature of ≈ −90∘C with 30 kV accelerating voltage, 60 nA beam current,
10 Pa partial pressure nitrogen at a 40 μm step size. We generated montage maps to capture large areas of the
samples, with the largest maps generated being over 30 mm in their longest dimension, characterizing the
majority of the sample surface and providing robust statistical parameters. The stability of the sample surface
at these very low temperatures made it possible to acquire such large data sets. We processed the raw EBSD
data using the band contrast as a template [Pearce, 2015] and generated microstructural information using
the open-source MTEX toolbox [Bachmann et al., 2011]. We use eigenvectors calculated from the EBSD data
to describe the shape and strength of alignment of c axes [Woodcock, 1977]. The eigenvalues (magnitudes of
the eigenvectors) sum to 1 and by convention a1 ≤ a2 ≤ a3.

3. Results
3.1. Mechanical Data
The stress-strain curves (Figure 4a) indicate hardening during shortening from 0 to ≈1%. At ≈1% shortening,
peak stresses between 1.1 and 1.2 MPa are reached. Stresses remain at peak values up to the onset of weak-
ening between 2.5 and 3% shortening. The maximum rate of weakening is between 3% and 5% shortening,
corresponding to a stress drop to 0.75 MPa. Weakening rate decreases continually with further shortening
with stresses at 0.55 to 0.6 MPa at 7.5% and 0.5 MPa at 10%. These mechanical results are comparable to those
obtained in slightly faster, constant displacement rate experiments (with initial strain rates of 2–2.5×10−6 s−1)
by Qi et al. [2017], on H2O ice at −10∘C, and by Piazolo et al. [2013] on D2O ice at −7∘C (which corresponds
to −10.7∘C for H2O). In those experiments peak stresses, while higher, occurred at the same magnitudes of
strain, as did the onset of weakening and the approach to quasi steady state creep (≈10% strain). In our
slower, higher-temperature experiments, the samples underwent a larger degree of weakening, reducing in
macroscopic strength by ≈0.5 times peak stress.

Sample diameter remains unchanged after 1% shortening and unloading. A permanent sample diameter
increase is measured in all samples with 3% or more shortening (Figure 4b). These data fit a model where
volume is conserved beyond 1% of uniaxial shortening (Model 2 in Figure 4b) except for results at 6.8, and
7.5% shortening where the diameter increase is less than this model predicts. The low-amplitude oscillations
in stress during these experiments are related to oscillations in oil temperature of the cryostat (Figure 4c),
and not to oscillation in displacement rate with time. The pattern of mechanical behavior described above
is observed in repeat experiments, where samples were deformed to 10% strain under the same conditions
(supporting information Figure S3).

3.2. Microstructure, Crystallographic Preferred Orientation, and Anisotropy
The content of this paper is of interest to at least three distinct research communities; glaciology, geology,
and materials science. There are differences in terminology between these communities and to maximize
clarity we outline briefly here our chosen terminology. CPO (crystallographic preferred orientation) is a term
used extensively in the geoscience literature and is synonymous with LPO (lattice preferred orientation,
also a geoscience term), COF (crystal orientation fabric, used in glaciology), fabric (used in glaciology and
geology) and texture (used in material science and metallurgy). We avoid the terms fabric and texture as
they have opposite meanings for geoscientists and material scientists. CPOs in ice are usually described
based on the pattern of c axes on a stereonet (pole figure). Common patterns [e.g., Alley, 1992] include
the following:

1. The c axes are subparallel to each other. We call this a cluster CPO as the points on the stereonet form a
cluster or single maximum. Some glaciological literature calls this a cone, as the bounding surface of the
distribution is conical.
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Figure 5. EBSD data sets from each deformed sample and one reference sample, with their respective pole figures and
predictions of elastic wave velocity and anisotropy for each strain step, deformed at −5∘C. (a) EBSD data from each
sample are coloured by Schmid factor, a measure of the shear stress resolved on the basal planes (0–0.5). We show
subsets of larger full data sets so that microstructural detail can be seen. Grain size data for each sample are presented
as the median area equivalent diameter in micrometers, with the number of grains in each complete data set. (b) c axis
pole figures in upper hemisphere projection, each with 2 × 104 randomly selected points from the complete data sets.
(c) Vp velocity predictions from CPO, with the magnitude (%) of Vp anisotropy below each pole figure. (d) Shear wave
splitting anisotropy (%) as a function of propagation direction through the sample, predicted from CPO data. The
orientation of the maximum principal stress, 𝜎1, is vertical.
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Figure 6. Evolution of Vp for multiple sample vectors for all increments of strain. (a) c axis pole figures in upper
hemisphere projection for each sample. (b) In situ measurements of Vp as a function of increasing strain for each of six
sample vectors, indicated by the diagram (c).

2. The c axes are distributed on a conical surface. We call this a cone CPO. The pattern of the points on a
stereonet is a small circle. In the glaciological literature this pattern is often called a girdle. We avoid the
term girdle as in geology it is synonymous with a planar alignment, expressed as points distributed on a
great circle on a stereonet.

3. The c axes are distributed on a planar surface. We call this a planar CPO. The pattern of the points on a
stereonet is a great circle.

EBSD maps colored by Schmid factor, a geometrical measurement (that assumes a uniform stress field) of
the resolved shear stress (min. 0 and max. 0.5) [Barrie et al., 2008; Schmid and Boas, 1950] on the basal plane
(the easy slip system in ice) under uniaxial shortening, at each measurement point, are shown in Figure 5a.
The c axis in each grain is the pole to the basal plane. The respective c axis pole figures for each sample are
shown in Figure 5b. Between 0% and 1% shortening, little change is visible with no CPO development and
preservation of the polygonal grain structure. By 3% shortening, a weak cone CPO is visible. Some grains
have lobate or serrated boundaries and an increase in the median grain size is observed. At 5%, 7.5%, and
10% shortening, a cone CPO is well developed. Grains become increasingly interlocked, with lobate grain
boundaries and irregular grain shapes dominating the microstructure by 10% strain. The strength of the CPO
increases from 3% to 10% shortening.
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Figure 7. Evolution of Vp anisotropy in the 10% shortening experiment compares with CPO strength (eigenvalues)
and Schmid factor proportion for all experiments. (a) Measured (in situ velocity surveys) and model predictions (from
Cryo-EBSD) of vertical, horizontal, and diagonal vector velocity changes as a function of strain. (b) Eigenvalues (a1, a2,
and a3), and % of pixels with a Schmid Factor greater than 0.42 (out of max 0.5) versus strain.

The final CPO evolves rapidly with strain from random to a cone CPO where the majority of the c axes have ori-
entations at≈35∘ to the compression direction. While the cone CPO is well developed by 10%, some grains still
fall outside the cone. This observed final CPO is similar to those obtained by Jacka and Maccagnan [1984], Jacka
and Jun [2000], Piazolo et al. [2013], Treverrow et al. [2012], and Montagnat et al. [2015] for unconfined uniaxial
compression experiments. The percentage of high Schmid factor orientations increases after 1% shortening.
At 3% shortening, grains with Schmid factors greater than 0.36 form an interconnected network.

We used a Voigt-Reuss-Hill (VRH) average to make theoretical predictions (in all directions through the sam-
ples) of P wave velocity (Vp) (Figure 5c), and shear wave splitting anisotropy (%) (Figure 5d) for the deformed
samples at each deformation step. In the case of shear waves, an initially polarized shear wave will split into
two orthogonally polarized, fast and slow shear waves if traveling though an anisotropic medium. The shear
wave anisotropy is the difference in velocity between the two waves (here expressed in %) [Harland et al.,
2013]. We used the Matlab-based MTEX software package to calculate the VRH averages by combining the
mildly anisotropic single-crystal elastic stiffness tensor for ice, and an orientation distribution function (ODF)
of the crystals in the aggregate [Mainprice et al., 2011]. An ODF is a quantitative description of sample CPO
determined from EBSD orientation data and is a measure of the volume fraction of grains with a certain ori-
entation. Mainprice et al. [2011] include a comprehensive review of the methods for calculating anisotropic
physical properties from EBSD data using MTEX.

For the undeformed and 1% shortening samples, we predict low Vp anisotropy values of 0.2% and Vs splitting
anisotropy values of 0.7–0.8%. For Vp, this value increases to 0.5% at 3% shortening, and then to values>1% at
greater shortening. Vs splitting anisotropy increases to 1.3% by 3% strain and to 3.9% at 10% strain. We predict
maximum value of Vp at an angle to the compression direction, where c axes orientations are localized on the
cone, while we predict shear waves to be become the most anisotropic in the sample horizontal direction. The
Vp predictions do not consider the temperature sensitivity of elastic waves in ice, which decrease in velocity
with increasing temperature [Kohnen and Gow, 1979; Vogt et al., 2008; Vaughan et al., 2016]. We predict that
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P waves propagating horizontally or vertically through the sample will show a progressive decrease in wave
speeds with increasing CPO strength, while diagonal vectors are predicted to increase in velocity, approaching
a maximum around 10% shortening. In the case of single cluster fabrics, one would anticipate the highest Vp

raypaths to align with orientation of the cluster, as is predicted in models [Maurel et al., 2015; Diez and Eisen,
2015] and measured in natural ice core samples [Kohnen and Gow, 1979; Kohnen and Bentley, 1977]. Indeed,
Smith et al. [2017] were able to make interpretations of subsurface ice fabrics using field seismic observations
of shear wave data (although the anisotropy of a cone CPO geometry was not considered in their analysis).

3.3. Ultrasonic Velocity Measurements
Results of the in situ velocity surveys from each experiment are presented in Figure 6 as a function of increas-
ing strain and the evolution of CPO. Changes in Vp along a horizontal, vertical (parallel to shortening), and a
diagonal wave paths through the sample are shown. Vp for the vertical and horizontal vectors shows a small
increase between 0% and 1% shortening. The horizontal vectors Vp begin to decrease after 2% to 3% shorten-
ing, with most of the change developing between 3% and 7.5%. Vertical Vp remains constant from 1% to 3%
shortening and then decreases with further shortening. First arrival picks on the diagonal vector in the first
1% shortening have very high uncertainties (likely due to poor coupling of the top and bottom transducers
at low stress), leading to variable velocity trends. After 3% shortening the diagonal vector Vp increases with
further strain.

Figure 7a compares the results of Vp anisotropy modeled from the EBSD orientations to in situ measurements
of Vp, from the 10% shortening experiment. We show good agreement between calculated and measured
velocity changes for the horizontal and diagonal vectors. The decrease in measured vertical velocities is less
(≈0.01 km/s) than that predicted from the CPO (0.025 km/s) but shows the same trend. Most of the change in
velocity develops between 3 and 7.5% shortening, corresponding to the biggest change in CPO strength as
shown by c axis eigenvalue data [in Figure 7b Woodcock, 1977].

4. Discussion

The constant sample diameter, rapid increase in vertical velocities, and lack of microstructural and CPO devel-
opment in the first 1% of shortening suggests that this phase is partially accommodated by pore collapse and
a small component of recoverable elastic strain. This hardening stage is often referred to as “primary creep”
and involves the redistribution of internal stresses between grains [Duval et al., 1983] and dislocation accu-
mulation at grain boundaries [Montagnat et al., 2009]. Primary creep may also involve load transfer from easy
slip to hard slip systems [Faria et al., 2014] and evidence for this is rare [Piazolo et al., 2015; Vaughan, 2017]. It
is anticipated that during this stage, strain incompatibilities between the grains will lead to the accumulation
of heterogeneous internal stresses [Piazolo et al., 2015], and therefore heterogeneous strain, as a triggering
mechanism for recrystallization.

Microstructure and CPO development starts after 1% shortening. Divergence of velocities along different
elastic wave propagation directions and divergence of CPO eigenvalues does not start until 3% shortening
(Figure 7b), suggesting that CPO only starts to develop and impact anisotropy at ≈3% strain. Microstructure
does change between 1% and 3%, with development of lobate grain boundaries, an increase in grain size
from 355 to 425 μm (median area equivalent diameter, Figure 5a), and an increase in the percentage of pixels
with high Schmid factors (Figure 7b). CPO evolution likely initiates with rotation of grains toward the shorten-
ing direction by intracrystalline dislocation slip on basal planes [Weertman, 1973], a mechanism which alone
would result in the formation of a single cluster CPO aligned with the shortening direction.

Microstructural observations in ice [Jacka and Maccagnan, 1984; Duval and Castelnau, 1995; De La Chapelle
et al., 1998] and other minerals [Urai et al., 1986] have been used to infer that strain-induced grain boundary
migration (GBM) favors the growth of grains well oriented for slip. Similarly, we infer that grains with easy slip
orientations (those with high basal plane Schmid factors) grow by GBM, into neighboring grains with higher
stored strain energies. Grains may rotate to high Schmid factor orientations where they are then able to grow
by GBM. Grains which are in hard basal slip orientations will experience higher stress and attempt to activate
nonbasal slip systems [Chauve et al., 2017b], storing greater magnitudes of internal strain. This is supported
by the observed progressive loss of grains in hard slip orientations with increasing strain. The consumption
of grains nonsuitably oriented for easy slip by grains which are oriented in an easy slip orientation has been
previously observed in experimentally deformed quartzite [Kilian et al., 2011]. We infer that deformation after
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≈10% is likely to proceed with the rate of grain rotation (driven by intracrystalline slip by glide on the basal
planes) balanced by the rate at which easy slip grains consume other (rotated) grains. The observation that
cone CPOs often evolve into a stable configuration where c axes dominantly have orientations at 35∘ to the
shortening direction, rather than the easiest basal slip orientation of 45∘, may be a product of this balance.

The final CPO configuration observed in these experiments is consistent with previous laboratory observa-
tions under similar conditions in dynamically recrystallized ice [among others, Montagnat et al., 2015; Jacka,
1984; Piazolo et al., 2013; Jacka and Maccagnan, 1984] where grain boundary migration recrystallization
coupled with nucleation, and rotation by basal slip are considered the dominant mechanisms controlling
CPO evolution.

Substantial weakening (Figure 4a) corresponds to the start of CPO formation and velocity anisotropy devel-
opment at 3% shortening (Figures 5 and 7). At 3% shortening, grains with high basal Schmid factors begin to
grow at the expense of grains with low basal Schmid factors and dominate the microstructure by 7.5% strain
(Figure 5a). If these easy slip grains grow enough to become neighbours, forming an interconnected network
of grains whose basal planes are in alignment, weakening may be accommodated by deformation along such
a network of shear planes.

At least two of our experiments had a component of localized simple shear, expressed as a slight deviation
along the vertical axis of the sample observed post-deformation (supporting information Table S1), and the
deviation of some diameter measurements (Figure 4b) from that predicted (model 2) can be explained by
components of simple shear. These minor deviations from homogeneous deformation may result from partial
localization of strain on shear bands, although these are not obvious in the microstructure.

A decrease in grains size between 3 and 7.5% shortening (425 μm to 349 μm, Figure 5a) is interpreted as
the contribution of nucleation mechanisms to generating new grains. Grain size increases between 7.5% and
10% shortening and is interpreted as the continued consumption, by GBM, of low Schmid factor grains that
lie between networks of easy slip grains. Since grain shapes change dramatically between the undeformed
(equiaxed grains of uniform size distribution) and deformed samples (highly interlocked, lobate grain shapes),
a 2-D sectioning effect could account for a component of this observed change in grain size. Weakening rate
reduces after 5% shortening. CPO strength (as indicted by eigenvalues) and the proportion of high Schmid
factor grains approach maximum values at 10% shortening (Figure 7).

We observe that Vp anisotropy increases with increasing strain and CPO strength (as indicated by eigenvalues)
and that our model predictions of Vp from EBSD are in close agreement with our in situ measurements for
the horizontal and diagonal vector. Vp progressively increases on the diagonal vector as c axes of the grains
become more tightly localized at an approximate 35∘ angle to the compression direction. This observation
is similar to opening angle effects predicted by modelling [Maurel et al., 2015], and physical measurements
[Gusmeroli et al., 2012] from vertical single maxima CPOs were velocity anisotropy increases as the single
cluster CPO tightens (opening angle decreases). We find that our high-temperature cone CPO has lower pre-
dicted and measured magnitudes of Vp and Vs anisotropy than those observed or predicted for single maxima
CPOs [Maurel et al., 2015; Harland et al., 2013]. Although our high-temperature CPOs are much less commonly
observed in natural ice than are single maxima CPOs [De La Chapelle et al., 1998; Obbard et al., 2011], their
impact on ice flow behavior could be significant. While single cluster CPOs are mechanically hard in verti-
cal shortening, the evolution of a cone CPO leads to weakening under vertical shortening and may play an
important role (particularly in high-temperature settings) if uniaxial compression dominates. It is important to
recognize the change in the orientation and magnitude of seismic anisotropy that will result from a transition
between single cluster and cone CPOs, as the deformation kinematics in an ice sheet vary spatially.

5. Conclusions

Changes in ultrasonic velocity during laboratory ice deformation can be used as a continuous proxy for
CPO evolution and can quantify the relationship between velocity anisotropy and CPO development. Our
time-lapse measurements of ultrasonic velocity in multiple directions for an evolving cone CPO match closely
our predictions of anisotropy derived from EBSD data sets and reveal a detailed nonlinear increase in CPO
strength and anisotropy with increasing strain. It is essential for interpretation of englacial reflections that
the geometry and magnitude of anisotropy be used to discriminate between cone and cluster CPOs [Horgan
et al., 2011, 2008]. These two CPO geometries form under different temperature regimes and have contrasting
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impacts on mechanical anisotropy, with cones leading to weakening in uniaxial shortening. While ultrasonic
measurements have been used as a proxy for single clusters [Gusmeroli et al., 2012], there are no such mea-
surements for cone CPOs, nor ultrasonic measurements that reveal the complex way in which CPO and the
resulting anisotropy evolve with strain under known deformation conditions.

Substantial weakening at ≈3% axial shortening at −5∘ C may result, in part, from the formation of a con-
nected network of grains well oriented for basal slip. CPO development starts at the onset of weakening
(3% shortening) and is close to fully developed at 10% shortening. The observed cone CPO is formed by the
selective growth of easy slip grains by dislocation density-driven grain boundary migration at the expense of
hard slip grains, because hard slip grains accumulate greater internal strain energy (nonbasal dislocations).
Our ultrasonic observations support our suggestion that CPO does not begin to manifest until close to 3%
strain. This suggests that grains in easy slip orientations may undergo rotation more readily when neighbor-
ing grains well oriented for basal slip, than when surrounded by grains in hard slip orientations. Weakening by
connecting easy slip grains during recrystallization could be mechanism relevant to rocks where grain bound-
ary migration is the dominant recrystallization process. Such weakening could be important in localization of
strain in ice sheets, and the initiation of high-temperature shear zones. Additional analysis is required in order
to further substantiate this network formation hypothesis.

The approach used in these experiments for real-time ultrasonic measurements during unconfined ductile
creep in ice could be applied in a wider range of temperature and stress configurations. For these experiments,
we chose to work at higher temperatures because the CPOs and mechanical behavior are already well known,
and because the experiments can be executed relatively quickly. We do not infer a relationship to colder
conditions, but these experiments are possible, although they present some practical challenges. A modifica-
tion of this technique for measurements in simple shear would be of considerable value to the glaciological
community.
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