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Abstract—This paper investigates a multiuser multiple-input
single-output (MISO) full-duplex (FD) system for simultaneous
wireless information and power transfer (SWIPT), in which a
multi-antenna base station (BS) simultaneously sends wirelessly
information and power to a set of single-antenna mobile stations
(MSs) using power splitters (PSs) in the downlink and receives
information in the uplink in FD mode. In particular, we address
the joint design of the receive PS ratio and the transmit power
at the MSs, and the beamforming matrix at the BS under signal-
to-interference-plus-noise ratio (SINR) and the harvested power
constraints. Using semidefinite relaxation (SDR), we obtain the
solution to the problem with imperfect channel state information
(CSI) of the self-interfering channels. Furthermore, we propose
another suboptimal zero-forcing (ZF) based solution by separat-
ing the optimization of the transmit beamforming vector and
the PS ratio. Simulation results are provided to evaluate the
performance of the proposed beamforming designs.

I. INTRODUCTION

Since signals that carry information can also be used as a
vehicle for transporting energy at the same time, simultaneous
wireless information and power transfer (SWIPT) has attracted
huge interest from industrial and academic communities [1]–
[8]. Through SWIPT, wireless data and energy access is made
available to mobile users at the same time which brings great
convenience. A practical application for SWIPT appears to be
the wireless sensor networks mounted at remote and difficult-
to-access locations and powered only by a battery with limited
operation time [9]. Recharging or replacing batteries often re-
quires huge cost and can sometimes be inconvenient. Fittingly,
the huge amount of electromagnetic energy in the environment
resulting from numerous radio and television broadcasting may
serve as a useful opportunistic as well as a greener alternative
for harvesting energy to power such devices.

The fundamental concept of SWIPT was first introduced
in [10]. To describe the trade-off between the rates at which
energy and dependable information is transmitted over a noisy
channel, [10] proposed a capacity-energy function. Work done
in [10] assumed that the receiver is capable of simultaneously
decoding information and harvesting energy from the same
received signal; however, this assumption does not hold in
practice as practical circuits for harvesting energy from the
received signal are not able to decode information directly.
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Consequently, to coordinate SWIPT at the receiver end, [11]
developed a state-of-the-art receiver architecture and the cor-
responding rate-energy trade-off was analyzed.

To facilitate wireless information and power transfer at the
receiver, [9], [11] proposed two practical receiver architecture
designs, namely time switching (TS) and power splitting (PS).
In TS, the receiver switches over time to achieve information
decoding and energy harvesting, while with PS, the receiver
splits the received signal into two streams of different power
in order to decode information and harvest energy separately.
Theoretically, TS can be regarded as a special form of PS with
only a binary split power ratios. Therefore, it suffices to say
that PS generally achieves a better rate-energy transmission
trade-off than TS [9], [11]. However, in practical circuits, TS
design architecture requires a simpler switch while PS requires
a radio frequency (RF) signal splitter. Additionally, [9] studied
a scenario where a base station (BS) was broadcasting to two
mobile users using TS. It is worth noting that the scenario in
[9] simplifies the receiver design but at a cost of compromising
the efficiencies of perfect SWIPT technology. In contrast, the
authors in [11] investigated SWIPT technology using practical
receiver architecture for point-to-point systems.

A key concern for SWIPT is a decay of the power transfer
efficiency which increases with the transmission distance. To
overcome this challenge, the work in [1], [9] exploited spatial
diversity by multi-antenna techniques. Recently in [12]–[14],
SWIPT multicasting in multiple-input single-output (MISO),
multiple-input multiple-output (MIMO) and SWIPT for MISO
broadcasting systems were addressed. In particular, [12], [13]
investigated the scenarios with perfect and imperfect channel
state information (CSI) at the BS and presented algorithms for
joint multicast transmit beamforming and receive PS for mini-
mizing the BS transmit power subject to the quality-of-service
(QoS) constraints at each receiver while [14] investigated the
multi-antenna and PS enabled SWIPT system by considering
a MISO broadcast channel consisting of one multi-antenna BS
and a set of single antenna mobile stations (MSs).

Conventionally, wireless communication nodes operate in
half-duplex (HD) mode in which transmission and reception
of radio signals take place over orthogonal channels to avoid
crosstalk. Recent advances, however, suggest that full-duplex
(FD) communications that allows simultaneous transmission
and reception of signals over the same frequency channel is
possible [15], [16]. This brings a new opportunity for SWIPT
in FD systems [2], [17]. In addition to essentially doubling the
bandwidth, FD communications also find additional source of
energy in the inherent self-interfering signal.

However, a key challenge for realizing FD communication
is to tackle self-interference (SI), which has to be significantly
suppressed, if not cancelled completely, to the receiver’s noise



floor [18]. Recently, much interest has been on the problem of
SI cancellation in FD systems by investigating different system
architectures and SI cancellation techniques to mitigate the
self-interfering signal [19]–[23]. The authors in [19] analyzed
the transmit strategies for FD point-to-point systems with
residual SI (RSI) and developed power adjustment schemes
which maximize the sum-rate in different scenarios.

Digital SI cancellation (SIC) for FD wireless systems was
studied in [23], in which it was demonstrated that for antenna
separation and digital cancellation at 20cm and 40cm spacing
between the interfering antennas, it was possible to achieve,
respectively, 70dB and 76dB SIC. Motivated by the work in
[23], [15] then showed that the effectiveness of SIC improves
for active cancellation techniques as the received interference
power increases. Furthermore, based on extensive experiments,
it was revealed in [15] that a total average SIC of 74dB can
be achieved. However, SIC cannot suppress the SI down to
the noise floor [15], [18]. In particular, [18] proposed a digital
SIC technique that can eliminate all transmitter impairments,
and significantly mitigate the receiver phase noise and non-
linearity effects. The technique was shown to mitigate the SI
signal to ≈ 3dB above the receiver noise floor, which results
to about 67–76% rate improvement compared to conventional
HD systems at 20dBm transmit power at the nodes. Accord-
ingly, [23] studied different mechanisms for SIC and showed
that the power of the interfering signal can be estimated.

In the literature, SWIPT in FD systems have been consid-
ered in [2], [17]. In [2], the problem of maximizing the sum-
rate for SWIPT in FD bidirectional communication system was
considered subject to energy harvesting and transmit power
constraints at both nodes. On the other hand, [17] investigated
SWIPT in FD MIMO relay system and addressed the optimal
joint design of the receive PS ratio and beamforming matrix
at the relay in order to maximize the achievable sum-rate.

In this paper, we extend the HD MISO SWIPT communi-
cation scenario in [14] to the FD case where the harvested
energy at the MSs is utilized to send feedback information to
the BS. We aim to minimize the end-to-end transmit power
for SWIPT in FD MISO systems while satisfying the QoS
requirements for each MS by optimizing jointly the receive PS
ratio and the transmit power at the MSs, and the beamforming
matrix at the BS. Specifically, for the MISO FD channel, we
assume perfect CSI for the uplink and downlink channels as
this is an idealization of actual practical systems. Effectively,
perfect CSI can be accomplished from fine estimation, via the
transmission of dedicated training symbols at the receiver. In
contrast, we consider an imperfect CSI for loop channels due
to the fact that the distribution of SI channels are unknown,
and that the SI channel measurements results obtained in [24]
indicated that the SI channel has a multipath nature. These
multiple paths can have higher power compared to the line of
sight (LOS) path. This behaviour necessitates the need of an
adaptive cancellation technique whose measurement is used to
cancel both the LOS path and the delayed version of the same,
which is not the aim of this work. However, it is a general
practice to model the SI channels for simplicity as Gaussian
channels [5]. Accordingly, due to insufficient knowledge of the
self-interfering channel, we consider a deterministic model for

channel uncertainties where the magnitude of the estimation
error as well as the SI power is bounded. Since the problem is
non-convex, an alternating optimization approach is proposed.
Semidefinite relaxation technique (SDR) is also adopted. Fur-
thermore, we propose a zero-forcing (ZF) suboptimal solution
by separating the optimization of the transmit beamforming
vector at the BS, the PS ratios and the MS transmit power.

The rest of this paper is organized as follows. In Section
II, the system model of a MISO SWIPT FD system with PS
based MSs is introduced. The proposed joint optimization is
devised in Section III. Section IV introduces the ZF suboptimal
solution while Section V provides the simulation results under
various scenarios. Conclusions will be drawn in Section VI.

Notations—We denote scalars by non-bold letters. Boldface
lowercase letters are used to represent vectors, while boldface
uppercase letters are for matrices. Further, Tr(A), Rank(A),
AT and AH denote the trace, rank, transpose and conjugate
transpose of A, respectively, while A � 0 means that A is a
positive semidefinite matrix. Also, In denotes an n×n identity
matrix, ‖ · ‖ returns the Euclidean norm. The distribution of a
circularly symmetric complex Gaussian (CSCG) vector with
mean µ and covariance matrix C is denoted by CN (µ,C).
Finally, Cm×n is the space of m× n complex matrices.

Fig. 1. A FD MISO SWIPT system.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this paper, we study the end-to-end transmit power min-
imization approach for a multiuser MISO FD SWIPT system
consisting of one BS and K MSs, denoted by MS1, . . . ,MSK ,
respectively, operating in FD mode as shown in Fig. 1. The
BS simultaneously transmits wireless information and power
to a set of single antenna MSs in the downlink and receives
information in the uplink in FD mode. We denote the number
of transmit and receive antennas at the BS, respectively, as
Nt and Nr, and each MS uses an identical pair of transmitter
and receiver antennas for signal transmission and reception.
In the first phase, the BS performs transmit beamforming to
send information to the MSs in the downlink while in the
next phase, the MSs use the harvested energy from its own
reception to send feedback information to the BS in the reverse
link with a transmit power of Pup,k. The complex baseband
transmitted signal at the BS can be expressed as

xBS =

K∑
k=1

vksk, (1)



where sk ∼ CN (0, 1) denotes the transmitted information
symbol to MSk, and vk represents the corresponding transmit
beamforming vector. It is assumed that sk, for k = 1, . . . ,K,
are independent and identically distributed (i.i.d.) CSCG ran-
dom variables. We further assume quasi-static flat-fading for
all MSs and denote hdl,k and hul,k as the conjugated complex
channel vector from the BS to MSk and from MSk to the BS,
respectively. The received signal at MSk can be written as

yk = hHdl,kvksk︸ ︷︷ ︸
desired signal

+

K∑
j 6=k

hHdl,kvjsj︸ ︷︷ ︸
interfering signal

+ hSI,kmk︸ ︷︷ ︸
self-interference

+nk, (2)

where mk is the information carrying symbol of MSk and
nk ∼ CN (0, σk) denotes the antenna noise at the receiver of
MSk. We assume that each MS is equipped with a PS device
which coordinates the processes of information decoding and
energy harvesting. In particular, we assume that the PS splits
the received signal power such that a ρ ∈ (0, 1) portion of the
signal power is fed to the information decoder (ID) and the
remaining (1− ρ) to the energy harvester (EH). Accordingly,
the signal split to the ID of MSk can be written as

yID
k =

√
ρk

 hHdl,kvksk︸ ︷︷ ︸
desired signal

+

K∑
j 6=k

hHdl,kvjsj︸ ︷︷ ︸
interfering signal

+ hSI,kmk︸ ︷︷ ︸
self-interference

+nk


+ zk, (3)

where zk ∼ CN (0, δ2
k) denotes the additional processing noise

introduced by the ID at MSk. The signal split to the EH of
MSk is given by

yEH
k =

√
1− ρk

 K∑
j=1

hHdl,jvjsj + hSI,kmk + nk

 . (4)

Meanwhile, the signal received at the BS can be written as

yBS =

K∑
k=1

hul,kmk︸ ︷︷ ︸
desired signal

+

K∑
j=1

HSI,BSvjsj︸ ︷︷ ︸
self-interference

+nBS, (5)

where nBS v CN (0, σ2
BSI) is the additive white Gaussian

(AWGN) noise vector at the BS. To decode the signal from
MSk, the BS applies a receive beamformer wk to equalize the
received signal from MSk expressed as

sUL
k = wH

k hul,kmk + wH
k

K∑
j 6=k

hul,jmj

+ wH
k

K∑
j=1

HSI,BSvj + wH
k nBS. (6)

The signal-to-interference plus noise ratio (SINR) at the BS
from MSk is therefore given by

γBS
k =

Pup,k|wH
k hul,k |2∑K

j 6=kPup,j |wH
k hul,j |2 +

∑K
j=1 |wH

k HSI,BSvj |2 + σ2
BS‖wk‖2

.

(7)

Accordingly, the SINR at the ID of MSk is given by

γMS
k =

ρk|hHdl,kvk|2

ρk

(∑K
j 6=k |hHdl,kvj |2 + |hSI,k|2Pup,k + σ2

k

)
+ δ2

k

.

(8)
The harvested power by the EH of MSk is given by

Qk= η(1−ρk)

 K∑
j=1

|hHdl,kvj |2 + |hSI,k|2Pup,k + σ2
k

 , (9)

where η denotes the energy conversion efficiency at the EH
of MSk that accounts for the loss in energy transducer for
converting the harvested energy into electrical energy to be
stored. In practice, energy harvesting circuits are equipped at
the energy harvesting receiver which are used to convert the
received radio frequency (RF) power into direct current (DC)
power. The efficiency of a diode-based EH is nonlinear and
largely depends on the input power level [25]. Hence, the con-
version efficiency (η) should be included in the optimization
expressions. However, for simplicity, we assume η = 1.

A. Modelling SI

Considering the fact that RSI cannot be eliminated com-
pletely due to the insufficient knowledge of the underlying
channel, we consider a deterministic model for imperfect self-
interfering channels. In particular, it is assumed that the SI
channels hSI,k,∀k, and HSI,BS lie in the neighbourhood of the
estimated channels ĥSI,k,∀k, and ĤSI,BS, respectively, that
are available at the nodes. Thus, the actual channels due to
imperfect channel estimate can be modelled as

hSI,k = ĥSI,k +4hSI,k, (10a)

HSI,BS = ĤSI,BS +4HSI,BS, (10b)

where 4hSI,k and 4HSI,BS represent the channel uncertain-
ties which are assumed to be bounded as

|4hSI,k| = |hSI,k − ĥSI,k| ≤ ε1, (11a)

‖4HSI,BS‖ = ‖HSI,BS − ĤSI,BS‖ ≤ ε2, (11b)

for some ε1, ε2 ≥ 0. The bounding values {εk} depend on the
accuracy of the CSI estimates. To efficiently define the worst-
case SI level, we modify (10a) and (10b) using the triangle
inequality and the Cauchy-Schwarz inequality, respectively



[26]. It follows from (10a) and (10b) that

|hSI,k|2 = |(ĥSI,k +4hSI,k)|2 ≤ (|ĥSI,k|+ |4hSI,k|)2

≤ |ĥSI,k|2 + ε21 + 2ε1|ĥSI,k|, (12a)
‖HSI,BSvk‖2 ≤ ‖HSI,BS‖2‖vk‖2

= ‖ĤSI,BS +4HSI,BS‖2‖vk‖2

≤ (‖ĤSI,BS‖+ ‖4HSI,BS‖)2‖vk‖2

≤ (‖ĤSI,BS‖2 + ε22 + 2‖ĤSI,BS‖ε2)‖vk‖2.
(12b)

Note that εk is the minimal knowledge of the upper-bound of
the channel error which is sufficient enough to describe the
error in the absence of statistical information about the error.
As a result, from (12a) and (12b), we obtain

max
|4hSI|≤ε1

|hSI,k|2 ≤ |ĥSI,k|2 + ε21 + 2ε1|ĥSI,k|, (13a)

max
‖4HSI,BSvk‖≤ε2

‖HSI,BSvk‖2 ≤ (‖ĤSI,BS‖2 + ε22

+ 2‖ĤSI,BS‖ε2)‖vk‖2. (13b)

On the other hand, it holds that

|(ĥSI,k +4hSI,k)|2 ≥ (|ĥSI,k| − |4hSI,k|)2

≥ |ĥSI,k|2 + ε21 − 2|ĥSI,k|2ε1. (14)

Here, we assume that |ĥSI| ≥ |4hSI| which essentially means
that the error |4hSI| is sufficiently small in comparison to the
estimate or the estimate is meaningful. Accordingly,

min
|4hSI,k|≤ε1

|hSI,k|2 ≥ |ĥSI,k|2 + ε21 − 2|ĥSI,k|ε1. (15)

B. Problem Formulation

We assume that each MSk is characterized with strict QoS
constraints. The QoS constraints require that the SINR for
the downlink channel should be higher than a given threshold
denoted by γDL

k , at all times in order to ensure a continuous
information transfer. Similarly, each MSk also requires that its
harvested power must be above certain useful level specified
by a prescribed threshold denoted by Q̄k in order to maintain
its receiver’s operation. Meanwhile, for the uplink channel,
each MSk is expected to send feedback to the BS; thus a strict
QoS is required such that the SINR of the uplink channel for
each MSk is expected to be no less than a given threshold
denoted as γUL

k . It is worth noting that FD brings SI to the
BS and MSk, and thus both the BS and MSk may not always
use their maximum transmit power as it increases the level
of RSI. The BS and MSk must therefore carefully choose
their transmit power. Considering the above constraints, our
objective is to minimize the end-to-end sum transmit power for
the MISO FD SWIPT system by jointly designing the transmit
beamforming vector (vk) at the BS, the transmit power Pup,k

and the receiver PS ratio, (ρk), at MSk. Hence, the problem
can be formulated as shown in (16) (at the top of the next
page). Substituting the result obtained in (13a), (13b) and (15)
into (16), the optimization problem in (16) can now be upper-
bounded as given in (17) (at the top of the next page). Note
that the upper bound of the SI at the BS and MSk is obtained

when the source node transmits at maximum available power,
i.e., when Pup,k = ‖vk‖2 = Pmax [27]. As such, we denote
the upper-bound of the SI power at the BS and MSk as Ē and
Ḡ, respectively. Therefore, (17) is rewritten as

min
vk,wk,Pup,k,ρk

K∑
k=1

(‖vk‖2 + Pup,k)

s.t.
Pup,k|wH

k hul,k |2∑K
j 6=k Pup,j |wH

k hul,j |2 + Ē‖wk‖2 + ‖wk‖2
≥ γUL

k ,∀k,

ρk|hHdl,kvk|2

ρk(
∑
j 6=k |hHdl,kvj |2 + Ḡk + σ2

k) + δ2
k

≥ γDL
k ,∀k

(1− ρk)

 K∑
j=1

|hHk vj |2 + G̃k + σ2
k

 ≥ Q̄k,∀k
0 < Pup,k ≤ min(Q̄k, Pmax), 0 < ‖vk‖2 ≤ Pmax,∀k
0 < ρk < 1, (18)

where Ē , (‖ĤSI,BS‖2 + ε22 + 2‖ĤSI,BS‖2ε2)KPmax, Ḡk ,
(|ĥSI,k|2 + ε21 + 2ε1|ĥSI,k|2)Pmax and G̃k , (|ĥSI,k|2 + ε21 −
2|ĥSI,k|2ε1)Pmax denotes the maximum SI power associated
with the energy harvesting constraint at MSk.

In this paper, we investigate the general case where all MSs
are characterized as having a non-zero SINR and harvested
power targets, i.e., γDL

k , γUL
k , Q̄k > 0,∀k. As such, the receive

PS ratio at all MSs should satisfy 0 < ρk < 1, as given by the
PS ratio constraint. It is easy to see that (18) is non-convex
and hard to solve. Thus, we solve this problem in a two-step
process. Firstly, we observe that the QoS uplink constraint
(γUL
k ) does not have the PS coefficient and this is because in

our model, the BS is not designed to harvest energy. Hence,
we can decompose problem (18) into two sub-problems. The
resulting sub-problems can be written as

min
wk,Pup,k

K∑
k=1

Pup,k

s.t.
Pup,k|wH

k hul,k|2∑K
j 6=k Pup,j |wH

k hul,j |2 + Ē‖wk‖2 + ‖wk‖2
≥ γUL

k ,∀k,

0 < Pup,k ≤ min(Q̄k, Pmax),∀k, (19)

and

min
vk,ρk

K∑
k=1

‖vk‖2

s.t.
ρk|hHdl,kvk|2

ρk

(∑
j 6=k |hHdl,kvj |2 + Ḡk + σ2

k

)
+ δ2

k

≥ γDL
k ,∀k,

(1− ρk)

 K∑
j=1

|hHk vj |2 + G̃k + σ2
k

 ≥ Q̄k,∀k
0 < ‖vk‖2 ≤ Pmax,∀k,
0 < ρk < 1,∀k. (20)



min
vk,wk,Pup,k,ρk

K∑
k=1

(‖vk‖2 + Pup,k)

s.t.

min
‖4HSI,BS‖≤ε2

Pup,k|wH
k hul,k|2∑K

j 6=k Pup,j |wH
k hul,j |2 +

∑K
j=1 ‖HSI,BSvj‖2‖wk‖2 + ‖wk‖2

≥ γUL
k ,∀k,

min
|4hSI,k|≤ε1

ρk|hHdl,kvk|2

ρk(
∑
j 6=k |hHdl,kvj |2 + |hSI,k|2Pup,k + σ2

k) + δ2
k

≥ γDL
k ,∀k

min
|4hSI,k|≤ε1

(1− ρk)

 K∑
j=1

|hHk vj |2 + |hSI,k|2Pup,k + σ2
k

 ≥ Q̄k,∀k
0 < Pup,k ≤ min(Q̄k, Pmax), 0 < ‖vk‖2 ≤ Pmax,∀k,
0 < ρk < 1,∀k (16)

min
vk,wk,Pup,k,ρk

K∑
k=1

(‖vk‖2 + Pup,k)

s.t. ∑K
k=1 |wH

k hul,k|2Pup,k∑K
j 6=k Pup,j |wH

k hul,j |2 + (‖ĤSI,BS‖2 + ε22 + 2‖ĤSI,BS‖2ε2)KPmax‖wk‖2 + ‖wk‖2
≥ γUL

k ,∀k,

ρk|hHdl,kvk|2

ρk(
∑
j 6=k |hHdl,kvj |2 + (|ĥSI,k|2 + ε21 + 2ε1|ĥSI,k|2)Pmax + σ2

k) + δ2
k

≥ γDL
k ,∀k

(1− ρk)

 K∑
j=1

|hHk vj |2 + (|ĥSI,k|2 + ε21 − 2|ĥSI,k|2ε1)Pmax + σ2
k

 ≥ Q̄k,∀k
0 < Pup,k ≤ min(Q̄k, Pmax), 0 < ‖vk‖2 ≤ Pmax,∀k,
0 < ρk < 1,∀k (17)

Note that (19) corresponds to optimizing the variables involved
in the uplink, and (20) involves those in the downlink. Next,
we apply SDR to the sub-problems as discussed below.

III. SOLUTIONS

In this section, we will focus on how to solve (19) and (20)
optimally. We start by solving (19) to determine the optimal
value P ∗up,k and w∗k. For given wk, the optimal P ∗up,k can be
determined. Problem (19) is thus reformulated as

min
Pup,k

K∑
k=1

Pup,k (21a)

s.t.
Pup,k|wH

k hul,k|2∑K
j 6=kPup,j |wH

k hul,j |2+Ē‖wk‖2+‖wk‖2
≥γUL

k ,(21b)

0 < Pup,k ≤ min(Q̄k, Pmax),∀k. (21c)

The optimal P ∗up,k is the minimum Pup,k which satisfies (21b)
to equality. As a result, the optimal Pup,k is given by

P ∗up =
γUL
k (Ē‖wk‖2 + ‖wk‖2)

|wH
k hul,k|2 − γUL

k (
∑K
j 6=k |wH

k hul,j |2)
. (22)

The optimal receiver can be defined as the Wiener filter [27]

w∗k =

 K∑
j=1

Pup,jhul,jh
H
ul,j +

σ2
j +

K∑
j=1

‖vj‖2
 I

−1

×

√
Pup,jhul,j . (23)

Secondly, we investigate problem (20) to determine the opti-
mal value of the receive PS ratio and the transmit beamforming
vector at the BS. It is worth pointing out that the feasibility
of problem (20) has been proved in [14]. Accordingly, by
applying SDP technique to solve problem (20), we define
Zk = vkv

H
k ,∀k. Thus, it follows that Rank(Zk) ≤ 1,∀k.

If we ignore the rank-one constraint for all Zk’s, the SDR of



problem (20) can be written as

min
Zk,ρk

K∑
k=1

Tr(Zk)

s.t.
ρkh

H
dl,kZkhdl,k

ρk(
∑
j 6=k h

H
dl,kZjhk + Ḡk + σ2

k) + δ2
k

≥ γDL
k ,∀k,

(1− ρk)

 K∑
j=1

hHdl,kZjhdl,k + G̃k + σ2
k

 ≥ Q̄k,∀k,
0 < ρk < 1,∀k
Zk � 0,∀k. (24)

Problem (24) is non-convex since both the SINR and harvested
power constraints involve coupled Zk and ρk’s. Nonetheless,
(24) can be reformulated as the following problem:

min
{Zk,ρk}

K∑
k=1

Tr(Zk)

1

γDL
k

hHdl,kZkhdl,k −
∑
j 6=k

hHdl,kZjhdl,k + Ḡk ≥ σ2
k +

δ2
k

ρk
,∀k,

K∑
j=1

hHdl,kZjhdl,k + G̃k ≥
Q̄k

(1− ρk)
− σ2

k,∀k,

0 < ρk < 1,∀k,
Zk � 0,∀k. (25)

As shown in (25), both 1
ρk

and 1
1−ρk are convex functions

over ρk, thus problem (25) is convex and can be solved using
disciplined convex programming (CVX). To proceed, let Z∗k
denote the optimal solution to problem (25). Accordingly, it
follows that if Z∗k satisfies Rank(Z∗k) = 1,∀k, then the opti-
mal beamforming solution v∗k to problem (20) can be obtained
from the eigenvalue decomposition of Z∗k, for k = 1, . . . ,K
and the optimal PS solution of problem (20) is given by the
associated ρ∗k’s. However, in the case that there exists any k
such that Rank(Z∗k) > 1, then in general the solution Z∗k and
ρ∗k of problem (25) is not always optimal for problem (20).
We show in the appendix that it is indeed true that for problem
(20), the solution satisfies Rank(Z∗k) = 1,∀k.

Proposition 1: Given γDL
k > 0 and Q̄k > 0,∀k, for (25),

we have

1) {Z∗k} and {ρk} satisfy the first two sets of constraints
of (25) with equality;

2) {Z∗k} satisfies Rank(Z∗k) = 1,∀k.

Proof: Please refer to Appendix A.

IV. SUBOPTIMAL SOLUTION

To effectively make meaningful comparison based on the
performance analysis for SWIPT in MISO FD systems, in this
section, we investigate a suboptimal solution based on ZF by
jointly designing the beamforming vector and PS ratios.

A. ZF Beamforming

To simplify the beamforming design, we add the ZF con-
straint. As such, by restricting vk in (20) to satisfy hHdl,ivk =
0,∀i 6= k, ZF can be used to eliminate multiuser interference.
Applying the ZF transmit beamforming constraint, (20) can
be reformulated as

min
{vk,ρk}

K∑
k=1

‖vk‖2

s.t.
ρk|hHdl,kvk|2

ρk(Ḡk + σ2
k) + δ2

k

≥ γDL
k ,∀k,

(1− ρk)
(
|hHdl,kvk|2 + G̃k + σ2

k

)
≥ Q̄k,∀k

HH
dl,kvk = 0, ‖vk‖2 ≤ Pmax,∀k,

0 < ρk < 1,∀k, (26)

in which Hdl,k , [hdl,1 · · ·hdl,k−1,hdl,k+1 · · ·hdl,K ] ∈
CNt×(K−1). Clearly, problem (17) must be feasible if Nt ≥ K
due to the ZF transmit beamforming [14]. Proposition 2 gives
the optimal solution to problem (26).

Proposition 2: From the result in [14], let Uk denote the
orthogonal basis of the null space of HH

dl,k, k = 1, . . . ,K. The
optimal solution to problem (26) is thus given by

ρ̃∗k =
+βk ±

√
β2
k + 4αkCk

2αk
,∀k, (27)

ṽ∗k =

√
γDL
k

(
Ḡk + σ2

k +
δ2
k

ρk

)
UkU

H
k hdl,k

‖UkUH
k hdl,k‖2

,∀k. (28)

Proof: Please refer to Appendix B.

V. SIMULATION RESULTS

Here, we investigate the performance of the proposed joint
beamforming and received PS (JBPS) optimization design for
SWIPT in MISO FD systems through computer simulations.
In particular, we simulated a flat Rayleigh fading environment
in which the channel fading coefficients are characterized as
complex Gaussian numbers with zero mean and are i.i.d. and
we assume there are K = 2 MSs and all MSs have the same
set of parameters i.e., σ2

k = σ2, δ2
k = δ2, Q̄k = Q, and γDL

k =
γDL. We also assume that 60% of the SI power has been
cancelled using existing SIC techniques [23]. All simulations
are averaged over 500 independent channel realizations.

In Fig. 2, we investigate the minimum end-to-end transmis-
sion power for SWIPT in MISO FD systems versus the SINR
target for all MSs, γUL, for fixed harvested power threshold
Q = 20 dBm. It is assumed that the BS is equipped with
Nt = 2 transmit antennas. Fig. 2 shows the performance com-
parison in terms of end-to-end sum transmit power, between
the optimal JBPS solution to (18) and the suboptimal solution
based on ZF beamforming. As can be observed, the minimum
end-to-end sum transmit power rises with the increase in
γUL. However, for different values of γDL, the optimal JBPS
scheme outperforms the optimization scheme based on ZF
beamforming. For example, at γDL = −20dB, the optimal
JBPS scheme achieves a near 1dB gain over the suboptimal
ZF beamforming scheme. It is also observed that for both cases
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of γDL = −20dB and γDL = −30dB, the minimum end-to
end-transmission power is achieved by optimal JBPS solution
for all values of γUL. Thus, with an increase in SINR uplink
threshold, γUL, the optimal JBPS scheme achieves a transmit
power gain over the suboptimal ZF beamforming scheme.
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In Fig. 3, we study the impact of the number of transmit an-
tennas at the BS, Nt, on the minimum end-to-end transmission
power for the proposed solutions for fixed harvested power
threshold, Q = 20dBm. As can be observed, the minimum
end-to-end sum transmit power decreases with the increase in
the number of the transmit antennas at the BS. However, the
optimal JBPS scheme outperforms the optimization scheme
based on ZF beamforming. For example, for Nt = 2, γDL =
−20dB and γUL = −20dB, the optimal JBPS achieves 1dB
gain over the suboptimal ZF beamforming scheme. Thus, we
can conclude that more transmit antennas at the BS which
adopts beamforming allow it to focus more power to MSk.

In Fig. 4, we illustrate the minimum transmission power
achieved by JBPS and ZF for a downlink SINR, γDL =
−20dB, for different threshold of the harvested power. As
observed in Fig. 4, the optimal JBPS schemes achieves the
minimum transmission power for all values of the harvested
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power threshold. Also, the increased harvested energy thresh-
old demands more transmit power. We also see that for increas-
ing values of the harvested power threshold, JBPS achieves an
increasing transmit power gain over the ZF scheme.

VI. CONCLUSION

This paper investigated the joint transmit beamforming and
receive PS design for SWIPT in MISO FD system. The end-
to-end sum transmit power has been minimized subject to the
given SINR and harvested power constraints for each MS by
jointly optimizing the transmit beamforming vector at the BS,
the PS ratio and the transmit power at the MSs. A suboptimal
scheme based on ZF was also presented. We showed through
simulation results that the proposed optimal scheme achieves
a transmit power gain over the suboptimal ZF scheme.

APPENDIX A
PROOF OF PROPOSITION 1

Firstly, let us proceed to prove the first part of Proposition 1.
Problem (25) is convex and satisfies the Slater’s condition, and
therefore its duality gap is zero [26]. We denote {λk} and {µk}
as the dual variables associated with the SINR constraints and
harvested power constraints of problem (25), respectively. The
partial Lagrangian of problem (25) is thus given as shown in
(29) (top of next page). Given the Lagrangian function, the
dual function of problem (25) is given by [26, Sec.5.7.3]

min
Zk�0,0<ρk<1,∀k

L({Zk, ρk, λk, µk}). (30)

Equation (30) can explicitly be written as shown in (31) (at
the top of the next page) where

Ak = INt
+

K∑
j=1

(λj−µj)hdl,jh
H
dl,j−

(
λk
γDL
k

+ λk

)
hdl,kh

H
dl,k.

(32)
Denote {λ∗k} and {µ∗k} as the optimal dual solution to problem
(25). As a result, we define

A∗k = INt +

K∑
j=1

(λ∗j−µ∗j )hdl,jh
H
dl,j−

(
λ∗k
γDL
k

+ λ∗k

)
hdl,kh

H
dl,k.

(33)



L({Zk, ρk, λk, µk}) ,
K∑
k=1

Tr(Zk)−
K∑
k=1

λk

 1

γDL
k

hHdl,kZkhdl,k −
∑
j 6=k

hHdl,kZjhdl,k + Ḡk − σ2
k −

δ2
k

ρk


−

K∑
k=1

µk

 K∑
j=1

hHdl,kZjhdl,k + G̃k −
Q̄k

(1− ρk)
+ σ2

k

 (29)

min
Zk�0,0<ρk<1,∀k

{
K∑
k=1

Tr(AkZk) +

K∑
k=1

(−λk(Ḡk − σ2
k)− µk(G̃k + σ2

k)) +

K∑
k=1

(
λkδ

2
k

ρk
+

µkQ̄k
(1− ρk)

)

}
, (31)

We observe from (31) that for any given k, Z∗k must be a
solution to the following problem

min
Zk�0

Tr(A∗kZk). (34)

To guarantee a bounded dual optimal value, we must have

A∗k � 0, for k = 1, 2, . . . ,K. (35)

Consequently, the optimal value for problem (34) is zero, i.e.,
Tr(A∗kZk) = 0, k = 1, 2, . . . ,K, which in conjunction with
A∗k � 0 and Z∗k � 0, k = 1, 2, . . . ,K, implies that

A∗kZ
∗
k = 0, for k = 1, 2, . . . ,K. (36)

Nonetheless, from (31), it is observed that the optimal PS
solution ρ∗k for any given k ∈ {1, . . . ,K} must be a solution
of the following problem:

min
ρk

λ∗kδ
2
k

ρk
+

µ∗kQ̄k
(1− ρk)

s.t. 0 < ρk < 1. (37)

Note that we observe from (37) that for the case when λ∗k = 0
and µ∗k > 0, the optimal solution will be ρ∗k → 0. Similarly,
for the case when µ∗k = 0 and λ∗k > 0, the optimal solution
is ρ∗k → 1. Since Q̄k > 0 and γDL

k >0,∀k, 0 < ρk < 1 must
hold for all k’s in (25), the above two cases cannot be true.
Consequently, we prove that λ∗k = 0 and µ∗k = 0 cannot be
true for any k by contradiction. Let us assume there exist some
k’s such that λ∗k = µ∗k = 0. We therefore define a set

Θ , {k|λ∗k = 0, µ∗k = 0, 1 ≤ k ≤ K}, where Θ 6= Φ. (38)

We also define

B∗ , INt
+
∑
j /∈Θ

(λ∗j − µ∗j )hdl,jh
H
dl,j . (39)

Then A∗k can be written as

A∗k =

{
B∗, if k ∈ Θ;

B∗ −
(
λ∗
k

γDL
k

+ λ∗k

)
hdl,kh

H
dl,k, otherwise. (40)

Since A∗k � 0 and −
(
λ∗
k

γDL
k

+ λ∗k

)
hdl,kh

H
dl,k � 0, conse-

quently, B∗ � 0. Let us proceed to show that B∗ � 0 by
contradiction. Assuming the minimum eigenvalue of B∗ is
zero, consequently, there exists at least an x 6= 0 such that
xHB∗x = 0. From equation (40), it follows that

xHA∗kx = −
(
λ∗k
γDL
k

+ λ∗k

)
xHhdl,kh

H
dl,kx ≥ 0, k /∈ Θ.

(41)

Notice that we have λ∗k > 0 if k /∈ Θ. Accordingly, from (41)
we obtain |hHdl,kx|2 ≤ 0, k /∈ Θ. It follows that

hHdl,kx = 0, k /∈ Θ. (42)

Conclusively, we have

xHB∗x = xH

INt +
∑
j /∈Θ

(λ∗j − µ∗j )hdl,jh
H
dl,j

x

= xHx > 0, (43)

which contradicts to xHB∗x = 0. Thus, we have B∗ � 0,
i.e., Rank(B∗) = Nt. We can therefore deduce from (40) that
Rank(A∗k) = Nt if k ∈ Θ. From (36), we have Z∗k = 0 if
k ∈ Θ. However, we can easily verify that Z∗k = 0 cannot be
optimal for (25). Appropriately, it must follow that Θ = Φ, i.e.,
λk = 0 and µk = 0 cannot be true for any k. Interestingly, as
we have previously shown that both cases of λ∗k = 0, µ∗k = 0
and λ∗k > 0, µ∗k = 0 cannot be true for any k, it follows that
λ∗k > 0, µ∗k > 0,∀k. In agreement to complementary slakeness
[26], the first part of of Proposition 1 is thus proved. Secondly,
we proceed to prove the second part of Proposition 1. Since
Θ = Φ, it follows that (39) and (40) reduces to

A∗k = B∗ −
(
λ∗k
γDL
k

+ λ∗k

)
hdl,kh

H
dl,k, k = 1, . . . ,K. (44)

On account of the fact that we have shown from the first part of
the proof that Rank(B∗) = Nt, it follows that Rank(A∗k) ≥
Nt − 1, k = 1, . . . ,K. Notice that if A∗k is characterized as
having a full rank, then we have Z∗ = 0, which cannot be the
optimal solution to (25). Thus, it follows that Rank(A∗k) =
Nt − 1,∀k. According to (36), we have Rank(Z)∗ = 1, k =
1, . . . ,K. We thus proved the second part of Proposition 1. By
combining the proofs for both parts, we have thus completed
the proof of Proposition 1 [14].

APPENDIX B

PROOF OF PROPOSITION 2

From (26), we see that the ZF transmit beamforming con-
straints make it possible for us to decouple the SINR and the
harvested power constraints over k because the objective func-
tion in problem (26) is separable over k. Therefore, problem



(26) can be decomposed into K subproblems, k = 1, . . . ,K,
with the kth subproblem expressed as

min
vk,ρk

‖vk‖2

s.t.
ρk|hHdl,kvk|2

ρk(Ḡk + σ2
k) + δ2

k

≥ γDL
k ,

(1− ρk)
(
|hHdl,kvk|2 + G̃k + σ2

k

)
≥ Q̄k,

HH
dl,kvk = 0, ‖vk‖2 ≤ Pmax,

0 < ρk < 1. (45)

We remark that for problem (45), with the optimal ZF beam-
forming solution ṽ∗k, and PS solution ρ̃∗k, the SINR constraint
and the harvested power constraint should both hold with
equality by contradiction. Notice the following:

(i) Supposing that both the SINR and harvested power
constraints are not tight given ρ̃∗k and ṽ∗k, this implies
that there must be an αk, 0 < αk < 1 such that with the
new solution v∗k = αkṽ

∗
k, and ρ∗k = ρ̃∗k, either the SINR

or harvested power constraint is tight. This new solution
gives rise to a reduction in the transmission power which
contradicts the fact that ṽ∗k, and ρ̃∗k is optimal for problem
(45). Therefore, the case that both the SINR and harvested
power constraints are not tight cannot be true [14].

(ii) Also, the scenario where the SINR constraint is tight but
the harvested energy constraint is not tight cannot be true
as ρ̃∗k can be increased slightly such that both SINR and
harvested power constraints become not tight anymore.

(iii) Similarly, the conclusions drawn in [14] also verify that
the case where the harvested power constraint is tight but
the SINR constraint is not tight cannot be true.

To summarize, with the optimal solution using the ZF
transmit beamforming constraint, for problem (45), the SINR
and harvested power constraints must both hold with equality.
Accordingly, problem (45) is equivalent to

min
vk,ρk

‖vk‖2

s.t.
ρk|hHdl,kvk|2

ρk(Ḡk + σ2
k) + δ2

k

= γDL
k ,

(1− ρk)
(
|hHdl,kvk|2 + G̃k + σ2

k

)
= Q̄k,

HH
dl,kvk = 0, ‖vk‖2 ≤ Pmax,

0 < ρk < 1. (46)

Notice from problem (46) that the first two equality constraints
can be rearranged to give the following equation

γDL
k

(
Ḡk + σ2

k +
δ2
k

ρk

)
=

Q̄k
(1− ρk)

− G̃k − σ2
k. (47)

After some manipulations, (47) can be written as

αkρ
2
k − βkρk − Ck = 0, (48)

where

αk = γDL
k (Ḡk + σ2

k) + G̃k + σ2
k, (49)

βk = γDL
k (Ḡk + σ2

k) + G̃k + σ2
k − Q̄k − γDL

k δ2
k, (50)

Ck = −γDL
k δ2

k. (51)

The optimal solution satisfying 0 < ρk < 1 is given by

ρ̃∗k =
+βk ±

√
β2
k + 4αkCk

2αk
. (52)

Next, we define vk =
√
pkṽk with ‖ṽk‖ = 1,∀k. Then

problem (47) is equivalent to:

min
pk,ṽk

pk

s.t.

pk|hHdl,kṽk|2 = τk,

HH
dl,kṽk = 0,

‖ṽk‖ = 1, (53)

where τk , γDL
k

(
Ḡk + σ2

k +
δ2k
ρk

)
. It is evident from the first

constraint of (53) that to achieve the minimum pk, the optimal
ṽk should be the optimal solution to the following problem:

max
ṽk

|hHdl,kṽk|2

s.t.

HH
dl,kṽk = 0,

‖ṽk‖ = 1. (54)

Result obtained in [14] shows that the unique (up to phase
rotation) optimal solution to problem (54) is given by

ṽk =
UkU

H
k hdl,k

‖UkUH
k hdl,k‖

, (55)

where Uk denotes the orthogonal basis for the null space of
HH
k . Accordingly, the optimal power solution is given by [14]

pk =
τk

|hHdl,kṽk|2
=

τk
‖UkUH

k hdl,k‖2
. (56)

Thus, it follows that ṽk for problem (46) is given by

ṽ∗k =

√
γDL
k

(
Ḡk + σ2

k +
δ2
k

ρk

)
UkU

H
k hdl,k

‖UkUH
k hdl,k‖2

. (57)

REFERENCES

[1] M. R. A. Khandaker, and K. K. Wong, “Masked beamforming in
the presence of energy-harvesting eavesdroppers,” IEEE Trans. Inf.
Forensics and Security, vol. 10, pp. 4054, Jan. 2015.

[2] A. A. Okandeji, M. R. A. Khandaker, and K. K. Wong, “Wireless
information and power transfer in full-duplex communication systems,”
in Proc. IEEE Int. Conf. on Commun., Kuala Lumpur, May. 2016.

[3] J. Liao, M. R. A. Khandaker, and K. K. Wong, “Robust power-splitting
SWIPT beamforming for broadcast channels,” IEEE Commun. Lett., vol.
20, no. 1, pp. 181-184, Jan. 2016.

[4] M. R. A. Khandaker, and K. K. Wong, “Max-min energy based robust
secure beamforming for SWIPT,” in Proc. 2015 IEEE International
conference on communications (ICC).

[5] A. A. Okandeji, M. R. A. Khandaker, K-K. Wong, and Z. Zheng,
“Joint transmit power and relay two-way beamforming optimization for
energy harvesting full-duplex communications,” to appear in Proc. IEEE
Globecom First Int. workshop on full-duplex wireless Commun., Dec.
2016, Washington DC.



[6] H. Zhang, C. Li, Y. Huang, and L. Yang, “Secure beamforming for
SWIPT in multiuser MISO broadcast channel with confidential mes-
sages,” IEEE Commun. Lett., vol. 19, no. 8, Aug. 2015.

[7] Z. Hu, C. Yuan, F. Zhu and F. Gao, “Weighted sum transmit power mini-
mization for full-duplex system with SWIPT and self-energy recycling,”
IEEE Access, vol. 4, pp. 4874–4881, 2016.

[8] H. Liu, K. J. Kim, K. S. Kwak, and H. V. Poor, “Power splitting-based
SWIPT with decode-and-forward full-duplex relaying,” IEEE Trans.
Wireless Commun., to appear in 2017.

[9] R. Zhang, and C. K. Ho, “MIMO broadcasting for simultaneous wireless
information and power transfer,” IEEE Trans. Wireless Commun., vol.
12, no. 5, pp. 1989-2001, May 2013.

[10] L. Varshney, “Transporting information and energy simultaneously,” in
Proc. IEEE ISIT, Jul. 2008, pp. 1612-1616.

[11] X. Zhou, R. Zhang, and C. K. Ho,“Wireless information and power
transfer: Architecture design and rate-energy tradeoff,” IEEE Trans.
Commun., vol. 61, no. 11, pp. 4754-4767, Nov. 2013.

[12] M. R. A. Khandaker, and K. K. Wong, “SWIPT in MISO multicasting
systems,” IEEE Wireless Commun. Lett., vol. 3, pp. 277-280, June 2014.

[13] M. R. A. Khandaker, and K. K. Wong, “QoS-based multicast beamform-
ing for SWIPT,” in Proc. IEEE SECON Workshop Energy Harvesting
Commun., Singapore, Jun./Jul. 2014, pp. 62-67.

[14] Q. Shi, L. Liu, W. Xu and R. Zhang, “ Joint transmit beamforming
and receive power splitting for MISO SWIPT systems” IEEE Trans. on
wireless Commun, vol. 13, no. 6, Jun. 2014

[15] M. Duarte, C. Dick and A. Sabharwal, “Experiment-driven characteri-
zation of full-duplex wireles systems,” IEEE Trans. Wireless Commun.,
vol. 11, no. 12, pp. 4296-4307, Dec. 2012.

[16] Y. Hua, P. Liang, Y. Ma, A. C. Cirik, and Q. Gao, “A method for
broadband full-duplex MIMO radio,” IEEE Signal Process. Lett., vol.
19, pp. 793-796. Dec. 2012.

[17] A. A. Okandeji, M. R. A. Khandaker, and K. K. Wong, “Two-way

beamforming optimization for full-duplex SWIPT systems,” in Proc.
EUSIPCO, Budapest, Hungary. Aug. 2016.

[18] E. Ahmed, and A. M. Eltawil, “All-digital self-interference cancellation
technique for full-duplex systems,” IEEE Trans. Wireless Commun., vol.
14, no.7, July 2015.

[19] J. Zhang, O. Taghizadeh, and M. Haardt: “Transmit strategies for full-
duplex point-to-point systems with residual self-interference,” in Proc
Smart Antennas (WSA), 17th Int. ITG. Workshop, Mar. 2013, Stuttgart,
Germany.

[20] M. Jain, “Practical, real-time, full duplex wireless,” in Proc. ACM
Mobicom, Sep. 2011, pp. 301-312.

[21] M. E. Knox, “Single antenna full-duplex communications using a
common carrier,” in Proc. IEEE 13th Annu. WAMICON, Apr. 2012,
pp. 1-6.

[22] A. Balatsoukas-Stimming, P. Belanovic, K. Alexandris and A. Burg “On
self-interference suppression methods for low-complexity full-duplex
MIMO,” in Proc. Asilomar Conf. Signals, Syst. Comput., Nov.2013, pp.
992-997.

[23] M. Duarte, and A. Sabharwal, “Full-duplex wireless communication
using off-the-shelf radios: Feasibility and first result,” IEEE Asilomar,
2010.

[24] A. Sethi, V. Tapio, and M. Junti, “Self-interference channel for full
duplex transceiver,” in Proc. IEEE WCNC’14.

[25] C. Valenta, and G. Durgin, “Harvesting wireless power: Survey of
energy-harvesting conversion efficiency in far field, wireless power
transfer systems” IEEE Microw. Mag., vol. 15, pp. 108-120, Jun.2014.

[26] S. Boyd, and L. Vandenberghe, Convex optimization, Cambridge Uni-
versity Press, 2004.

[27] D. H. N. Nguyen, L. B. Le and Z. Han, “Optimal uplink and downlink
channel assignment in a full-duplex multiuser system” in Proc IEEE

ICC, Kuala Lumpur, May, 2016.


