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ABSTRACT 

There is growing evidence that some of the patients presenting with the Vegetative 

State (VS), also known as Unresponsive Wakefulness State, can respond to 

environmental stimuli. This response can be detected by using functional brain imaging, 

including electroencephalography (EEG) or Near Infrared Spectroscopy (NIRS). By 

definition, the VS patients are awake but not aware, unlike the patients in the Minimally 

Conscious State (MCS), who have some fluctuating awareness. Since consciousness is 

impaired in both conditions, these states are also referred as Disorders of Consciousness 

(DOC) or prolonged Disorders of Consciousness (pDOC) 

This thesis aims to develop a bedside applicable tool using the EEG and NIRS for brain 

function assessment in VS and MCS patients. In this study, two experimental protocols 

have been developed and validated on healthy subjects. The results showed that using 

the motor imagery and own subject name stimuli, some of the VS patients were able to 

wilfully modulate their brain activity in response to those stimuli. The results presented 

in this thesis can be implemented as a part of a protocol for brain function assessment in 

pDOC patients and can be used for the further studies for better understanding of the 

brain function in these patients.   
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OUTLINE AND AIM OF THE THESIS  

The aim of this thesis was to assess the feasibility of the use of Near Infrared 

Spectroscopy (NIRS) for the assessment of brain function in patients with Vegetative 

state (VS), known also as Unresponsive Wakefulness Syndrome and Minimally 

Conscious State (MCS). NIRS is a novel technique and has not been used on patients 

with prolonged Disorders of Consciousness (pDOC) yet. Therefore, this thesis has a 

preliminary and exploratory character. Additionally, brain function in pDOC patients 

was assessed using electroencephalography (EEG), which is a technique with well-

established value for brain function assessment. However, a novel approach was taken 

in regard to the data analysis. 

In this thesis, brain function was assessed using not only two techniques (EEG and 

NIRS) but also two conceptually different approaches namely: the passive and active 

paradigms. In the active paradigm the controls and the subjects were asked, “imagine 

you are squezzing your right hand” for assessment of activation of motor cortex. In the 

passive paradigm the controls and the subjects listened to the own name and a presence 

of cognitive evoked potentials was assessed. This approach was first validated on 

healthy controls and then a large cohort of pDOC patients was included to the study. 

The detailed assessment of brain function of pDOC patients is important because, it can 

help clinicians to get a better picture of patients’ ability to respond to external stimuli 

and hence, stratify patients into two groups: VS or MCS.  

The VS characterises patients, who are awake but not aware of themselves or their 

surroundings, while MCS describes a state of wakefulness and partial awareness. The 

diagnosis of VS or MCS is usually made using behavioural assessment tools, which 

have an intrinsic level of subjectivity leading to a high rate of misdiagnosis. Studies 
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using fMRI and EEG techniques have shown recently that some of the pDOC patients 

retain potential for communication and have preserved brain function. Although fMRI 

has great potential, it has limitations including cost, availability, and the fact that it 

cannot be used at the bedside. Hence, other complementary methods should be used for 

the detection of brain function in DOC that would be available at the patients’ bedside. 

EEG and NIRS techniques seem to fulfil the criteria of cost and availability. 

The thesis consists of a systematic literature review, experimental and 

developmental chapters organised as follows: 

Chapter 1 – this chapter focuses on literature review on pDOC with the comprehensive 

review of the aetiology, epidemiology, pathophysiology and management.  

Chapter 2 – this chapter provides a detailed literature review on the use of NIRS 

technique for cerebral blood flow (CBF) detection in particular on neurovascular 

coupling and on the use of the EEG Event Related Potentials and Event Related 

Desynchronizations for detection of the cognitive functions. 

Chapter 3 – this chapter focuses on general methods used in this study and consists of 

literature review. The chapter is divided into three parts: the first focuses on behavioural 

scales used for assessment of responsiveness and awareness with the critical review of 

their validity and reliability. The second part of this chapter focuses on literature review 

of the use of NIRS for brain function assessment using a motor task. The third part of 

the chapter consists of a review of the use of EEG and specifically the use of own 

subject name and motor task in patients with pDOC. 

Chapter 4 – this chapter shows results and describes in detail the pDOC patients 

included to this study. This chapter aims to give a detail picture of the patients; this 
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includes demographic data, results of behavioural assessment using the Sensory 

Modality Assessment and Rehabilitation Technique scale (SMART), and results of 

auditory brainstem evoked potentials, results of qualitative and quantitative EEG results 

from all included patients to this study. 

Chapters 5, 6 and 7 – these chapters present the results of the use of NIRS and EEG for 

brain function assessment in pDOC patients using a motor task.  

Chapter 8 – this chapter shows the results of EEG responses to subject’s own name and 

its use for assessment of brain function.  

Chapter 9 – this chapter consists of a general discussion and the future use of the results 

from this thesis.  
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CHAPTER 1 GENERAL INTRODUCTION TO THE PATIENT 

POPULATION 

 

Vegetative and Minimally Conscious State are severe disorders of consciousness 

observed in patients emerging from coma and are called disorders of consciousness 

(DOC). The patients are awake with lack or only intermittent awareness. However, it 

remains unclear whether DOC patients are aware about their condition, whether they 

can feel pain or have emotion and memory. For this reason, effort has been made to 

understand brain function in patients in VS or MCS. This field has been very dynamic 

and new concepts have been introduced over time. However, the preliminary results 

show that at least some of the DOC patients have preserved a good brain function, 

indicating awareness.  

This opened a vital question if this cortical activity is enough for a patient to be aware, 

hence, conscious. Christof Koch and Giulio Tononi (Tononi and Koch 2008) 

investigated how brain activity changes during the functional activation and why some 

of stimuli reach conscious perception and others not. They developed a concept of 

neural correlates of consciousness (NCC) and defined it as the “minimal neuronal 

mechanism jointly sufficient for any one specific conscious percept“.  

The NCC refers to the content of consciousness, namely to a particular experience we 

are having at a given time, for instance auditory, tactile, visual or somatosensory, while 

all other variables are constant all the time. The content of consciousness is 

distinguishable from the level of consciousness, which is for example decreased during 

sleep or diminished in coma.  



26 

During brain activation but not during resting state, there are marked neuronal and 

hemodynamic changes in brain activity. For instance, visual stimulation can elicit 

measurable changes in both EEG and fMRI signal Haemodynamic changes that occur in 

response to stimuli are measured by using fMRI and Blood oxygen level dependent 

(BOLD) signal, which increases with decreasing concentration of deoxyHb in the brain 

tissue (Ogawa and Lee 1990). 

 

This chapter gives background information on the patients’ characteristic, introduces 

the anatomical brain models that can explain some of cognitive dysfunctions and 

provides overview on functional neuroimaging for assessment of the brain function in 

pDOC patients.  

 

1.1 Definition of Vegetative State and Minimally Conscious State 

 

The term “Vegetative State” was coined, later, by Fred Plum and Bryan Jennett 

when they described patients after severe brain damage emerging from a coma to a state 

of wakefulness without detectable awareness (Jennett and Plum 1972). 

 

The Royal College of Physicians (RCP) in their guidance from 2013 defined the VS as:  

“a clinical condition of unawareness of self and environment in which the patient 

breaths spontaneously, has a stable circulation, and shows a cycle of eye closure and 

opening which may simulate sleep and waking” (Royal College of Physicians 2013). 
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Additionally, patients in the VS can be characterised by the presence of the following 

features: 

1. Periods of wakefulness (eye opening) and eye closure giving the appearance of 

at least partially preserved sleep-wake cycles (Laureys and Boly 2008) 

2.  Lack of awareness of self and the environment  

3. Presence of hypothalamic and brainstem autonomic functions (The Multi-

Society Task Force on PVS 1994) 

The RCP guidance (Royal College of Physicians 2013) considers the VS as persistent 

when it lasts longer than one month and permanent when it lasts longer than six months 

or one year for anoxic and traumatic brain injury aetiologies respectively. 

 

Although the VS patients are considered to be unaware of themselves or their 

environment, they can exhibit various behaviours (Table 1.1) (Bernat 2006). 
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Table 1.1 Diagnostic criteria for Vegetative State 

Criteria for VS diagnosis  Behavioural repertoire of VS patients  

 Unaware of self and environment 

 No interaction with others 

 No sustained, reproducible or 

purposeful voluntary behavioural 

response to visual, auditory, tactile or 

noxious stimuli 

 No  evidence of speech understanding 

or speech production  

 No blink to visual threat 

 Preserved cranial nerve reflexes, such 

as corneal and gag reflexes 

 Bowel and bladder incontinence 

 Sleep wake cycle with eyes closed and 

opened 

 Spontaneous breathing 

 Spontaneous blinking and roving eye 

movement 

 Nystagmus 

 Vocalisation of sounds but no words 

 Brief unstained visual pursuit 

 Yawning, chewing jaw movements 

 Swallowing of saliva, but not able to eat 

 Non-purposeful limb movements 

 Flexion withdrawal from noxious 

stimuli 

 Brief movement of head or eyes 

towards sound or movement without 

apparent localization or fixation 

 Auditory startle 

 Startle myoclonus 

 

This table presents a diagnostic criteria and behavioural repertoire for the Vegetative State 

patient modified from (Bernat 2006). 

Some alternative names have been proposed to replace the use of “vegetative state”, 

because of the negative associations with being called “vegetative”. For example, 

Bernat (Bernat 2010) named VS as a “disconnection syndrome” due to damage to white 

matter tracts connecting thalamus and cortex. Other authors working for the European 

Task Force on DOC proposed to replace the term VS with “Unresponsive Wakefulness 

Syndrome”  (Laureys, Celesia et al. 2010), where the term “Unresponsive” indicates 

lack of voluntary responses, while “Wakefulness” refers to the ability to open eyes 

spontaneously or after stimulation. 

In the United Kingdom the term “prolonged Disorders of Consciousness” has been 

used, as an umbrella term for both VS and MCS.  
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The term MCS was developed later than the term VS, and as a result of series meetings 

called the “Aspen Workgroup”, which were held between March 1995 and October 

2000 (Giacino, Ashwal et al. 2002). The Aspen Group proposed following MCS 

definition:  

”The minimally conscious state is a condition of severely altered consciousness 

in which minimal but definite behavioural evidence of self or environmental 

awareness is demonstrated” 

 

Additionally at least one of the following criteria must be met in order to make a 

diagnosis of MCS (Giacino, Ashwal et al. 2002): 

 Following simple commands 

 Gestural or verbal yes/no responses 

 Intelligible verbalisation 

 Purposeful behaviour, including movements or affective behaviours that occur 

in contingent relation to relevant environmental stimuli and are not due to 

reflexive behaviour include: 

 Appropriate smiling or crying in response to the linguistic or visual content 

of emotional but not neutral topics or stimuli 

 Vocalisation or gestures that occur in direct response to the linguistic 

content of questions 

 Reaching for objects that demonstrates a clear relationship between object 

location and direction of reach 

 Touching or holding objects 

 Pursuit eye movement or sustained fixation that occurs in direct response to 

moving or salient stimuli  
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Emergence from the MCS is described by a reliable and consistent demonstration of 

functional communication (accurate yes/no responses to six basic situational orientation 

questions) or functional use of two different objects on two consecutive assessments 

(for example appropriate use of a pen or a comb). 

The current WHO International Classification of Disease (2011 ICD-9-CM) contains 

codes for disorder of consciousness and locked-in syndrome, with diagnosis code 

780.03 describing persistent VS and MCS with a code of 780.04  

”MCS defined as non –communicative wakeful patients with inconsistent but clearly 

discernible behavioural evidence of consciousness to be distinguished from comatose, 

vegetative or unresponsive patients by the presence of non - reflex movements or 

following commands” (Gosseries, Bruno et al. 2011). 

 

VS is a relatively rare condition and develops in approximately 1 to 14 % of patients 

following prolonged, longer than four weeks, coma after the traumatic brain injury and 

in 12 % of patients who are comatose due to hypoxic brain injury (Multi-Society Task 

Force on PVS 1994).  

Estimation of the VS/MCS prevalence and incidence is challenging. The definitions of 

DOC have evolved over time and have been differently interpreted (Strauss, Shavelle et 

al. 1999). Additionally, the patients are placed in various institutions including 

hospitals, nursing facilities, rehabilitation centres, geriatric units, psychiatric hospitals 

as well as private homes. The incidence (new cases per year) of patients being in the VS 

for longer than 6 months was estimated for United Kingdom approximately around 

2.5/100,000 population/year (Beaumont and Kenealy 2005). This is lower than the 

incidence of new cases of VS secondary to traumatic brain injury identified in studies 

performed in USA, France or UK (Table 1.2) (Jennett 2002).  
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Table 1.2 Annual incidence of Vegetative State 

Country 
Incidence of VS / 100 000 population / year 

1 month post ictus 6 months post ictus 

UK 1.4 0.5 

USA 4.6 1.7 

France 6.7 2.5 

This table presents the annual incidence of Vegetative State per 100’000 population in the UK, 

USA and France at 1 and 6 months post injury, modified from (Jennett 2002). 

 

The estimation of prevalence (existing cases per year) is, for the same reasons, 

incomplete and may be inaccurate. Overall, the prevalence of patients in VS and MCS 

varies across countries. Among residents in long term facilities in Austria it was 

reported to be as high as 3.36 for VS and 1.5 for MCS per 100,000 population (Donis 

and Kraftner 2011).  

In contrast, a lower prevalence of VS patients was found in nursing homes in Denmark 

and in the Netherlands (0.13/100,000 and 0.2/100,000 respectively) (Engberg and 

Teasdale 2004; Lavrijsen, van den Bosch et al. 2005).  

Unfortunately, for the reasons listed above, the data on prevalence of the patients in the 

MCS is also sparse. Giacino et al. estimated the prevalence of MCS in the United State 

of America to be as high as 4.8-9.6/100,000 (Giacino, Ashwal et al. 2002). Furthermore, 

the combined prevalence of VS and MCS patients was estimated to be in the US being 

as high as 8.8-26.4/100,000. This is different from Japanese and French studies, which 

indicated a prevalence of 2-10/100,000 for PVS and MCS (Beaumont and Kenealy 

2005).  

Nevertheless, because of the improvements in emergency medicine and intensive care 

management it is very likely that the incidence of VS and MCS patients will increase in 
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the future (Beljaars, Valckx et al. 2015). Another factor contributing to the increased 

prevalence of pDOC patients may be increased survival rates. Recent studies have 

suggested that advances in intensive care have improved survival among patients with 

severe brain injury (Marshall 2000; Hinchey, Myers et al. 2010; Di Saverio, Gambale et 

al. 2014), (Tresch, Sims et al. 1991). Early reports suggested that the life expectancy for 

patients in VS was approximately 3 years. A 1999 study revealed that the mortality rate 

decreases with increasing follow-up with it being the highest during the first three years 

after brain injury (Strauss, Shavelle et al. 1999). For instance, the mortality rate was 

46% up to three-year post ictus and 12%/year for patients in VS for longer than 9 years. 

A study reported in 2013 using data from the National Institute on Disability and 

Rehabilitation Research framework for inpatient rehabilitation of traumatic brain injury 

patients showed that survival rates for pDOC at 1, 2, and 5 years were 95.3%, 92.2%, 

and 89.0%, respectively (Whyte and Nakase-Richardson 2013).  

The reason for the discrepancy between the reported mortality rates by these two studies 

may be multifactorial; both studies differ significantly in methodology and the patient’s 

characteristic. Hence, still, little is known about the temporal dynamic of mortality rate 

in pDOC population with mixed aetiology. For instance, a recent study from Germany 

showed an average survival post discharge from rehabilitation centre in VS patients as 

short as 2.7 years and longer survival in MCS patients on average 4.5 years 

(Steppacher, Kaps et al. 2014). However, the cause of death in pDOC patients has 

remained the same for many years, recurrent infections of either pulmonary or urinary 

tract were identified both thirty years ago and more recently (Multi-Society Task Force 

on PVS 1994; Luaute, Maucort-Boulch et al. 2010).  
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1.2 Prognostic factors for recovery after severe brain injury 

 

Neurological bedside examination can predict poor outcomes defined as: coma, VS 

or MCS after a brain injury as early as on the third day after brain injury (Young 2009). 

For instance, lack of pupillary light reaction on the third day after anoxic and traumatic 

brain injury predicts poor prognosis (Berek, Lechleitner et al. 1995; Balestreri, 

Czosnyka et al. 2004). Also lack of motor response to noxious stimuli or only extensor 

posturing (i.e., decerebrate response or no response) at 72 hours post injury were also 

associated with no false positives for a poor outcome (Levy, Caronna et al. 1985). 

Seizures and sporadic focal myoclonus do not predict poor outcome, however, 

myoclonus status epilepticus occurring on day 1 after Cardio-Pulmonary-Resuscitation 

predicts poor outcome (Zandbergen, Hijdra et al. 2006).  

Neuro-physiological assessments also assist in the prediction of the poor outcome 

after a brain injury. The most accurate electrophysiological predictor of a poor outcome 

is the measurement of N20 response from the primary somatosensory cortex on 

somatosensory evoked potentials (SSEPs). Lack of response on the third day after 

cardiac arrest predicts poor outcome with high sensitivity (Gendo, Kramer et al. 2001). 

Many studies also showed that an assessment of SSEP was useful in predicting outcome 

after traumatic brain injury. Lew and colleagues (Lew, Dikmen et al. 2003) reported 

that bilateral absence of N20 in SSEPs within eight days after a severe trauma was a 

strong predictor of death or persistent VS. Meta-analysis has also shown that bilaterally 

negative SSEPs are a strong predictor of unfavourable outcome (Carter and Butt 2001). 

It remains unclear whether EEG findings have clinical efficacy in predicting poor 

outcome. However, patients who have a reactive EEG, have a better prognosis 

compared to those who do not have such EEG responses (Young 2000). Poor 

prognostic EEG includes the presence of: triphasic waves, burst suppression, no 
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reactive alpha/theta/spindle coma and generalized suppression (Young and Doig 

2005),(Young, Kreeft et al. 1999) (for more detail on malignant EEG please see the 

Chapter 2” EEG for assessment of Brain Function”). 

Another predictor of poor outcome after a hypoxic brain injury is related to changes in 

serum concentration of several biomarkers including: serum neuron-specific enolase, 

serum S100 protein and creatine kinase brain enzyme (Clemmensen, Strandgaard et al. 

1987; Pfeifer, Borner et al. 2005; Zandbergen, Hijdra et al. 2006) (Wijdicks, Hijdra et 

al. 2006). However, recent studies confirmed that only the neuron-specific enolase has 

predictive value of poor outcome with a cut-off for serum level of >33 g/L at days 1 to 

3 post CPR (Wijdicks, Hijdra et al. 2006). 

After brain injury, intracranial pressure may be increased due to masses, haematoma 

focal swelling of brain tissue or hydrocephalus. Furthermore, increased intracranial 

pressure (ICP) can lead to decrease in cerebral blood flow and subsequent additional 

brain tissue ischemia (Hutchinson, Kolias et al. 2016). Unfortunately, the ICP cannot be 

established by clinical assessment of a patient and should be measured by using either 

interventricular catheters or microtransducer systems (Smith 2008). It was found that 

the best clinical outcome can be achieved when cerebral perfusion pressure (CCP) after 

brain injury is maintained between 50 and 70 mmHg (Smith 2015). 

Brain imaging can be informative for the prediction of outcome. Computed tomography 

of a brain may not show any abnormalities immediately after a cardiac arrest, but by the 

third day it usually shows brain swelling and inversion of the grey–white densities in 

patients with a poor clinical outcome (Zingler, Krumm et al. 2003). An inversed grey 

/white matter ratio in Hounsfield Units less than 1.22 is predictive for death or VS 

(Choi, Park et al. 2008). Another factor is an obliteration of the basal cistern and the 

presence of subarachnoid haemorrhage (Bratton, Chestnut et al. 2007). For clinical 

purposes the severity of the brain injury has been assessed using two classifications: 
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Marshall’s and the Rotterdam Brain Injury, with a scoring based on assessment of the 

mass lesions and an increased intracranial pressure (compression of basal cisterns and 

midline shift) (Table 1.3 and 1.4) (Maas, Hukkelhoven et al. 2005). Recently a study 

showed, that on both scales: the Marshall CT Classification and the Rotterdam brain 

injury the scores above three were significant predictors for death within first two 

weeks after injury (Deepika 2015). Follow-up scans have the same important predictive 

values as an initial CT scan. A survey among patients with moderate to severe TBI 

showed that substantial proportion of patients with diffuse injury (no mass lesion) on 

their first CT scan had progressive intracranial damage on subsequent CT examinations 

(Servadei, Murray et al. 2000). Therefore, “the worst scan” should be used for outcome 

prediction. 
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Table 1.3 Marshall Computer Tomography Classifications 

Definition Description 

Diffuse Injury I No visible intracranial pathology 

Diffuse Injury II 

Cisterns are presented with midline shift of 0-5mm and /or no high or 

mixed density lesions >25cm3, may include bone fragments and 

foreign bodies 

Diffuse Injury III (swelling) 
Cisterns compressed or absent with midline shift of 0-5mm, no high 

mixed density lesion >25cm3 

Diffuse Injury IV (shift) Midline shift>5mm, no high mixed density lesion >25cm3 

This table presents the Marshall Computer Tomography Classification used for assessment of 

the severity of traumatic brain injury, modified from (Maas, Hukkelhoven et al. 2005). 

Table 1.4 Rotterdam brain injury score 

Basal cistern 

normal 0 

compressed 1 

absent 2 

Midline shift 

No shift or <5 mm 0 

Shift>5 mm 1 

Epidural mass lesion 

present 1 

absent 0 

Intra-ventricular blood or traumatic SAH 

absent 0 

present 1 

This table presents the Rotterdam brain injury score for the assessment of severity of brain 

injury using Computer Tomography, where depending on changes in basal cistern and presence 

of midline shift, epidural mass lesions and bleeding with maximum severity scored as “5” and 

minimum as “0” modified from  (Maas, Hukkelhoven et al. 2005)  
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1.3 Pathophysiology of prolonged Disorders of Consciousness 

 

1.3.1 Mechanisms of brain injury 

Although the pathophysiology differs in traumatic and anoxic brain injuries, there is 

a common denominator for all injuries leading to pDOC. Usually, there is a diffuse 

damage of cortical neurons, thalami, or the white matter tracts, that connect the 

thalamus with the cortex, with relative sparing of the brainstem and hypothalamus 

(Kinney and Samuels 1994). 

Trauma to the brain may result in a range of injury mechanisms and pathologies. These 

mechanisms can be divided into two main categories: focal brain injury and diffuse 

axonal injury (DAI). Depending on the mechanism of injury they may occur in 

insolation or together (Smith, Meaney et al. 2003). The focal brain injury is usually 

associated with blows to a head that result in cerebral contusions and haematomas 

causing “mass effect” and leading to herniation and brainstem compression (Gennarelli 

1993). Inertial forces leading to white matter in the brain damage usually cause the 

DAI. This type of injury is commonly seen in motor vehicle crashes, falls and assaults 

(Adams, Doyle et al. 1984), (Blumbergs, Jones et al. 1989).  

Adams et al. (Adams, Doyle et al. 1989), described the DAI mechanism and graded this 

into a three level scale depending on the extent of anatomical changes.  

In the first grade, there is an axonal injury in the white matter of the cerebral 

hemispheres, in the second grade a focal lesion in the corpus callosum and in the third 
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grade; the lesions extend into the dorsolateral quadrant or quadrants of the rostral 

brainstem. 

Severe traumatic brain injury with the white matter tissue tearing may lead to an 

immediate disruption of axons (primary axotomy). Also, following a brain injury a 

secondary axotomy can occur (Pierce, Smith et al. 1998). Axonal stretch leads to 

cytoskeletal damages (Smith, Wolf et al. 1999), in particular, to a damage of sodium 

channels, which causes an massive influx of sodium and calcium into the cells and 

results in neuronal swelling (Wolf, Stys et al. 2001). Axonal swelling also impairs the 

transport along the axons causing further proteins accumulation (ß- amyloid precursor 

protein) (Gentleman, Nash et al. 1993). This may lead to progressive disorganisation of 

the axonal cytoskeleton, disconnections of axons and dysfunction of a neural network. 

Unfortunately, only minority of DAI patients can achieve functional recovery due to 

local plasticity in the grey matter and healing of damaged axons in the white matter 

(Smith, Meaney et al. 2003).  

 

Prolonged Disorders of Consciousness due to anoxia or ischaemia also results in a 

diffuse injury producing widespread damage to cortical and thalamic neurons, which are 

more susceptible for lack of oxygen than brainstem neurons (Dougherty, Rawlinson et 

al. 1981). Depending on aetiology, different patterns are observed after hypoxic – 

ischemic brain injury, for instance, in a post-mortem examination in patients after 

cardiac arrest there is a layered cortical neuronal damage called laminar necrosis, 

whereas diffuse boundary-zone infarcts occur after severe hypotension (Kinney and 

Samuels 1994).  
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1.3.2 The role of reticular activating system in consciousness 

Even minor lesions to the reticular activating system (RAS), hence, to the 

brainstem can produce coma. However, a well-functioning brainstem alone is 

insufficient to generate consciousness. If there is a lesion compromising a thalamo-

cortical tract, then a patient remains awake but not aware, therefore, in the VS.  

“ it is unclear, whether the cortico-thalamic system alone can generate consciousness 

when the RAS has been completely damaged, however, evidences from deep cortical 

stimulation to the median thalamus, suggested that the RAS has a role of an on-off 

switch rather than a generator of consciousness”(Laureys and Tononi 2009). 

 

Almost a hundred years ago, a Viennese pathologist Constantin Von Economo 

suggested, that the upper brainstem and posterior hypothalamus are arousal generators. 

Another scientist, Bremer in 1929, noticed that a dysfunction in arousal might be caused 

by an impairment of the ascending sensory pathways. Later his student – Giuseppe 

Moruzzi developed a concept of the ascending RAS (Zeman 2001). Jonathan Schwartz 

and Thomas Roth (Schwartz and Roth 2008) in their review on “Neurophysiology of 

Sleep and Wakefulness: Basic Science and Clinical Implications” listed the “key cell 

population of the ascending pathway, which include: cholinergic, noradrenergic, 

serotoninergic, dopaminergic and histaminergic neurons located in the 

pedunculopontine and laterodorsal tegmental nucleus, locus coeruleus, dorsal and 

median raphe nucleus and tuberomamillary nucleus. Projections of the above mentioned 

structures to promote arousal. Additionally these structures are inhibited during sleep by 

neurons of the ventrolateral preoptic nucleus. 
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1.3.3 The role of thalamus in consciousness  

There is evidence from both pathological studies and neuro-imaging studies 

demonstrating that loss of consciousness in VS patients is usually related to widespread 

lesions of cortical grey or white matter with involvement of cortico-thalamic system 

with a central role of the intralaminar nuclei of thalamus (Laureys and Tononi 2009).  

Our understanding of the role of thalamus has changed over time. Initially, the thalamus 

was considered as a simple relay-like-machine, however, currently it is known that it 

modulates and actively alters the sensory information reaching the cortex (Sherman and 

Guillery 2002). Indeed the thalamus can be considered as both: the first order relay, 

which transmits the signal without changing it and as a second order relay. The second 

order relay, the pulvinar region of the thalamus provides afferents to the visual and 

auditory cortex and efferent projections from a tegmentum. Animal models provide 

more information on the complexity of the connections between thalamus, cortex and 

tegmentum. For example, the lateral geniculate nucleus and the pulvinar region have a 

complex distribution of afferents and modulators from cortical areas 17,18 and 19, layer 

6, where afferent nerve fibres divers afferents carry the information, while modulators, 

alter and modulate the information (Sherman and Guillery 1998). That is why thalamus 

has been called “seventh layer of the cortex”, to illustrate the close connection between 

thalamus and neocortex, and lack of connections with hippocampal and olfactory cortex 

(Sherman and Guillery 2001). 

The regulation of the cortico-thalamic connection is complex and modulated by other 

brain regions as well, for instance, striatum. Opstal et al. (Van Opstal, Van Laeken et al. 

2014) in their study discussed the striatal modulation of the cortico-thalamic 

connection. They measured the PET activation in striatal dopamine and its influence on 

visual consciousness and suggested that the visual awareness in related to striatal 

dopamine.  
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Structural studies, using MRI tractography, for assessment of the fiber tracts 

connectivity, showed that the subcortico (striatum, globous pallidus, thalamus) – 

cortical connections were significantly damaged in VS patients and the severity of 

damage correlated with the impairment of consciousness, measured using the Coma 

Recovery Scale-Revised (CRS-R) (Lant, Gonzalez-Lara et al. 2016). There were dense 

connections between thalamus and motor cortex in healthy subjects (Fernandez-Espejo, 

Rossit et al. 2015). Additionally, not only connections and fiber tracts were disturbed in 

pDOC patients, but also the subcortical structures, including thalamus, were found to 

exhibit significant atrophic changes (Lutkenhoff, Chiang et al. 2015). 

Even small, but direct injury to the central thalamus can produce significant disturbance 

in consciousness. Bilateral lesions result in coma. Unilateral lesion to thalamus can 

result in range of symptoms such as: hemispatial unawareness or altered states of 

consciousness such as mania or delirium. Recovery from thalamic injury is slow and 

uncertain (Schiff 2008). As shown by Nicolas Schiff in his manuscript the parallel 

contribution of several brain structures is vital for the maintenance of arousal (Schiff 

2008). Furthermore, Schiff says: 

“The connections of the central thalamus support its role in arousal regulation 

mechanism that adjusts activity levels over the large-scale networks during behaviours. 

The central thalamus has strong reciprocal connections with several sub-regions of the 

frontal cortex engaged in planning and execution of movement, and more posterior 

cortical association areas that support poly-sensory integration. Also bottom-ups 

connection to the central thalamus includes projections from the brainstem arousal 

system”. (Schiff 2008)  
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1.3.4 The role of hypothalamus in consciousness  

The hypothalamus consists of number of small nuclei occupying the ventral part 

of the diencephalon. The hypothalamus controls many metabolic processes and it 

secretes neuro-hormones that further control the function of the pituitary hormones. The 

hypothalamus was also included into a theoretical framework of brain structures 

supporting consciousness (Parvizi and Damasio 2001). An injury to hypothalamus can 

cause somnolence (Laureys and Tononi 2009). In particular one of the hypothalamic 

nuclei, the tuberomamillary nucleus was found to have a significant role in the control 

of learning and memory (Huston, Wagner et al. 1997). Others also found that the 

tuberomamillary nucleus is critical for maintenance of wakefulness and modulates 

function of the other basal nuclei (Benarroch, Schmeichel et al. 2015).  
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1.3.5 The role of cerebellum in consciousness  

The cerebellum has a multiple connections with the cerebral cortex, a complex 

neuro-anatomy, a high density of neurones, and receives sensory input and produces 

motor output, however, even widespread lesions do not lead to disturbances in 

consciousness (Laureys and Tononi 2009). However, cerebellar lesions can cause 

attention and short-term-memory deficits (Glickstein 2007). 

 

 

1.3.5 The role of neuronal networks in pDOC 

 The more recent studies also shed light on neuronal networks as an important 

potential contributor to consciousness, which may be dis-functioning in pDOC.  

For instance, the default mode network (DMN), which consists of anterior and posterior 

midline regions and is involved in conscious and self –related cognitive processes. So 

far, many studies have confirmed that the activity of the DMN is significantly decreased 

in VS and MCS patients when compared with healthy subjects (Boly, Tshibanda et al. 

2009; Vanhaudenhuyse, Noirhomme et al. 2010). Within the DMN, the posterior 

cingulate cortex (PCC) appears to play an important and significant role. Crone et al. 

(Crone, Schurz et al. 2015) demonstrated that in healthy controls PCC receives a strong 

positive input from frontal and parietal cortex, while this influence is weak but still 

existing in the MCS . Unfortunately, the PCC does not act any longer as a hub in VS 

patients.  
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1.4 The role of functional imaging in assessment of brain function  

 

The first studies on brain function in pDOC patients were performed in nineties 

last century using two techniques: the EEG and positron emission tomography (PET). 

The H2
15O PET studies showed, that the brain metabolism-level in VS patients can be 

reduced up to 40-50% of normal values (Laureys, Goldman et al. 1999). However, this 

global depression of cerebral metabolism is not specific for VS or coma patients, but for 

instance, can be seen in healthy controls during physiological sleep (slow wave sleep 

stage III and stage IV) when, the brain metabolism decreases to 60% of normal values 

(Maquet, Degueldre et al. 1997). Nevertheless, the H2
15O PET studies were important, 

because they shed new light on the VS problem, and proved that, the VS patients are not 

brain dead. 

The early EEG studies described the clinical characteristics of the EEG in patients with 

VS, such as lack of diurnal/nocturnal changes, lack of sleep pattern, slow not higher 

than 6 Hz main background rhythm, lack of EEG reactivity to noxious stimuli 

(Kobylarz and Schiff 2005). 

EEG has an established role for assessment of brain function in pDOC patients. In this 

chapter I discuss research on resting state connectivity, while the use of the standard 

EEG is discussed in Chapter 2.2 and the use of functional EEG for assessment of motor 

cortex and ability to detect own name is discussed in Chapter 3.3.  

Resting state connectivity is defined as quantitative, spectral, analysis of high density 

EEG. A recent study assessing state connectivity in 104 pDOC patients suggests that it 

may be useful for establishing VS or MCS diagnosis, for assessment of brain 
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metabolism and for prediction of the likelihood of emergence from pDOC within 1 year 

(Chennu, Annen et al. 2017). 

So far the functional Magnetic Resonance Imaging (fMRI) studies, not only showed 

that it would be feasible to detect a subject’s conscious experience using fMRI 

technique, but also remains the golden standard for brain function assessment in pDOC 

patients.  

Boly et al. (Boly, Coleman et al. 2007) validated several tasks for assessment of 

volitional brain activity, based on sensory information input, but without any motor 

output. For instance, a visuo-spatial imagery task was initially validated on 12 healthy 

controls, when the controls were instructed to mentally inspect the rooms in their 

houses, to imagine going from the entrance door, visiting all rooms in their house and to 

be attentive to detail as they looked around, rather than concentrating on walking. This 

task activated the bilateral precunues/parieto-occipital junction and retrosplenial cortex 

in all volunteers and parahippocampal cortex in 11 out of 12 healthy subjects.  

Another task for assessment of volitional brain activity was an imagery of singing of a 

song “Jingle Bells”. During this task, Boly et al. (Boly, Coleman et al. 2007) noticed a 

weak activation in 3 out of 12 controls in left superior temporal gyrus; therefore, this 

type of activation was considered not sensitive enough to be introduced to the pDOC 

patients.  

Boly et al. (Boly, Coleman et al. 2007) also assessed the brain responses to a visual 

imagery of the faces. The volunteers were asked to imagine the familiar faces of their 

relatives. This task elicited right fusiform gyrus activation in 11 healthy volunteers 

(n=12), however, with lower spatial extent and greater inter-subject variability. Also, 

elsewhere this paradigm has been used on the pDOC patients confirming its feasibility 

in awareness detection (Sharon, Pasternak et al. 2013).  
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Finally, Boly et al. (Boly, Coleman et al. 2007) validated the use of the motor imagery 

for awareness assessment. The healthy controls were asked to imagine playing tennis. 

This task elicited a robust activation in bilateral supplementary motor area in all 

volunteers and in inferior parietal lobule in 11 out of 12. Based on the controls’ 

responses the conclusion was that the motor and spatial imagery tasks, in particular, the 

instructions “imagine playing tennis” and “imagine walking from room to room in your 

home”, can elicit reliable, robust and statistically distinguishable patterns of activation 

in specific regions of the brain (Owen, Coleman et al. 2007). Hence, these imaginary 

tasks were used by Monti et al. (Monti, Vanhaudenhuyse et al. 2010) in their elegant 

study. They included 54 patients with pDOC, who performed these two mental imagery 

tasks while the CBF was assessed using fMRI. Five patients (9%, 5 out of 54) showed a 

voluntary brain activity modulation as a response to the motor imagery tasks. However, 

the careful bedside assessment of these five patients showed that three of them had 

some evidences of awareness using a behavioural assessment, but two of them met 

criteria of VS diagnosis. Moreover, one patient (one out of five) used the wilful 

modulation of the brain activity for functional communication purposes, for instance, 

the patient was asked a question “Is your father’s name Alexander?” If the answer was 

“yes” a patient was instructed, “imagine that you are waking around your house” if the 

answer was “no” “imagine you are playing tennis”. The authors were able to identify 

the response based only on fMRI signal change. 

Overall, for functional assessment of the brain function in pDOC patients, several 

techniques can be used for instance: fMRI, EEG, transcranial magnetic stimulation 

(TMS), near infrared spectroscopy (discussed in Chapter 2), with significant differences 

between modalities (Tab 1.5). 
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Table 1.5 Summary of different functional imaging methods  

Technique Pros Disadvantages 

Resting state fMRI 

 Whole brain image 

 High spatial 

resolution  

 Efficient study of 

cortical studies  

 Low temporal 

resolution  

 Prone to noise 

contamination  

 Unknown 

significance  

 

TMS-EEG 

 Perturbation-causal 

effect 

 High temporal 

resolution  

 Direct cortical access 

 High intra-subject 

reliability 

 

 Cannot be performed 

at the bedside 

 Cannot be directly 

compared inter 

subjects 

 Covers only part of a 

brain  

Sensory EEG, for instance, 

ERP or ERD 

 Perturbation – causal 

effect 

 High temporal 

resolution  

 Easy to acquire at a 

bedside  

 Covers only part of a 

brain 

 Can be contaminated 

by subcortical 

processes 

 

Near infrared spectroscopy 

 Perturbation –causal 

effect 

 Easy to acquire at a 

bedside 

 

 Poor spatial and 

temporal resolution 

 Prone to artefacts 

 Signal can be 

contaminated by 

non-brain 

haemodynamic 

signal  

 

This table presents different functional imaging techniques, which can be used for brain function 

assessment in pDOC patients, modified from (Boly, Massimini et al. 2012) 

 

The major question is the whether pDOC patients have some conscious perception that 

cannot be inferred from careful clinical observation. If pDOC patients have residual 

consciousness then they may be aware of their severe physical disability, they may have 

emotions, memories and can experience pain. The two major components of 

consciousness are wakefulness and awareness. The wakefulness is defined as an ability 

to open eyes, while the awareness is defined as ability to respond to external stimuli. All 
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patients in VS have periods of wakefulness, they are able to keep their eyes opened for 

several hours per day, and however, per definition these patients are not responsive to 

external stimuli. MCS patients by definition can be aware, albeit inconsistently. The 

previous studies using fMRI and PET, showed unequivocally, that approximately 10% 

of the VS patients have almost normal brain activity, and it was suggested that these 

patients should have diagnosis of “functionally locked in syndrome” (Bruno, 

Vanhaudenhuyse et al. 2011).  

Nevertheless, the use of the fMRI assessment for the neuronal correlates of speech, 

vision or motor function remains limited with significant accessibility /costs/ and 

patients’ eligibility issues. One of the most common limitations that prevent pDOC 

patients undergoing fMRI study is inability to remain motionless during the 

investigation. Many pDOC patients exhibit involuntary movements including frequent 

jaw or neck movements. In addition, pDOC patients have often undergone shunt, 

pacemaker or venous filter insertion and these materials may not compatible with the 

MRI technique. 

Hence, there is a need for developing a cost-effective bedside method for assessment of 

brain function in pDOC patients. Electroencephalography and Near Infrared 

Spectroscopy may be suitable and feasible techniques for bedside use in the assessment 

of brain function assessment in pDOC patients. 

This thesis addresses this gap through the development and validation of the robust 

EEG and NIRS paradigms for assessment of brain function in pDOC patients. 

Preliminary results indicate that both the EEG and NIRS have great potential in the 

assessment of pDOC patients. Some studies have been recently published. The next 

chapter focuses on the literature review on use of the EEG and NIRS for brain function 

assessment in healthy subjects.   
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CHAPTER 2 GENERAL METHODOLOGY – NEAR INFRARED 

SPECTROSCOPY AND ELECTROENCEPHALOGRAPHY  

 

The aim of this chapter is to provide general information on the use of NIRS for 

assessment of cerebral oxygenation in clinical settings, for instance, during surgery or 

for the neurofeedback in rehabilitation. In the first part of the chapter I discuss how the 

NIRS technique is feasible to estimate the cerebral oxygenation changes. 

In the second part of the chapter I discuss the use of cognitive potentials derived from 

the EEG, such as event related EEG rhythm desynchronizations/synchronizations and 

event related potentials and their use in assessing brain function. Both approaches, 

NIRS and EEG are suitable for the bedside use, since the EEG and NIRS recording 

devices are small, portable and can be built within a mobile unit. The techniques detect 

different aspects of the brain function, the NIRS detects haemoglobin concentration 

changes, and hence the haemodynamic changes during the brain activation, while the 

EEG provides information dynamic electrical activity of the cerebral cortex. A 

theoretical framework of neurovascular coupling, which links the neuronal and 

haemodynamical changes during the brain activation, will be also discussed here.  
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2.1 Near Infrared Spectroscopy for assessment of brain function  

2.1.1 Near Infrared Spectroscopy in clinical use  

NIRS is a non-invasive technique that has potential to assess the cerebral tissue 

oxygenation levels, hence became a functional brain imaging technique. The NIRS 

technique relays on transmission and absorption of near infrared light (700 to 1000 nm) 

as it passes through tissue. The NIR light is generated at specific wavelengths, shone 

onto tissue, travels through the tissue and is being absorbed by chromophores, such as 

oxygenated and deoxygenated haemoglobin (Smith and Elwell 2009). The NIR light 

that was not scattered or absorbed during its travel through the tissue, is detected by 

NIR light detectors. 

The NIRS devices are commercially available and used in clinical settings for 

monitoring of cerebral tissue oxygenation There are several types of devices for 

monitoring the brain frontal lobes oxygenation that are mainly used during anaesthesia 

for cerebral oximetry (Figure 2.1). The NIRS measurement can be combined with 

bispectral index monitoring, which is derived from the frontal EEG signal (Murkin and 

Arango 2009). Additionally, it has also been shown that NIRS was feasible to use even 

in very low-birth-weight infants (Pichler, Cheung et al. 2014). Currently there is an 

ongoing phase II randomized clinical trial on cerebral NIRS for monitoring and 

treatment of hypoxia in the preterm neonates (SafeBoosC). 
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Figure 2.1 Commercially available NIRS devices  

 

This figure presents the examples of the commercially available NIRS devices for monitoring of 

the cerebral oxygenation, a- CerOx (Ornin), b- Equinox (Nonin), c- Fore-Sight (CASMED), d- 

INVOS (Covidien). 

 

NIRS is also a promising tool in clinical neurology as it offers continuous recording of 

brain oxygenation. The NIRS strength is that it can monitor a brain oxygenation 

continuously and at the bedside.  

Another area of potential use of NIRS is for the preoperative function localization in the 

brain tumours and epileptic disorders. The expressive and receptive language functions 

in patients with glioma have been evaluated using the NIRS followed by a Wada test, 

where sodium amobarbital is injected into left and right internal carotids artery to 

establish which hemisphere is dominant in regard to language. This can be performed 

prior to the neurosurgical treatment of the refractive epilepsy (Ryvlin and Rheims 

2008). These results have shown the feasibility of the use of NIRS for pre-surgical 
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identification of language lateralisation (dominant left versus right hemisphere) since in 

all subjects (n=9) the NIRS results corresponded with the lateralization of the Wada test 

(intra-carotid amobarbital procedure) results (Sato, Uzuka et al. 2012). Others studies 

have confirmed that NIRS can be used in children for evaluation of treatment efficacy 

of epilepsy (Monrad, Sannagowdara et al. 2015). 

NIRS can be also used for neurofeedback protocols in neuro-rehabilitation. For 

instance, Obrig, et al. (Obrig 2014) showed that by a mental training and mental 

imagery of the daily, usual activities it was possible to achieve better response to the 

rehabilitation interventions when the efficacy of this mental training was controlled 

using NIRS.  

Mihara, et al. (Mihara, Miyai et al. 2012) assessed the feasibility of the use of NIRS 

neurofeedback in patients after stroke for mental imagery of a hand movement and 

found that the NIRS based neurofeedback induced significantly greater activation of the 

contralateral premotor cortex then compared to those patients, who did not performed 

mental imagery exercises.  

Furthermore, the subsequent studies on the role of NIRS based neurofeedback in 

functional recovery after stroke showed that the motor imagery could enhance 

ipsilesional premotor cortex activation and hence, has a positive effect on the future 

functional recovery, as expressed on the Fugl-Mayer scale (Mihara, Hattori et al. 2013). 

These finding may also suggest that increased activation of the premotor cortex 

positively modulate excitability of the primary motor cortex (Sitaram, Veit et al. 2012) 
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2.1.2 Near Infrared Spectroscopy - physical principles 

 

The use of a NIRS technique in medicine was introduced by Frans Jobsis, who 

described transparency of biological tissues for a near infrared light and suggested that 

this could be used for monitoring of a tissue oxygenation (Jobsis 1977). Near-infrared 

technique uses light of the wavelength ranging from 650 nm to 1000 nm. This 

wavelength of light is easily absorbed by chromophores, such as water, lipids, melanin, 

oxy/deoxyhaemoglobin as well cytochrome oxidase C. Furthermore, these variables 

remain stable during an experiment, and only oxy and deoxyhaemoglobin’s 

concentration will change during a brain activation (Pellicer and Bravo Mdel 2011). 

The Beer-Lambert Law describes how the NIR light is absorbed in a non-scattering 

medium. This law states that the attenuation (A) is proportional to the concentration of 

the compound in the solution (c) and the optical pathlength (d): 

𝐴 = 𝑙𝑜𝑔10 [
𝐼0

𝐼
] = 𝑎𝑑𝑐 

Equation 2.1 Beer-Lambert Law equation. 
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where A is the attenuation measured in optical densities, Io-input light intensity, 

I- light intensity transmitted through the medium, a- extinction coefficient of the 

absorbing compound expressed µM/ cm, c - concentration of the absorbing compound 

in the solution measured in µM, d -distance between the points where the light enters 

and leaves the medium (Elwell and Hebden). 

 

Since the Beer–Lambert Law is only valid in non-scattering media and cannot be 

applied to biological tissues, Delpy developed a modified Beer-Lambert law, which is 

applicable for biological tissues (Delpy, Cope et al. 1988). The modified Beer-Lambert 

law was described based on NIR light transport in a rat’s brain (in vivo) and also took 

into account detectors and transmitter geometry, head shape, scattering and absorption 

properties of the tissue.  

𝑎𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛(𝑂𝐷) = log (
𝐼

𝐼𝑜
) = 𝐵𝜇𝑎 ∗ 𝑑𝑝 + 𝐺 

Equation 2.2 Modified Beer-Lambert Law equation. 

“Where I is the transmitted intensity, Io the input light intensity, B is a pathlength 

factor dependent upon the absorption and scattering coefficients µa and µs and the 

scattering phase function, G is an unknown geometry dependent factor and the dp is the 

inter-optode distance” (Delpy, Cope et al. 1988).  
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What the modified Beer-Lambert law indeed says, is that if the light attenuation are 

measured at two or more wavelengths, then it is possible to estimate changes in 

concertation of chromophores (oxy and deoxyhemoglobin). The modified Beer-Lambert 

law was also validated on an animal model, when Baker et al. (Baker, Parthasarathy et 

al. 2014), injected a drug dinitrophenol in a pig to induce 200% increases in cerebral 

flow, which was measured using MRI and NIRS. The modified Beer-Lambert law used 

in NIRS technique not only correlated with the MRI measurement but also as authors 

suggested (Baker, Parthasarathy et al. 2014) using modified Beer-Lambert law it was 

possible to filter out superficial tissue effects and monitor blood flow in cerebral tissue.  

There are several methods, discussed more in detail in this chapter that can be 

implemented in order to minimalize probability that the NIRS signal originates from 

cerebral cortex. These include: filtering, implementation of differential path length 

factor (DPF), extraction of evoked response, removal of physiological noises, 

instrumentation, and environmental noises (Kamran, Mannan et al. 2016). 

When Jobsis described feasibility of use of NIRS for the detection of the level of tissue 

oxygenation, he used a CW device. The term CW refers to the fact that the instrument 

emits the light at a constant intensity and is and is scattered and absorbed while passing 

through the tissue and detected again at a constant intensity (Figure 2.2) (Scholkmann, 

Kleiser et al. 2014). 

It is not possible to obtain an absolute value of chromophore concentration using the 

CW NIRS systems, the CW technology has been widely adopted by neuroscience, 

because it is possible to estimate the changes in concentration of oxyhemoglobin 

(oxyHb) and deoxyhemoglobin (deoxyHb) during a brain activation and resting state. 

Additionally, the CW systems are safe, portable and they use non-ionizing radiation.  
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As mentioned above the human body consist of chromophores such as deoxyHb, 

oxyHb, cytochrome C oxidase and water.  

Although, these chromophores have generally different absorption spectra in near 

infrared light, but here is one point, called an isobestic point, where these spectra 

overlaps themselves. The isobestic point is around wavelength 800 nm, this is important 

especially for estimation of concentration changes in oxy and deoxyHb (Wray, Cope et 

al. 1988), (Bakker, Smith et al. 2012)(Figure 2.2). 

 

Figure 2.2 Absorption spectra for oxy and deoxy 

haemoglobin 

 

This figure presents absorption spectra for oxy and deoxygenated 

haemoglobin, with the isosbestic point at 800 ms at with oxy and deoxyHb have 

identical absorption coefficients; adapted from (Wray, Cope et al. 1988; 

Bakker, Smith et al. 2012). 
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As shown on the Figure 2.2, the NIR light absorption spectra can be overlapping, and 

caused a phenomenon of so called “cross talk” between chromophores. To minimalize 

this effect, an appropriate NIR light wavelength should be chosen. Furthermore a 

differential path length factor (DPF) was introduced by Wray and Cope (Delpy, Cope et 

al. 1988; Wray, Cope et al. 1988). The DPF accounts for the additional path taken by 

the scattered light, which is the actual mean distance travelled by NIR light from the 

source to detector. By knowing the DPF it is possible to calculate the arbitrary 

chromophore concentration baseline, from which the change in concentration of oxy 

and deoxyHb can be estimated (Ghosh, Elwell et al. 2012). 

Much research was done to estimate which pairs of wavelengths will be the most 

suitable for oxy and deoxyHb concentration change measurement. For instance, 

Yamashita, et al. (Yamashita, Maki et al. 2001) showed that accurate results can be 

achieved using the wavelength pair between 664 and 830 nm respectively. Others have 

shown that paired wavelengths at 690 nm and 830 nm were optimal for reducing of 

“crosstalk” between oxy and deoxy haemoglobin spectra. Therefore, the NIRS 

instrumentation should have one emitter with the wavelength below 720 nm and the 

other emitting the light wavelength above 730 nm (Lloyd-Fox, Blasi et al. 2010).  
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2.1.3 Neurovascular coupling  

 

As discussed above the oxy and deoxyhaemoglobin concentration changes as 

response to brain activation can be measured using the NIRS technique. 

Neurovascular coupling from a morphological point of view, was at least partially 

explained by Duvernoy, who published in 1981 and 1983 his papers on “Cortical Blood 

Vessels of the Human Brain” and “The Vascularization of the Human Cerebellar 

Cortex”, and described in depth the anatomy of the two main vascular systems of the 

brain: pial and inter-cortical (Duvernoy, Delon et al. 1981; Duvernoy, Delon et al. 

1983). The cortical vascularisation consists of three elements: arteries, veins and fine 

vascular network. The fine vascular network is dense, but also has a layer structure, 

which mirrors the arrangement of the nerve fibres (Duvernoy, Delon et al. 1981). 

The cerebral cortex has been supplied with blood from as described by Dormanns, et al. 

(Dormanns, Brown et al. 2015). 

“The outside inwards, starting at the pia matter into the cortex with penetrating 

arteries which repeatedly bifurcates from the large root vessel, into the vessels of 

shorter length and smaller radius. A cerebral vascular tree may comprise up to 20 or 

more bifurcations. Variation in the resistance of these vascular trees can modify blood 

flow in a highly localized manner, but also if the resistance of blood vessels in 

particular region decreases, then blood flow will be diverted through those vessels from 

other parts of the tree” 

Neurovascular coupling describes the relation between neuronal brain activity 

and subsequent changes in the regional CBF. The presence of this phenomenon has 
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been widely accepted by neuro-science community, although, the exact mechanism 

causing the local changes in brain perfusion following neuronal activation remains 

unclear. Takano, et al. (Takano, Tian et al. 2006) explained the neurovascular coupling 

from a cell biology point of view and they showed that the astrocytes play an important 

role in this process due to anatomical and morphological relations of the brain-blood 

barrier. Apart from astrocytes, also pericytes and interneurons control the CBF (Hillman 

2014).  

Still, there is lack of consensus, about the exact mechanism leading to cerebral vaso-

dilatation, for instance, Takano et al. (Takano, Tian et al. 2006) showed that an increase 

in the concentration of calcium in astrocytes corresponds with 37% increase in blood 

flow with the latency of 1-2 seconds post neuronal-activation. Apart from the direct 

endothelium responses to the increased level of calcium, there are other mechanisms 

linking neuronal activity and vasodilatation. For instance, because neuronal activity 

triggers phospholipase A 2 to produce arachidonic acid, the arachidonic acid is then 

metabolized by the cyclooxygenase COX-1 into a vasodilating prostaglandin (Rossi 

2006).  

Another model of the neurovascular coupling was proposed by Ostby, et al. (Ostby, 

Oyehaug et al. 2009). It focuses on the importance of potassium influx mediated via 

astrocytes. This causes shrinkage of the extracellular space following neuronal activity 

and hence, vasodilatation. 

Others proposed that, pericytes can cause vasodilatation as response to bradykinin and 

histamine, while the interneurons respond to acetylcholine, additionally the interneurons 

can modulate the astrocytes and pericytes activity (Hillman 2014) 
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As shown above the neurovascular model is complex and can be explained from 

functional and morphological point of view. Also several components contribute to this 

model, namely, neurons, the synaptic cleft, the astrocyte, the perivascular space, the 

smooth muscle, the endothelial compartments and the arteriolar lumen (Dormanns, 

Brown et al. 2015)  

The neurovascular coupling theory attempts to explain the fMRI technique. The fMRI 

detects blood flow by detecting changes in concentration of deoxyHb, which is a 

paramagnetic. Ogawa, et al. (Ogawa and Lee 1990) developed a theory of a blood 

oxygenation level dependent signal (BOLD), which increases with decreasing 

concentration of deoxyHb. 

The BOLD signal may result from or be dependent on several factors such as Cerebral 

Metabolic Rate of Oxygen, CBF, deoxyHb and oxyHb concentration or concentration 

of total Haemoglobin. The biophysical model describing these variables is called a 

“venous balloon”. The venous balloon occurs secondary to changes in CBF, in 

particular to a change in deoxyHb concentration , which is the main component of the 

BOLD signal (Steinbrink, Villringer et al. 2006). However, this model is still under 

evaluation, because according to Steinbrink (Steinbrink, Villringer et al. 2006), this 

model assumes that only the venous balloon feeds into the changes of the cerebral blood 

and it mainly relaying deoxyHb concentration. There may be other, however, variables 

contributing to the cerebral blow such as arterial inflow, volume of the cerebral 

compartment or the venous outflow. 

The venous outflow (∫out (t)) is dependent on venous compliance with different values 

for inflation and deflation. An equation below explains how the venous outflow is 

related to the volume, defined by Grubb as 𝑣 = ∫  
∝

𝑜𝑢𝑡
 with α =0.36 (Steinbrink, 

Villringer et al. 2006) and its relation between the volume and the viscoelastic time (a), 
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which value differs depending on increased or decreased CBV. This induces a 

fundamental nonlinearity, which is strong enough to create a detectable BOLD signal, 

according to Equation 2.3.  

∫ 𝑜𝑢𝑡(𝑡) = 𝑣
1

∝
+ 𝑎 ∓ 𝑑𝑣/𝑑𝑡 

Equation 2.3 Formula for derivation of Blood Oxygen Level Dependent signal. 

 

Furthermore, S-G Kim and S Ogawa (Kim and Ogawa 2012) characterised the BOLD 

signal by both prolonged positive and a prolonged negative response. A prolonged 

positive response is “ where stimulus induced signals evokes a higher than baseline 

signal and in the same way the negative BOLD signal is when the signal is lower than a 

baseline i.e. an initial dip or post-stimulus undershoots. The observed phenomenon of 

post-stimuli negative BOLD may be explained by several factors including: decrease in 

CBF due to neural inhibition or redistribution of regional CBF into nearby active 

regions, therefore, the negative BOLD signal depends on stimulus type and brain region 

as well (Kim and Ogawa 2012). 

The BOLD signal can be also modulated by arterial pressure of carbon dioxide and 

oxygen but also other systemic factors such as the intake of certain drugs or post 

caffeine or alcohol consumption. Additionally the haemodynamic response is sensitive 

to age and has an identifiable resting-state fluctuations pattern (Kim and Ogawa 2012). 

Similar to the BOLD signal the neuronal activation of the brain can be detected using 

the functional NIRS. The most typical pattern of a haemodynamic response to 

stimulation is shown on the Figure 2.3 showing an increase in concentration of oxyHb 

along with decrease in deoxyHb during the brain activation, during a motor task lasting 
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7 seconds (own data, right hand movement, control subjects,). Changes in concentration 

of oxyHb are usually several times stronger then changes in concentration of deoxyHb, 

also the NIRS response characterises a delay from onset to peak, on average 2s 

(Huppert, Hoge et al. 2006). 

Notwithstanding, the use of BOLD signal has been consider as a gold standard for 

quantifying the NIRS derived functional responses (Dunn, Nathoo et al. 2014).  

 

Figure 2.3 Typical pattern of haemodynamic response to a motor task 

 

This figure presents a typical pattern of haemodynamic response to a motor task 

(squezzing a ball, self-paced) with an increase in Oxy-hemoglobin (red line) and decrease 

in deoxyhemoglobin (blue line), y axis denotes the changes in concentration of oxy-

deoxyHb in µMol/L, x axis denotes time in seconds (own data collected for this study, a 

male control subject; 38 years old, right handed, NIRS signal collected from left parietal 

area). 

The exact shape of the haemodynamic response measured by NIRS is still under 

evaluation. So far, many studies have confirmed that using NIRS, it was possible to 

detect haemoglobin concentration changes during volitional brain activation.  
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However, there are potentially some other variables contributing to the detected changes 

of the NIRS signal, for instance, extra-cerebral or skin arteries and veins that can 

influence the NIRS results. 

Two major components contributing to the NIRS signal can be distinguished: namely 

cerebral and extra cerebral CBF and with former further division into the evoked 

response to a stimuli and a background CBF (Scholkmann, Kleiser et al. 2014) (Table 

2.1).  

 

Table 2.1 Classification of haemodynamic components of near infrared spectroscopy.  

Evoked NIRS response Non-evoked NIRS response 

 Neuronal Systemic Neuronal Systemic 

 

Cerebral 

 

Functional 

brain activity 

 

changes in blood 

pressure, CBV 

 

Spontaneous brain 

activity –resting 

state functional 

connectivity 

 

Systemic activity type 3- 

heart rate, respiration, 

Mayer waves, very low 

frequency oscillations 

 

Extra-

cerebral 

- 

changes in blood 

pressure, skin blood 

volume 

- 
Systemic activity – extra-

cerebral 

 

This table presents classification of haemodynamic components of near infrared spectroscopy 

(NIRS) detected from the human scalp, modified by A. Kempny from Scholkmann et al. 

(Scholkmann, Kleiser et al. 2014). 

The haemodynamic responses listed in table 2.1 are linked together and it is a challenge 

to separate the signals originating in the cerebral cortex from the extra cerebral one. 

Gagnon, et al. (Gagnon, Yucel et al. 2012) in their study investigated the effect of the 

pial veins and their influence on the NIRS signal detected over the motor cortex. They 

quantified cortical and pial vein contribution to the NIRS response using a Monte Carlo 
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simulation and showed that the cortical contribution of the oxyHb change was equal 

80% of the cortical contribution to the total haemoglobin change and the cortical 

contribution to the DeoxyHb changes was 20% of the cortical contribution to the total 

haemoglobin change. Therefore, the authors suggested, that the total haemoglobin 

change should be used to map the cortical changes using NIRS, because is less sensitive 

to extra cerebral blood flow from the pial matter (Gagnon, Yucel et al. 2012). However, 

others showed that deoxyHb is mostly correlated with the BOLD signal from fMRI 

(Huppert, Hoge et al. 2006). 

 

Also emotional processes can affect peripheral physiology by influencing a heart rate, 

respiration, blood pressure and skin perspiration and, hence, can affect the NIRS 

measurements (Minati, Kress et al. 2011). 

All of these physiological processes can contribute to NIRS signal attenuation while the 

NIR light is passing the several tissue layers such as: skin, skull, dura mater, arachnoid 

mater, pia matter before it finally reaches the cerebral cortex. The NIR light forms a 

theoretical banana shape between NIR light source and a NIR light detector (Figure 

2.4). It was shown that the elliptical photon distribution and its mean depth is 

proportional to separation of the optodes by a factor ~1/3, so it would minimalize the 

effect of extracebral tissue (Murkin and Arango 2009). 
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Figure 2.4 Near Infrared Spectroscopy - basic principles 

 

This figure presents a basic principle of Near Infrared Spectroscopy. NIRS light that is shone 

into the tissue forms a banana shaped beam and is detected by a NIR light detector. The pink 

and red shapes indicate that with the increased distance between a source and detector, the 

deeper light penetration can be achieved. Source: http://nirx.net/fnirs-and-nirx/; picture by the 

NIRS vendor providing equipment used in this study. 

 

As discussed above, the NIRS and fMRI techniques share some similarities because 

both techniques can detect changes in concentration of deoxyHb in response to the brain 

activation, either as in fMRI by detection of the ferromagnetic changes in deoxyHb or 

as in NIRS by detection of the differences in light absorption. Studies comparing 

haemodynamic response detected by these two techniques showed high correlation level 

between these responses, for instance, Strangman et al. (Strangman, Culver et al. 2002), 

showed not only spatial correspondence between NIRS and fMRI responses, but also a 

similar amplitude of the hemodynamic responses, but with the high inter-subject 

variability (Figure 2.5)  
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Figure 2.5 Near Infrared Spectroscopy and Blood Oxygen Level Dependent response to 

a motor task 

 

This figure represents Near Infrared Spectroscopy for oxyhemoglobin (OxyHb) and 

deoxyhemoglobin (DeoxyHb) as well as Blood Oxygen Level Dependent (BOLD) response to a 

motor tasks using different motor task frequency; the task was finger flexion-extension; Figure 

adapted from Strangman et al. (Strangman, Culver et al. 2002).  

 

Unlike, the fMRI technique, the NIRS measures concentration changes in both 

oxygenated- and deoxygenated haemoglobin, has better temporal resolution and the 

NIRS can be easier in management. However, the NIRS is inferior to fMRI in some 

aspects, for instance, because of lower spatial resolution and decreased signal-to-noise 

ratio (Cui, Bray et al. 2011) 
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2.2 Electroencephalography for assessment of Brain Function 

 

2.2.1 Standard Electroencephalography  

EEG assesses the electrical activity of the brain. The dominant EEG rhythm in 

healthy adults is alpha rhythm. Alpha activity refers to the frequency range of from 8 to 

13 Hz, which is seen mainly over the occipital regions. Alpha activity attenuates with 

attention (opening eyes, mental activity). The usual alpha wave amplitude is in the 

range 20 to 60 microvolts (µV). Other frequencies in human EEG are beta (15-30 Hz), 

theta (4-7.5 Hz) and delta (1-3 Hz) rhythms. The delta and theta waves are “slow 

waves” and they occur during physiological sleep and drowsiness, if they occur in 

excess or in awaken adults, they are abnormal. 

The EEG background activity changes after severe brain injury. In 1988 Synek (Synek 

1988) reviewed the EEG features that can occur in diffuse anoxic and traumatic 

encephalopathies in adults and suggested a five grade prognostication scale, where 

grade 1 indicates higher likelihood of favourable outcomes while the grade 5 almost 

certainly a poor outcome defined as death or VS (Table 2.2). 
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Table 2.2 Prognostic significance of standard EEG 

 

Prognostic significance of EEG in anoxic and traumatic brain injury 

 

Grade 1 Alpha rhythm activity, some scattered activity of theta band, a patient can be roused 

Grade 2 Dominant activity in theta band, with some alpha and delta, 

Grade 3 Dominant widespread delta activity, reactive to external stimulation, 

Grade 4 

Frequent isoelectric intervals lasting more than 1 sec, with burst suppression pattern, Or 

alpha coma- 8-12 Hz activity frontal, not reactive to any external stimulation, or theta 

pattern coma – usually after severe  brain trauma or  hypoxia after cardiorespiratory arrest, 

Grade 5 Complete absence of EEG activity while using a maximal gain (2 µV/mm) 

This table presents prognostic significance of standard EEG in coma after anoxic or traumatic 

brain injury, modified from Synek (Synek 1988). 

 

Bagnato, et al. (Bagnato, Boccagni et al. 2010) used the above-mentioned criteria to 

determine the prognosis in traumatic and non-traumatic cases of DOC following coma. 

In their study, 40 patients with pDOC underwent several standard EEG recordings over 

the period of three months. The EEG findings were correlated with the behavioural 

responses from the pDOC patients. These behavioural responses were classified 

according to the Level of functioning scale also known as Rancho Los Amigos scale 

from level one – no response to external stimuli to level 8 purposeful and appropriate 

response to external stimuli (Wilcox and Stauffer 1972). Bagnato showed that the 

standard EEG may be useful in predicting the cognitive outcome in pDOC patients, 

especially in patients post traumatic brain injury. 

Another study of resting state EEG (Fingelkurts, Bagnato et al. 2011) assessed the 

potential prognostic value of resting EEG with regard to the clinical outcome after brain 
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injury irrespective of ethology and the authors found that a slow EEG background 

activity, such as delta and theta rhythm has a prognostic value for predicting poor 

outcome (death) at 6 months’ time post injury. 

 

2.2.2 Cognitive Potentials derived from standard Electroencephalography  

 

Pfurtscheller and Lopes da Silvia (Pfurtscheller and Lopes da Silva 1999) in their 

publication “Event-related EEG/MEG synchronization and desynchronization: basic 

principles” described an EEG phenomenon occurring during motor imagery and motor 

movement. They reported that during motor movement and/or during motor imagery 

over the sensorimotor cortex (C3 and C4 EEG standard International 10-20 position), 

the EEG within certain frequency bands (alfa and theta) changes in amplitude. These 

changes of EEG may be either the desynchronizations, which is a decrease in power or 

synchronizations, which is an increase in power. Because, these changes occur as a 

response to an event, they were called an event related desynchronization (ERD) and 

event related synchronization (ERS).  

The ERD and ERS are expressed as a percentage of EEG power change during an event 

(for instance three seconds of movement imagery) in relation to a pre-stimulus baseline. 
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The ERD calculation formula is as follows (Pfurtscheller and Lopes da Silva 1999).  

𝐸𝑅𝐷% =
𝐴 − 𝑅

𝐴
∗ 100% 

Equation 2.4 Formula for assessment event related desynchronization.  

where ‘A’ is the baseline EEG power and ‘R’ is the EEG power during the event 

(Pfurtscheller and Lopes da Silva 1999).  

Applying this formula to the EEG signal the ERD as a percentage value where %ERD 

<0 corresponds to ERD and a %ERS>0 corresponds to ERS. 

Interestingly, during a motor imagery and motor movement, both phenomena occur, but 

they are spatially separated. The ERD was defined as ‘focal phenomenon surrounded by 

ERS’, which was explained as a focal activation (ERD) surrounded by an inhibition 

(ERS). Further extension to this interpretation would be, that a thalamo-cortical 

mechanism facilitate a focal cortical activation (“focal ERD”) by a simultaneous 

deactivation or inhibition of surrounding cortical areas (Neuper, Wortz et al. 2006).  

 

Hans Berger, who discovered EEG in 1929, indeed also discovered event related 

potentials (ERP), however, he thought that these were an artefact (Luck 2005). Later, it 

become apparent that the ERPs exist and that they represent the brain electrical activity 

changes in response to sensory stimuli such as auditory, visual or tactile (Sur and Sinha 

2009). Not only sensory stimuli can evoke an event related response, but also cognitive 

stimuli, in particular response to language, (Van Petten and Kutas 1991), furthermore, 

also a semantic (unexpected word) or physical (male vs female voice) incongruities can 

evoke an ERP response (McCallum, Farmer et al. 1984). 
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The general approach to design an ERP paradigm would be to present frequent stimuli 

(for instance 80% of other first names) and rare stimuli (for instance 20% of own 

name). Sounds, words, phrases or visual stimuli can be used. The human brain will 

develop a stronger ERP towards on odd or infrequent stimuli around 300 ms post 

stimuli (Luck 2005). 

The clinical use of these techniques on pDOC patients will be discussed in Chapter 3. 
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    Chapter Three 
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CHAPTER 3 GENERAL METHODS 

 

The aim of this chapter is to discuss the research methods used in this study.  

The research methods I have used to assess awareness in pDOC patients encompass 

both the behavioural assessments and physiological approaches for brain function 

assessment the NIRS and EEG techniques. The traditional established behavioural 

approach relies on using validated tools such as: Wessex Head Injury Matrix (WHIM), 

the Coma Recovery Scale-Revised (CRS-R) and the SMART. The psychometrics of 

these scales will be discussed in this chapter. In addition to the behavioural assessment, 

both the EEG and NIRS techniques were used. The brain function in pDOC patients 

was assessed using both active and passive paradigms. In active paradigms, the patients 

were asked to actively imagine squeezing own right hand, while in passive paradigms, 

the patients were asked to listen to pre-recorded names. The results obtained from the 

pDOC patients were compared to the results from the healthy controls. The results of 

NIRS and EEG are presented and discussed in Chapters 5-8. 

 

3.1 Behavioural scales used for detection of awareness in pDOC 

All patients included in the study had an acquired, global and severe brain 

injury and met the criteria of disorders of consciousness or prolonged disorders of 

consciousness. The diagnosis of VS or MCS was made based on the results of the 

bedside, behavioural tests.  
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The diagnosis of VS or MCS made using behavioural assessments depends on patients’ 

ability to follow commands or ability to respond to environmental stimuli. These 

commands may be the verbal such as “look at me”, “show me how to use a pen”, while 

the ability to respond to stimuli includes the use of the painful stimuli or various 

sensory stimuli such as light shone into an eye, touch, should tap etc. or by observing 

the patient’s responses to painful stimuli.  

Previously, the assessment was less formal and depended on an assessor experience; 

however, studies showed almost 50 percentage misdiagnosis if the behavioural 

assessment of pDOC was not structured (Andrews, Murphy et al. 1996; Schnakers, 

Vanhaudenhuyse et al. 2009). The first study that showed the problem of misdiagnosis 

was performed by Keith Andrews (Andrews, Murphy et al. 1996) on the patients 

admitted to the Royal Hospital for Neuro-disability in which it was shown that without 

a multi-disciplinary team approach and without using the validated tools for assessment 

of brain function up to 40% patients were not correctly diagnosed with VS and indeed 

many were reclassified as at least MCS. 

Hence, the RCP in their National Clinical Guidelines from 2013 strongly recommend 

using validated behavioural scales for assessment of pDOC patients, because not only 

do they help to reduce the diagnostic errors, but they also provide a baseline for 

monitoring of emergence of consciousness or behavioural changes over time. In 

particular, the RCP suggest using one or more of the following scales to diagnose and 

monitor people with pDOC: the WHIM, the CRS-R and the SMART (Royal College of 

Physicians 2013).  

These scales are validated, which means that their psychometric features, including 

validity, predictive validity, reliability and responsiveness have been determined. 
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Validity refers to the accuracy of a measure, i.e. whether a scale measures what it is 

supposed to measure. For example, the scales used for awareness detection should help 

with stratifying the responses to stimuli into two main categories: reflexive or cortically 

mediated responses and this should help to make the diagnosis of VS or MCS, with 

cortically mediated responses occurring in the latter patient group. The predictive 

validity refers to the degree to which a scale predicts clinical outcome. The convergent 

validity measures correlation between two measures, for instance, the convergent 

validity between the two different measures for pDOC assessment. Finally, the 

discriminant validity, describes how measure can discriminate between two conditions, 

which can be similar in presentation but only one should be measured, for instance, in 

pDOC patients a scale should measure responses to external stimuli and based on this, a 

diagnosis of VS or MCS should be established, however, the responses to external 

stimuli can be diminished during an acute deterioration in general conditions, due to for 

example, septicaemias. 

The reliability refers to the consistency of a measure i.e. it should give the same or very 

similar results, regardless of when it is used and who is using it. Reliability has two 

components, first is called an intra-rater reliability, which occurs when the same 

assessor assesses the same patient in a stable condition on different occasions and the 

measure shows the same or a very similar result. The second aspect is inter-rater 

reliability. This is when two different assessors assess the same patient, and the measure 

shows the result or very similar result.  

The reliability can be measured by using a correlation Kappa. If Kappa equals Zero this 

means there is a random agreement, or no agreement, hence, that a measure is not 

reliable. If Kappa equals one then there is a perfect agreement. It has been suggested 

that the Kappa result be interpreted as follows: values of 0 indicate no agreement and 

values in the range 0.01–0.20 as showing no to slight agreement, values in the range 
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0.21–0.40 as fair agreement, values in the range 0.41– 0.60 as moderate agreement, 

values in the range 0.61–0.80 as substantial agreement, and values in the range 0.81–

1.00 as almost perfect agreement (McHugh 2012). 

Seel, et al. (Seel, Sherer et al. 2010) reviewed the commonly used tools for assessment 

of awareness. The authors provided an evidence based recommendation on reliability, 

diagnostic validity and ability to predict functional outcomes. The review examined the 

37 publications concerning 13 different scales such: CRS-R, SMART, WHIM also the 

Western Neuro Sensory Stimulation Profile, Sensory Stimulation Assessment Measure 

and Coma/Near Coma (CNC) and others.  

 

The first scale introduced for assessment of comatose patients was the Glasgow Coma 

Scale (GCS) by Teasdale and Jennett in 1974. Initially the GCS was designed for 

clinical assessment of then post-traumatic unconsciousness only, however, since then 

has been widely used in acute and sub-acute settings for monitoring of consciousness. 

Nevertheless, its validity for discrimination between VS from MCS patients and for 

monitoring of emergence of consciousness was questioned (Schnakers, Giacino et al. 

2007). 

Based on the GCS and its structural design, another scale has been developed – the 

CRS-R. In this study the CRS-R scale (Giacino, Kalmar et al. 2004) was used to 

discriminate patients into two groups – VS and MCS. The structure of the CRS-R is 

similar to the GCS scale and it includes visual, motor and verbal tasks. Additionally, 

CRS-R assesses the auditory and communication responses and scores a patient’s 

arousal as well. The scoring is based on presence or absence of specific behavioural 

responses to sensory stimuli and can range from zero to 23, where the score from zero 

to ten denotes VS, from 11 to 21 denotes MCS and between 21 to 23 emergence from 
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MCS. Each modality is scored hierarchically starting from reflexive responses (for 

example: flaccid/no response to pain) to cortically mediated (for example: functional 

use of items). The functional use of an object and accurate communication denote 

emergence from the MCS. The scale identifies a portfolio of patients’ behaviours 

indicating diagnosis of MCS or above, for instance, consistent and reproducible 

movement to command, object recognition and object reaching, visual pursuit using a 

mirror and fixation at the bright coloured cards, further on the motor scale localisation 

to noxious stimulation, an object manipulation. The CRS-R also scores attention and 

communication.  

The CRS-R similarly captures the reflexive behaviours for instance: startle responses, 

reflexive response to pain and to oral stimulation. A study performed on 80 patients 

showed a good psychometric integrity of the CRS-R including a very good reliability, 

with the adequate intra-rater correlation (k=.60, p=.03), and better correlation for a 

single rater on two occasions (k=.82, p<.004). Overall rate of inter-rater agreement of 

was 87.5%., (Spearman rho=.94) (Giacino, Kalmar et al. 2004). 

Another scale used in this study was SMART, which consists of both formal and 

informal components. The formal component consists of ten sessions of both the 

behavioural observations and assessment of patients’ responses to sensory stimuli. In 

addition, the patient’s family contributes during the assessment by providing a “life 

style questionnaire”, which encompasses questions about the premorbid life, hobbies, 

favourite food or music, important places and people, so that the therapy team can use 

this knowledge to tailor the individualised assessment programme. Using the formal 

part of the SMART scale an assessor evaluates patient’s responses within sensory 

system and scores them according to the five points- scale as follows: level 1 = no 

response, 2 = reflexive response, 3 = withdrawal response, 4 = localising response, 5 = 

response to command. A consistent response at SMART level 5 (on 5 or more 

consecutive sessions) indicates patients’ awareness. SMART was evaluated and a study 
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showed a significant correlation between SMART and Western Neuro Sensory 

Stimulation Profile scores (r = 0.70), with a very high intra and inter-observer 

correlation 0.97 and 0.96, respectively (Gill-Thwaites and Munday 2004).  

The third scale used in this study, is the WHIM, developed by Shiel, et al. (Shiel, Horn 

et al. 2000). This is based on clinical observations of behaviours occurring 

spontaneously or in response to stimulation in patients during the recovery from a coma. 

The portfolio/repertoire of their behaviours had been summarised and categorised into 

the WHIM scale. The authors identified 62 behaviours occurring during the recovery 

time, and they are listed in the hierarchical order, some of the behaviours are as simple 

as “eyes open briefly”, while other are more complex, for instance, “remembers 

something from earlier in the day”. 

The WHIM scale reliability was initially tested on small group of pDOC patients 

(n=25). The mean kappa scores were 0.86 for inter-rater reliability and 0.74 for test-

retest reliability. Thus there was an excellent agreement between two raters in regard to 

the score of behaviours, and substantial consistent between scores for the same subjects 

but on different occasions (Shiel, Horn et al. 2000). 

More recently, Turner-Stokes et al. (Turner-Stokes, Bassett et al. 2015) reviewed the 

use of WHIM in pDOC patients, and correlated the retrospective data with the most 

advanced behaviours and with the diagnostic validity of the tool. The WHIM was 

shown to be a valid tool for patients’ stratifications into the diagnostic group (VS versus 

MCS vs emergence from pDOC). 
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These three scales, the SMART, WHIM and CRS-R, as discussed above, assess the 

pDOC patients’ behaviours and how they respond to environmental stimuli (Table 3.1) 

 

Table 3.1 Summary of the behaviours observed on SMART, WHIM and CRS-R  

 Observed behaviours 
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WHIM Yes Yes Yes Yes Yes No No Yes No 

CRS-R Yes Yes Yes Yes Yes No Yes Yes No 

SMART Yes Yes Yes Yes Yes Yes Yes Yes Yes 

 

This table describes various behavioural responses monitored by using the three main scales 

used for assessment of pDOC patients, modified from Royal College of Physical guidance “The 

Prolonged disorders of consciousness national clinical guidelines” (RCP 2013)  

 

 

Nevertheless, even if the best standardised tools (WHIM, SMART and CRS-R) are 

used, approximately ten percent of pDOC patients are misdiagnosed, in particular those 

who are diagnosed as being in Vegetative state. These patients are not able to respond 

behaviourally to any of these scales. Interestingly, these patients may be able to exhibit 

strong brain response to a command “imagine you are playing tennis” from a motor 
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cortex and to a command “imaging walking around your house” from a para-

hippocampal using the fMRI (Monti, Vanhaudenhuyse et al. 2010). 

Other studies showed that also other techniques such as EEG can be used for bedside 

detection of brain function in pDOC patients (Bruno, Vanhaudenhuyse et al. 2011).  

 

 

3.2 Near Infrared Spectroscopy  

The use of NIRS in medicine and neuroscience has been discussed in Chapter 2. For the 

purpose of this study, a NIRS laboratory has been established at the Royal Hospital for 

Neuro-disability, Putney, London.  

All NIRS measurements were performed using a NIRScount system (NIRx Medical 

Technologies LLC, Berlin, Germany) (Figure 3.1). 
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Figure 3.1 Near Infrared Spectroscopy laboratory  

 

This figure presents a Near Infrared Spectroscopy and Electroencephalography systems as a 

mobile units built for the purpose of this PhD study at the Royal Hospital for Neuro-disability; 

A) both systems NIRS and EEG; B) NIRS unit 

 

As discussed in Chapter 2 a DPF was used to account for the NIR light scattering and 

hence, to allow establish an arbitrary baseline of oxy and deoxy Hb concentration and 

relative changes in oxy and deoxyHb changes during brain activation.  

As showed by Hiroaka, et al. (Hiraoka, Firbank et al. 1993) the modified Beer-Lambert 

law underestimates the concentration change and to correct for this underestimation the 

DPF should be used. Several studies have shown that the data analysis without 

implementing of the DPF led to approximately 15% error in estimation of the 

A B 
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concentration changes for an individual subject (Duncan, Meek et al. 1995; Matcher, 

Elwell et al. 1995).  

For this study the corrector factors not only DPF but also epsilon for oxyHb and 

deoxyHb, as suggested by NIRx were used (Table 3.1). The light emitters emitted two-

wavelength NIR namely 730 nm and 850 nm, because of the minimal cross talk 

between these two wavelengths, as discussed in Chapter 2.  

 

Table 3.2 Wavelengths, the differential pathlength factor and epsilon of NIRS system  

 

This table presents the wavelengths, the differential pathlength factor (DPF) and an epsilon 

separate for oxy and deoxyHb respectively. This was a specification of the NIRS system used in 

this PhD study for estimation of the haemoglobin concentration changes. 

 

As discussed in detail in Chapter 2, the haemodynamic response to the stimulus consists 

of two components, the direct, evoked response to the stimuli and a background brain 

spontaneous activity. The haemodynamic response secondary to the cerebral neuronal 

activity can be detected using CW NIRS and expressed as a difference between resting 

state and activation giving the readings of Δ~0.5µM for oxyHb and Δ ~-0.2 µM for 

deoxyHb respectively (Wolf, Wolf et al. 2002).  

 

Wavelength DPF Epsilon oxyHb Epsilon deoxyHb 

730 nm 7.15 1.4866 3.8437 

850 nm 5.98 2.5264 1.7986 
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The experiment used in this study relied on activation of the motor cortex. This type of 

paradigm has been called “active”, because it requires a subject’s active participation in 

the task. The paradigm was a block design with periods of rest intermittent interspersed 

with the tasks, either a motor imagery or actual motor movement (Figure 3.2), (results 

please see Chapter 5) 

Figure 3.2 Motor task experiments 

 

This figure presents an overview on the motor task experiment, participants were asked to 

imagine squeezing a ball with own right hand. The controls underwent the both arms of the 

paradigm; first, the actual movement, followed next by imagery.  

 

 

The NIRS system performed dual-wavelength CW near infrared tomographic 

measurements at a 10.42 Hz sampling rate. The device emits light at 2 distinct 

wavelengths, 760 and 850 nm, for discrimination of two oxygenation states of tissue. 

Changes in oxy and deoxyHb concentration were analysed separately, giving in total 32 

channels. The inter- optode distance was 2.5 cm. As shown in Chapter 2, Figure 2.4, the 

NIR light forms a hypothetical “banana” shape when travels thought the tissue. The 

general rule is such that with increase the inter-optodes distance, the depth of NIR light 

penetration increases, hence, the likelihood of NIR light reaching the cortex increases, 
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however, there is on balance, also higher noise ratio. It was found that the most 

recommended inter-optode distance is form 2.5 to 3.5 cm (Strangman, Li et al. 2013). 

The optodes were placed using the Waveguard cap (ANT Neuro, The Netherlands) and 

secured by using a dedicated black fabric cap. The raw NIRS data were converted into a 

readable Matlab format using Nilab2 software (NIRx Medical Technologies LLC). The 

data were low-pass filtered to remove the high frequency signal ~0.3 Hz breathing and 

1 Hz heart rate. Low frequency (less than 0.01 Hz) vascular or metabolic oscillations 

were removed by using a high frequency cut-off filter of 32 sec (0.03 Hz). Then using 

the modified Beer-Lambert law as described by Delpy (Scholkmann, Kleiser et al. 

2014) changes in both oxy and deoxyHb concentration (expressed in (µMol/l) were 

calculated. The data was mean-corrected so that, at each time-point, the value represents 

the amplitude minus the average for the entire record for each channel.  

 

 

3.3 Electroencephalography 

As discussed in detail in the Chapter 2, EEG data can add important information about 

the patients’ brain function. The EEG technique has well-established role in research on 

disorders of consciousness; however, some of the previous studies used complex 

protocols and data analysis approach.  

In this study, the EEG was used to assess brain function in pDOC patients in two 

experiments. The first EEG experiment assessed the brain responses to a motor task 

such as “imagine you are squeezing your hand”, which is called an “active” paradigm. 

The second EEG experiment was an ERP paradigm, where the patients were asked to 
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listen to the pre-recorded names. This experiment is called a “passive” paradigm, 

because it did not require an active patient’s participation.  

The EEG in this study was acquired using an Asalab system and a Waveguard 64 EEG 

sensor-cap (ANT-Neuro, Enscheda, the Netherlands) (Figure 3.3) and the EEG 32 and 

62 sensor position according to the 20-10 and 10-10 systems (Figure 3.4).   
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Figure 3.3 The 64 electrode EEG cap 

 

 
 

This figure presents the 64 electrode EEG cap used in this PhD study: A frontal view, B 

top view, C lateral view and D the view on the single EEG electrode 
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Figure 3.4 EEG layouts used in the PhD study  

 

 

This figure EEG layout, A) the 64 EEG sensor layout, I used in this study for the name 

paradigm, B) the 32 EEG sensor layout, I used in this study for the motor task paradigm (the 

figures provided by the ANT Neuro).   

A) 

B) 
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3.3.1 Motor paradigm 

As mentioned in Chapter 2 of this thesis, during both movement and an imagery of the 

movement, the EEG produces the ERS or ERD. These phenomena occur during the 

activation of the motor cortex and either slow down the EEG rhythm (ERD) or increase 

in frequency of EEG (ERS).  

If a patient is not able to behaviourally respond to a command, for instance, “make a fist 

or squeeze your hand”, but the EEG shows changes such as ERD or ERS, then it can be 

argued that this patient tried to follow a motor command. This could potentially mean 

that this patient thought about the movement, was trying to imagine that she /he is 

squeezing their hands. 

The motor imagery paradigm was implemented in both techniques: the EEG and NIRS 

signal (Figure 3.2), however, for the EEG the number of loops was higher. While in the 

NIRS paradigm 30 repetitions were used, in the EEG paradigm 120 repetitions of the 

motor task were needed to evoke the EEG changes.  

The same EEG system was used for the name paradigm and for the motor imagery 

paradigm, however, in the motor paradigm, the EEG was recorded from four sensor 

positions, F4, F3, C4 and C3 (according to the 10-20 EEG system position placement). 

The EEG sensors were configured in a bipolar montage. For the purposes of this study, 

electrode positions C4 and C3 were referenced to F4 and F3 respectively. The online 

filtering regime was 0.53-40 Hz, without mains suppression; taken at a sampling rate of 

1024 Hz. online sensitivity was set to 70 µV/cm. 

ERD was calculated at alpha (7-11 Hz). In order to measure the ERD, pre-processing 

steps were performed. The EEG was subjected to artefact rejection protocols, where the 

EEG signal was run through an amplitude window of +/-150 µV and potentials in the 
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EEG, which were in excess of this amplitude was rejected. This ensured that ocular 

artefacts were excluded from the EEG signal. The EEG was subjected to direct current 

flow removal, which excluded the slow drifts in the EEG caused by scalp potentials. 

The EEG was then segmented according to the event marker types in order to define the 

Epoch type. Three epoch types were defined: i) Motor imagery, ii) Mind wandering and 

iii) Resting state. The epoch was set at 3 seconds before the event and 5 seconds after 

the event, thus the total event duration was 8 seconds. The reference baseline, from 

which the % ERD would be calculated, was defined at -1 second up to time zero. The 

EEG signal was then subjected to band pass filtering. For the alpha band, a band pass of 

7-11 Hz was adopted using and FIR filter at a slope of 24 dB. The final processing step 

required the calculation of the amplitude envelope. The full power spectra were made 

available through full wave rectification prior to imposing the Hilbert transform onto 

the EEG signal. 

The ERD was calculated according to the procedure defined by Pfurtscheller and 

described in detail in Chapter 2 of this thesis (Pfurtscheller and Lopes da Silva 1999). 

 

3.3.2 Own Subject Name Paradigm 

In this study EEG responses to subjects’ own name in healthy controls and pDOC 

patients were evaluated. The theoretical background for the cognitive evoked related 

potentials was outlined in Chapter 2 of this work. I used three types of the auditory 

stimuli; the subject’s own name, other first names and reversed names. Because both: 

the subject’s own name and the other names are auditory stimuli carrying information, 

while the reversed names, are the “non-sense” sounds. By contrasting the brain response 

to own name vs other names and own name vs reversed name, it would be it was 

possible to evaluate the different aspects of the brain function. 
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I aimed to answer two main questions in this study: i) if the EEG response was different 

towards subject own name vs. reversed and/or from the EEG response to subject own 

name vs other names, ii) if the responses were different, this could potentially mean that 

the subject was able to discriminate between own name vs other names 

The results of this study are in Chapter 8 of this thesis. 

The EEG was acquired using a Waveguard 64 EEG sensor cap (ANT Neuro) (Figure 

3.4), whose standard sensor positions were derived from the 10-20 system (Jasper, 

1958) and additional positions being determined from the 10-10 electrode placement 

system. In this study, EEG was recorded from 64 sensor positions. The EEG sensors 

were configured in a bipolar montage. The online filtering regime was 0.53-40 Hz, 

without mains suppression, taken at a sampling rate of 512 Hz. 

 Online sensitivity was set to 70 µV/cm. Electrode impedances were below 5 kohm. 

Further data processing was performed using statistical parametric mapping software 

(SPM, version 8, the Welcome Trust Centre for Neuroimaging, UCL, London, UK) and 

Matlab (version R 2012 a- the MathWorks, Natrick, MA, USA) for the sensor –level 

analysis (Litvak, Mattout et al. 2011).  
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CHAPTER 4 PATIENT CHARACTERISTICS  

 

This chapter describes the pDOC patients included to the study, in particular, in detail, 

their demographic characteristics, and the results of the behavioural assessments as well 

as the undertaken neurophysiology assessment. For the behavioural assessment, I used 

scales such as the WHIM, CRS-R and the SMART; the characteristics of these scales 

were discussed in Chapter 3.  

This Chapter outlines the complexity of the pDOC patients’ presentation. 

  

4.1 Demographic characteristic  

 

Sixteen patients with Disorders of Consciousness or prolonged Disorders of 

Consciousness were included in this study. All patients were inpatients at Royal 

Hospital for Neuro-disability in London, UK. This 26-bedded unit provides a 

comprehensive neuro-rehabilitation programme for patients with DOC in the post-acute 

phase following severe brain injury (GCS<8).  

The inclusion criteria were as follows: i) severe brain injury leading to DOC or to 

pDOC as defined in Chapter 1: ii) conservative management of their brain injury, no 

neurosurgery was performed at any point of time, iii) at least unilateral intact auditory 

brainstem evoked potentials. This is because, both paradigms as described in Chapter 3, 
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relayed on the auditory stimuli or commands, such as being able to hear own name or 

being able to hear and follow a motor command.  

The patients were recruited into the study after consultation with their relatives and 

treating team. The study was carried out in accordance with the latest version of the 

Declaration of Helsinki and the study was approved by a National Research Ethics 

Committee London-Queen Square, Charring Cross Hospital, Fulham Palace Road, 

London, on the 14.02.2012 with the REC reference number 11/LO/1233 and SSA 

reference number 11/LO/2052, copy please see the appendix 1. The copy of the 

Consultee Information Sheet and assent form has been attached in Appendix 2 and 3.  

Six patients were female and ten were male, with the mean age of 46 years, SD 11. The 

patients had following aetiologies of the brain injury leading to disorders of 

consciousness: intracerebral haemorrhage (n=6), anoxic brain injury (n=5), traumatic 

brain injury (n=4) and tuberculosis meningitis (n=1). The patients had been in DOC for 

17.31 months on average, ranging from 1.8 to 80.9 months (Table 4.1).  

The data collection on patients took place from April 2013 to November 2013. During 

this time patients were included to the study, one patient at a time. All included pDOC 

patients underwent a comprehensive neuro-rehabilitation and assessment of their needs. 

Appropriate aids, such as bed or wheelchair positioning guidelines were implemented to 

ensure that pDOC patients were optimised from physical point of view. Additionally all 

patients were reviewed from medical point of view to ensure they were medically 

stable, for instance, infection free. The data collection usually took place in early 

afternoon, always in the same research office.  
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Table 4.1 Study group characteristics 

Number 
Patient's 

diagnosis 
Gender Age in yrs. 

Duration of 

pDOC in 

mo. 

Aetiology 

1 MCS F 18 4.7 
Anoxic brain injury post self-

hanging 

2 MCS F 61 55.1 Right frontal lobe bleed 

3 MCS M 55 9.1 Large intracerebral bleed 

4 VS M 45 5.4 
Anoxic brain injury post 

cardiac arrest 

5 MCS M 68 4.0 
Grade V SAH due to 

aneurysm left ACM 

6 MCS M 46 4.7 
Extensive fronto-temporal 

left haemorrhage 

7 MCS M 38 9.1 
Left fronto-temporo-parietal 

contusions following assault 

8 MCS F 30 80.9 

Petechial haemorrhage 

following road traffic 

accident 

9 MCS F 37 1.8 Bilateral intracerebral bleed 

10 VS M 24 6.4 
Hydrocephalus following TB 

meningitis 

11 VS M 20 13.6 

Diffuse axonal injury 

following road traffic 

accident 

12 VS M 51 40.4 Right temporo-parietal bleed 

13 VS F 62 5.0 
Anoxic brain injury post 

cardiac arrest 

14 MCS M 52 6.4 

Left parietal haemorrhage 

following road traffic 

accident 

15 MCS F 31 26.0 
Anoxic brain injury following 

cardiac arrest 

16 MCS M 53 4.4 
Anoxic brain injury following 

cardiac arrest 

This table presents the study group characteristics, M-male, F-female, MCS-minimally 

conscious state, VS vegetative state.  
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4.2 Assessment of the awareness using bedside tools  

I used in this study the three main tools for bedside assessment, which are standardised 

and recommended by the RCP. For the detailed description of the WHIM, CRS-R and 

SMART please see chapter 3 and for the patients’ responses (Table 4.2). There is an 

agreement between scales in regard to the diagnosis, namely a patient received the same 

diagnosis of either VS or MCS regardless of the used scale. In only case, patient 

number 1 is there discrepancy between the scales, then the WHIM and CRS-R indicated 

the diagnosis of MCS, while the SMART alone indicated the diagnosis of VS. The final 

diagnosis for this patient was MCS, as established by the MDT team based on the 

results of the informal assessment, the feedback from the nurses, team and family as 

well as the results of WHIM and CRS-R. 
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Table 4.2 Patients ‘responses to the environmental stimuli measured with WHIM, CRS-

R and SMART  

 

This table presents patients‘ responses to the environmental stimuli measured with three 

different scales for consciousness assessment, WHIM – Wessex Head Injury matrix, CRS-R 

Coma Recovery Scale Revised and SMART the Sensory Modality Assessment for Rehabilitation 

Technique, definitions of the CRS-R score: auditory scale (0)- none, (1)- auditory startle, (2) 

localisation to sound, (3) reproducible movement to command, visual- (0)-none, (1)-visual 

startle, (2)-fixation, (3)-visual pursuit, (4)-object localisation, reaching, (5)-object recognition, 

motor- (0)-none, (1)-abnormal posturing, (2)-flexion withdrawal, (3)-localisation to noxious 

stimulation, (4)-object manipulation, (5)-automatic motor response, oro-motor-(0)-none, (1)-

oral reflexive movement, (2)-vocalisation, communication-(0)-none, (1)-non-functional, arousal 

– (0)-unarousable, (1)-eye opening with stimulation, (2)-eye opening w/o stimulation, 3-attention  

No 
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1 MCS 
frowns, grimaces to 

show dislike (26) 
11 2 3 3 1 0 2 VS 

2 MCS silent mouthing (25) 14 3 2 3 1 1 3 MCS 

3 MCS 
maintain eye contact 

for more than 5s (24) 
10 2 3 2 1 0 2 MCS 

4 VS 
looks at person briefly 

(5) 
4 1 1 0 1 0 1 VS 

5 MCS 
can attend the task – 

eating (39) 
18 3 4 5 2 1 3 MCS 

6 MCS seeks eye contact (33) 12 2 3 4 1 0 2 MCS 

7 MCS 
tracks a source of 

sound (22) 
8 2 2 2 1 0 1 MCS 

8 MCS crying (21) 11 3 1 3 1 1 2 MCS 

9 MCS silent mouthing (25) 11 2 3 3 2 0 1 MCS 

10 VS tracks for 3-5s (18) 3 0 0 1 1 0 1 VS 

11 VS tracks for 3-5s (18) 8 1 2 2 1 0 2 VS 

12 VS tracks for 3-5s (18) 10 2 2 2 2 0 2 VS 

13 VS grinding teeth (7) 5 2 0 1 0 0 2 VS 

14 MCS 
attending task when 

eats (39) 
13 1 4 4 2 0 2 MCS 

15 MCS tracks for 3-5s (18) 7 1 2 2 1 0 1 MCS 

16 MCS smile (43) 16 2 4 4 2 1 3 MCS 
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4.3 Brainstem Auditory Evoked Potentials  

One of the inclusion criterion to the study was at least unilateral positive brainstem 

auditory evoked potential (BAEP). A careful bedside assessment using the three 

mentioned above scales would be sufficient to detect gross sensory deficits. However, 

because this study relied on understanding of the similar auditory stimuli such as own 

name and other names commands ability to follow a command “imagine you are 

squeezing your own right hand”, the BAEP were performed to ensure all subjects have 

intact the auditory pathways. As shown in the table 4.3 all included patients had a 

positive BAEP and none was excluded because of this criterion. 

A normal BAEP consists of five waves, where the waves I to III are generated by the 

auditory branch of cranial nerve VIII and lower brainstem and the waves IV and V are 

generated by the by the upper brainstem. The BAEP values were delayed in 10 out of 

16 pDOC subjects with the mean time for inter-peak I to III of 2.55 ms, the reference 

value for normal subjects is 2.21 ms (Tusa, Stewart et al. 1994). The similar observation 

was for the interpeak III-V, which in the pDOC patients was 2.1ms, while the reference 

is 1.93 ms (Tusa, Stewart et al. 1994), the interpeak I to V was only slightly delayed in 

the study population to 4.44 ms vs. 4.13 ms as a reference value. (Tusa, Stewart et al. 

1994).  
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Table 4.3 Brainstem Auditory Evoked Potentials in pDOC patients 

Right ear Left ear 

Patient’s 

No 
I II III IV V I II III IV V 

1 MCS 1.5 2.5 3.5 4.8 5.5 1.4 2.7 3.5 4.8 5.6 

2 MCS* 1.8 3.0 3.8 4.9 5.5 1.9 3.0 3.9 4.6 5.5 

3 MCS 1.8 3.2 4.3 5.5 6.7 absent absent absent absent absent 

4 VS 1.7 2.4 5.0 7.6 8.2 1.6 2.3 3.7 5.9 6.4 

5 MCS* absent absent absent absent 
abse

nt 
1.9 2.7 3.9 4.9 5.4 

6 MCS 1.6 2.6 4.0 5.1 5.6 1.6 3.2 3.7 5.3 6.1 

7 MCS 1.5 2.5 4.0 5.7 6.8 absent absent absent absent absent 

8 MCS* 1.4 2.4 3.5 4.6 5.2 1.9 2.7 3.7 4.7 5.3 

9 MCS* 1.6 2.8 3.9 5.2 6.0 1.5 2.8 3.8 5.0 5.5 

10 VS 1.6 3.7 5.1 6.0 7.9 1.6 2.8 3.6 5.0 5.7 

11 VS 2.1 4.2 5.8 7.0 8.2 1.8 absent 3.9 absent absent 

12 VS absent absent absent absent 
abse

nt 
1.5 2.7 3.9 6.0 7.1 

13 VS* 1.5 2.3 3.9 4.9 5.5 1.5 2.3 3.7 4.9 5.5 

14 MCS 1.7 3.3 4.2 5.3 5.7 1.6 3.0 4.0 5.3 6.0 

15 MCS* 1.4 2.6 3.5 4.5 5.3 1.6 2.9 3.9 5.0 5.9 

16 MCS 1.4 3.0 4.1 5.1 5.8 absent absent absent absent absent 

This table represents the brainstem auditory evoked potentials (BAEP) responses for right and 

left side, the wave’s latency is expressed in millisecond, inclusion criteria was to have at least 

unilateral positive BAEP.* indicates pDOC patients with normal BAEP, defined as at least 

unilateral interpeak I to III is 2.1 ms and III-V -1.93 ms.  
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4.4 Qualitative analysis of Electroencephalography  

The EEG and NIRS laboratory was shown on the figure 3.1 in the chapter 3. The pDOC 

patients were taken for the data collection individually, one patient per day. The EEG 

recordings were usually performed in the early afternoon. This was because all the 

patients had been undergoing a rehabilitation programme at the time of the data 

collection, and the data collection should not interfere with the physical therapy. 

Patients were put in the laboratory room, the EEG cap was applied and then the several 

minutes of the baseline EEG was recorded. The resting state EEG was obtained too see 

the baseline electrical activity of the brain, however, as discussed in the Chapter 2, the 

standard EEG is not used to make a diagnosis of VS or MCS. The resting state EEG is 

presented in the table 4.4.  
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Table 4.4 Resting state EEG to obtain the background electrical activity in the study 

population 

Number 
Patient's 

diagnosis 
Resting state EEG 

1 MCS low amplitude and without distinguishable features 

2 MCS polymorphic activity at 2-2.5 Hz 

3 MCS 

diffuse polymorphic delta activity at 1.5-3 Hz, with low amplitude 

theta at 5-6 Hz superimposed, small amount of beta activity at 18-

20 Hz frontal bilaterally 

4 VS low amplitude and without distinguishable features 

5 MCS 
diffuse activity at 1.0-1.5 Hz, rhythm at 8.5 Hz superimposed over 

post central regions 

6 MCS supressed posterior rhythm, frontal derivation 4-6 Hz rhythm 

7 MCS asymmetrical R>L, activity 5-7 Hz 

8 MCS 
asymmetrical, diffuse activity at 1.5-3 Hz, occasional activity at 6 

Hz central 

9 MCS well- formed posterior rhythm 4-6 Hz 

10 VS 
slow activity at 1-3 Hz, occasionally over right centro- temporal 

regions 4.0-4.5 Hz 

11 VS 
diffuse polymorphic activity at 1.5-3 Hz with low amplitude at 5-6 

Hz 

12 VS 
over both hemispheres activity at 5-6 Hz, focal activity at 4-2.5 Hz 

over the right superior frontal region 

13 VS symmetrical, low voltage activity mainly 3-4 Hz 

14 MCS activity at 5-6 Hz over central 

15 MCS low amplitude activity at 2-4 Hz 

16 MCS occipital rhythm diminished, frontal 7-10 Hz 

This table presents the results of standard clinical resting state EEG, which was performed to 

obtain the background electrical activity in the study population  
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4.5 Quantitative analysis of encephalography 

As mentioned above the clinical EEG from the pDOC patients was evaluated using a 

visual inspection technique, which relays on assessment of EEG traces voltage changes 

over the time (Pivik, Broughton et al. 1993). As suggested by Pivik et al. (Pivik, 

Broughton et al. 1993) much additional information about the EEG background activity 

can be retrieved by analysis of its frequency. To do this an EEG will need to be 

decomposed into frequency domains and the frequency bands are clustered together; 

hence, this gives an overview of the most dominant background activity in the patient’s 

cohort. For instance as showed on the Figure 4.1 a healthy subject has a peak frequency 

at 12 Hz and 20 Hz, meaning that majority of the background activity were alpha (12 

Hz) and beta frequency bands (20 Hz).  

The methodology of this procedure was as follows: the raw EEG signal from a pDOC 

patient was re-sampled to 512 Hz and band-pass filtered between 1-60 Hz, next the 

bipolar montages- F3-C3; F4-C4, this step was performed using the Asalab (ANT 

Neuro, the Netherlands). The next step of EEG analysis involved a power spectral 

analysis using EEGlab. The Fourier transform decomposes time series into a sinusoid 

component of different frequencies. In other words it produces a spectral graph called 

the “power spectrum” that shows a distribution of power values as a function of 

frequency, where power is considered as an average of the signal (University College 

San Diego. Swartz Center fo Computational Neuroscience 2014).  

EEG power spectra were determined for the C3 and C4 positions. In a normal subject 

there were two peaks on the power spectrum analysis, at the 8- 12 Hz for the alpha band 

frequency and a peak around 20 Hz for beta band frequencies, since they are dominant 

electrical features of an EEG from a healthy subjects (Figure 4.1).  
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The majority of patients had their peaks on the spectral EEG analysis at delta frequency 

band in EEG (Figure 4.2), which is compatible with the resting state EEG, where the 

most frequent and predominant rhythm of the baseline brain activity was the slow delta 

rhythm. 

 

 

Figure 4.1 EEG spectral analyses in a healthy subject 

 

This figure presents an EEG spectral analysis in a single healthy subject. Power 

spectra from the left hemisphere (C3) is represented by a blue line, from the right 

hemisphere (C4) as a red line respectively; there are two peaks at alpha band approx. 

at 12 Hz and at beta band approx. at 19 Hz; the analysis was performed using EEGlab.  
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Figure 4.2 Spectral analyses of EEG signals in positions C3 and C4 in patients with 

prolonged disorder of consciousness included to the study 
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This figure presents an EEG spectral analysis in all pDOC patients included to the study; power 

spectra from the left hemisphere (C3) is represented by a blue line, from the right hemisphere 

(C4) as a red line respectively; the analysis was performed using EEGlab.  
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As I have shown in this chapter the patients with disorders of consciousness are 

complex. Their presentation is complex and an assessment of their brain function needs 

an input from the multi-disciplinary team. The routine EEG usually shows slow 

background activity usually delta or theta frequency bands, however, this does not tell 

us if a patient is aware about himself or his environment. Only functional EEG and 

functional NIRS have potential to answer these questions, because a change in electrical 

or haemodynamic signals can be observed. 

The next chapter introduces the functional Electroencephalography for brain function 

assessment in DOC patients.   
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CHAPTER 5 NEAR INFRARED SPECTROSCOPY FOR BRAIN FUNCTION 

ASSESSMENT IN PDOC PATIENTS  

 

This is an experimental chapter, where the practical application of the use of the NIRS 

in the pDOC patients was described. The pDOC patients performed a motor imagery 

task. Additionally, a validation study on healthy subjects, who performed both, the real 

and motor imagery movements was also performed.  

5.1 Introduction  

Functional NIRS (fNIRS) is a methodology that has potential to improve the assessment 

of pDOC patients. The term pDOC is an umbrella term encompassing both: the VS and 

MCS patients. As described in detail in the Chapter 1 of this work, unlike VS, patients 

in MCS are partially aware of themselves and their environment and are able to follow 

simple commands, albeit inconsistently (Giacino, Ashwal et al. 2002). The diagnosis 

process includes the use of the behavioural measures and the use of technology as 

discussed in the Chapter 3 of this work. 

The hypothesis of this study is that a motor task would elicit changes in oxy and/or 

deoxyHb concentration indicating that a subject followed, without behavioural 

response, specific verbal commands such as “ imagine you are squezzing your own 

right hand”.  

Two main patterns of the functional NIRS responses during a motor task on healthy 

subjects  have been identified: a typical NIRS signal changes when the concentrations 



109 

of the oxyHb increases and the deoxyHb decreases (Leff, Orihuela-Espina et al. 2011) 

and an inverted response when the concentration of the oxyHb decreases and the 

deoxyHb increases (Holper, Shalom et al. 2011). Also usually the amplitude of the 

oxyHb concentration changes is higher than changes in deoxyHb and the response to 

the task usually starts approximately 2 seconds post stimuli, as discussed in Chapter 2.1 

and 3.2. 

Therefore, the aim was to explore the functional NIRS responses from pDOC patients 

during a motor imagery. 

 

 

5.2 Aims 

The aims of this study are: 

1. To show that haemoglobin concentration changes during a motor task can be 

calculated using the NIRS apparatus in pDOC patients 

2. To obtain patterns of haemodynamic responses occurring during real and 

imagery motor movements  

3. To identify patterns of haemodynamic changes as a response to imagery motor 

task in pDOC patients 
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5.3 Methods 

5.3.1 Subjects 

Ten healthy, right – handed volunteers (six female, mean age 39.6 yrs. SD 7.87) 

performed both the real movement of the right hand (squeezing a rubber ball) and the 

kinaesthetic motor imagery task. None of them suffered from neurological or 

psychiatric disorders, substance abuse or brain injury, also none of them was on 

psychotropic medications (according to self-reports). Handedness of the subjects was 

measured by a self-report of the side of their hand used in writing and eating. None of 

them had history of handedness correction. All volunteers were staff working at Royal 

Hospital for Neuro-disability. All subjects were given informed written consent. 

For the study group sixteen pDOC patients were included, the detailed description of 

the study population please see the Chapter 4 of this thesis.  

 

5.3.2 Tasks  

The controls performed two parts of the experiment: motor movement and motor 

imagery. The paradigm was divided into 2 blocks: the self-paced squeezing of a ball 

with own right hand for 6 seconds followed by a 12 seconds resting state. It consisted of 

30 trials, but the exact length of the data collected was depending on subject’s 

availability and tolerance of the experiment (Figure 5.1). In the second part of 

experiment subjects were asked to imagine the same movement with a self-paced rate 

approximately 1/ second. The patients performed only the imagery of the movement as 

patients in pDOC are not able to consistently execute physical movement to command. 
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Twelve seconds of an interval between the motor tasks was chosen, based on a 

previous studies showing that hemodynamic recovery to a baseline appears 

approximately 9-10 second after cessation of stimulus (Boden, Obrig et al. 2007). At the 

beginning of the experiment the participants were familiarized with the experiment 

design and with the instructions presented during the data acquisition. Each block began 

with the auditory presentation of the task for the block for instance “when you hear the 

instruction start squeeze/imagine squeezing a ball with your right hand, “start” and 

“stop”. 

 

Figure 5.1 Overview on the motor task experiment 

 

The study and the control group were asked to imagine squeezing a ball with the right hand. The 

controls underwent the both arms of this paradigm, first the actual movement followed by 

movement imagery. Patients performed only the imagery task. The exact length of the recordings 

varied and depended on the individual tolerance but the aim was to complete 30 trials of the 

task. 
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During the motor imagery part the subjects were instructed to concentrate on muscle 

contraction within the own right hand as it would be a real movement, with avoidance 

of the visualisation of this movement, as it should be first person perspective 

kinaesthetic movement imagery and also to ensure that motor cortex rather than 

occipital cortex will be activated (Guillot, Collet et al. 2009).  

The control subjects were instructed to look ahead blankly and if possible, to avoid any 

movements during the data acquisition. They were sitting on a comfortable chair with 

their hands on their laps in a dim-lighted room. An effort was made to keep as 

consistent environmental conditions as possible, for instance, the same position in the 

room, the use of the blinds to minimize NIRS signal contamination due to external 

factors, such as additional source of light or movements’ artefact. 

 

5.3.3 Near Infrared Spectroscopy Instrumentation 

 

The fNIRS signal was recorded bilaterally over the premotor area and supplementary 

motor area (EEG corresponding areas FC3, FC1, FCz, FC2 and FC4) and over the 

primary motor cortex (EEG corresponding areas C4, C2, Cz, C1 and C3), as 

combinations of these areas were likely to be active in response to both motor 

paradigms. All fNIRS measurements were performed using a NIRScount system (NIRx 

Medical Technologies LLC, Berlin, Germany) using a 16-channel array of optodes. The 

system performed dual-wavelength CW near infrared tomographic measurements at a 
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10.42 Hz sampling rate. For the technical specification such as wavelengths and the 

NIRS laboratory set up, please see the Chapter 3 of this work.  

The four sources and 12 detectors were placed on subject’s skull in the usual primary 

and secondary motor areas, according to the International 10-20 system (Klem, Luders 

et al. 1999), with each detector receiving light originating in its neighbouring light 

source and scattered in the adjacent tissue. Each detector and the most closely placed 

light source built a channel. In total, there were 16 channels containing information 

about deoxy and oxyHb concentration changes (Figure 5.2). Changes in oxy and 

deoxyHb concentration were analysed separately, giving in total 32 channels. The inter-

optodes distance was 2.5 cm. 
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Figure 5.2 Waveguard cap and fibre arrangement 

 

This figure presents the Waveguard cap used for the NIRS data collection and fibre 

arrangement, (A) Waveguard cap with an array of detectors and light sources and (B) fibre 

arrangement. The orange dots indicate sources position and the triangles indicate position of 

detectors; each source - detector (triangle). 
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5.3.4 Data processing and analysis 

The raw NIRS data was converted into a readable Matlab format using Nilab2 software 

(NIRx Medical Technologies LLC). The data was low-pass filtered to remove the high 

frequency signal ~0.3 Hz breathing and 1 Hz heart rate. Low frequency (less than 0.01 

Hz) vascular or metabolic oscillations were removed by using a high frequency cut-off 

filter of 32 sec (0.03 Hz).  

The changes in both oxy and deoxyHb concentration expressed in (µMol/l) were 

calculated using the modified Beer-Lambert law as described by Delpy (Scholkmann, 

Kleiser et al. 2014). Further to discussion in Chapter 2.1, the modified Beer – Lambert 

law was applied, since the light attenuation in highly scattering media, such as brain 

tissue, has two major confounders. The first confounder of the NIR light scattering is an 

increase in distance that the light is traveling, which can be grater then source-detector 

separation, second that not all NIR light protons will be reaching detectors (Smith and 

Elwell 2009). Additionally, all NIRS validation studies have been performed on 

anatomically intact brain. Brain pathology may significant chance the results, however, 

in this study all patients were managed conservatively during their injury and at least 

twice a structural assessment on their brain was performed (during their stay at acute 

hospitals). I reviewed the CTs or MRIs of the patient cohort and all of them had intact 

anatomical structures of their brain, which was also an inclusion criterion as mentioned 

in Chapter 4. 

Initially, I intended to perform NIRS data analysis using the General Linear Model 

(GLM), which is a part of the Nilab software (NIRx Medical Technologies LLC, Berlin, 

Germany). The GLM approach to data analysis is a well-recognised approach in fMRI 

studies; however, the GLM analysis considers changes only in BOLD, while in the 
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NIRS model there are at least two variables: Oxy and deoxyHb. Therefore, the GLM 

methodology needed some adjustments to eliminate the risk of errors: type one (false 

positive) and type two (false negative) (Uga, Dan et al. 2014). 

At the time of this study only one publication was published on the use of the GLM of 

NIRS signal in two patients with MCS (Molteni, Arrigoni et al. 2013), and because the 

GLM in NIRS has been still emerging approach, I decided to analyse the NIRS results 

using a classical approach. The classical approach of NIRS data analysis considers 

contrasting an average data from the task period against the average data from the rest 

period using student t-test test or Mann-Whitney test depending on the data distribution. 

This approach was particularly common in the block design paradigm, which has been 

used for hypothesis testing in this thesis (Uga, Dan et al. 2014). 

Therefore, the analysis included the export from Nilab2/Matlab of raw data, pre-

processed as described above. In each channel, the data represent amplitude minus the 

average for the entire record in each channel. The sampling rate was 10.42 Hz and the 

time of triggers for tasks (motor imagery or motor action) were stored in a separate file. 

Further analysis and data visualisation was performed using R-package for windows, 

version 3.1.1. Furthermore, the concentration changes were considered as “absolute 

difference” or “relative difference”. The former (Δabs) refers to the median difference 

between the signal amplitude before (7s to zero s) and task period (zero s to 7s), while 

the latter (Δrel) was calculated as the ratio of the absolute difference (Δabs) to the 5th to 

95th quantile range of the signal amplitude for the entire study. The detailed 

descriptions of how the data was analysed and presented is as follows: 

 

1) Oxy-Hb entire study plots.  
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Each of the 16 graphs presents Oxy-Hb signal recorded in a single channel. The range 

of the vertical axis has been adjusted to the signal amplitude while the range of the 

horizontal axis was adjusted for the total, subject specific, recording time. The grey 

rectangles, for longer studies visible as vertical lines, cover the task periods. The 

horizontal, dashed red lines present the 5th and the 95th quantile of signal amplitude 

distribution.  

2) Deoxy-Hb entire study plots.  

Each of the 16 graphs presents Deoxy-Hb signal recorded in a single channel. The range 

of the vertical axis has been adjusted to the signal amplitude while the range of the 

horizontal axis was adjusted for the total, subject specific, recording time. The grey 

rectangles, for longer studies visible as vertical lines, cover the task periods. The 

horizontal, dashed red lines present the 5th and the 95th percentile of signal amplitude 

distribution.  

3) Oxy-Hb signal analysis plot 

Each of the 16 graphs present analysis for 7 seconds before task signal (-7s to 0s), task 

period (0s to 7s) and the post-task period (7s to 14s). The red lines present the 10th, 

50th (median) and the 90th percentile of the signal for the entire study, relative to each 

of the task triggers (second zero for each task). The horizontal black lines present the 

median value of signal proceeding the task (-7s to 0s) and the median value of signal 

during the task period (time 0s to 7s).  

The absolute difference (Δabs) refers to the median difference between the signal 

amplitude before (7s to 0s) and task period (0s to 7s). The relative difference (Δrel) was 
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calculated as the ratio of the absolute difference (Δabs) to the 5th to 95th quantile range 

of the signal amplitude for the entire study. 

 The P-values were calculated using two-sided Mann-Whitney U test statistics. 

4) Deoxy-Hb signal analysis plot 

Each of the 16 graphs present analysis for 7 seconds before task signal (-7s to 0s), task 

period (0s to 7s) and the post-task period (7s to 14s). The blue lines present the 10th, 

50th (median) and the 90th percentile of the signal for the entire study, relative to each 

of the task triggers (second zero for each task). The horizontal black lines present the 

median value of signal proceeding the task (-7s to 0s) and the median value of signal 

during the task period (time 0s to 7s).  

The absolute difference (Δabs) refers to the median difference between the signal 

amplitude before (7s to 0s) and task period (0s to 7s). The relative difference (Δrel) was 

calculated as the ratio of the absolute difference (Δabs) to the 5th to 95th quantile range 

of the signal amplitude for the entire study. The P-values were calculated using two-

sided Mann-Whitney U test statistics. 

Then the NIRS signal was averaged over both: the left (8 channels) and right (8 

channels) hemispheres was averaged to check for any lateralisation of haemoglobin 

concentration change, including looking either for ipsilateral negative oxygenation or 

contralateral positive or negative oxygenation, as these patterns were described 

elsewhere (Holper, Shalom et al. 2011; McGregor, Sudhyadhom et al. 2015).  

Two patients, 1 MCS and 14 MCS (see Table 4.1), were excluded from the analysis. 

Both of them were is the MCS group and had high amplitude artefacts in all channels, 
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which were clearly synchronous with involuntary movements. The presence of high 

amplitude artefacts throughout recording did not allow for data analysis with the Nilab2 

software (NIRx Medical Technologies LLC).  

Data was entered into appropriate ANOVA model using SPSS (version 22). For the 

controls, this was a 2*2 within –subject analysis (task: motor movement and motor 

imagery; hemisphere (within –subjects’ factor): L/R). For the patients it was a 3*2 

(group (between –subject factor): controls/MCS/VS; hemisphere: L/R).  

P-values were set at <0.05 as a criterion for statistical significance for all planned 

analyses. I first examined interactions, then main effects.  
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5.4 Results 

 

5.4.1 NIRS results on healthy subjects  

The global changes of oxy and deoxyHb concentrations during the motor tasks showed 

that nine out of 10 controls elicited stronger haemodynamic response to actual motor 

movement then to motor imagery. The global changes were expressed as a sum of 

concentration changes in each channel and expressed as a percentage of the change 

during the motor task and in relation to the pre-stimulus baseline (Table 5.1).  
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Table 5.1 Global relative changes in Oxy and DeoxyHb in controls 

Healthy controls 

Global change in the oxyHb 

concentration—relative change in 

percentage in relation to the pre-

stimulus baseline 

Global change in the 

deoxyHb concentration—

relative change in 

percentage in relation to 

the pre-stimulus baseline 

Control 1 MI 25.9 -20.3 

Control 1 MM -10.2 5.8 

Control 2 MI 5.0 -6.3 

Control 2 MM 24.2 -7.5 

Control 3 MI 21.3 -0.3 

Control 3 MM -22.3 -3.9 

Control 4 MI 9.5 -13.1 

Control 4 MM -39.6 -44.8 

Control 5 MI 9.3 -13.3 

Control 5 MM -30.0 -3.2 

Control 6 MI -58.4 -4.5 

Control 6 MM -76.2 12.0 

Control 7 MI -12.7 16.5 

Control 7 MM -27.8 14.7 

Control 8 MI 1.3 7.6 

Control 8 MM -5.4 -12.5 

Control 9 MI -11.0 5.3 

Control 9 MM -71.2 -52.1 

Control 10 MI 15.2 -17.8 

Control 10 MM 16.2 24.9 

This table presents the global relative changes in Oxy and DeoxyHb concentration. The changes 

is expressed as a percentage of increase/ decrease in during the activation in relation to resting 

state, MI- motor imagery, MM- motor movement.  
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After examining the global tendency of the oxy and deoxyHb concentration changes, 

the NIRS channels were averaged according to the haemisphere: left (8 channels) and 

right (8 channels) hemispheres to check for the significance of the hemisphere effect. 

The results for oxy-deoxyHb concentration changes expressed a percentage of change 

in relation to the pre-stimulus baseline showed for the OxyHb as a dependent measure a 

main effect for task (imagery or movement against the pre-stimuli baseline) with 

p=0.043 (F=5.521). Changes in deoxyHb did not reach significant level (Table 5.2)  

 

Table 5.2 Oxy and deoxyHb concentration changes in controls in relation to the 

hemisphere  

Area  
Mean of 

percentage of 

change 

Std. Deviation 
Controls 

N 

Left_hemisphere_oxy/doexyHb_MI -0.26/-0.56 10.48/13.16 10 

Left_hemisphere_oxy/deoxyHb_MM -9.89/-4.14 17.85/18.52 10 

Right_hemisphere_oxy/doexyHb_MI -1.32/-3.17 12.62/11.92 10 

Right_hemisphere_oxy/deoxyHb_MM -13.66/-7.07 18.02/15.98 10 

This table presents the mean of concentration changes expressed as percentage of change in 

relation to the pre-stimuli baseline in 10 controls during motor imagery (MI) and during the 

actual hand movement (MM) in both oxy and deoxyHb and in relation to the left vs. right 

hemisphere.  
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NIRS absolute changes 

During the motor movement in controls (n=10) the mean oxyHb concentration change 

over the left hemisphere was -0.38 µMol/L (SD=standard deviation, 0.81) and -0.64 

µMol/L (SD 0.82) over the right hemisphere respectively. The changes of deoxyHb 

concentration were relatively smaller then oxyHb and over the left haemisphere were -

0.1202 µMol/L (SD 0.36) and over the right were -0.0089 µMol/L (SD 0.39) 

respectively. 

The oxyHb concentration changes in controls during the motor imagery task were 10 

times weaker when compared with the actual movement and were 0.03 µMol/L (SD 

0.83) left and -0.08 (SD 0.95) right respectively. The changes in deoxyHb followed the 

same pattern namely: left haemisphere -0.086 µMol/L (SD 0.45) and 0.011 µMol/L (SD 

0.29) over the right hemisphere respectively.  

In control group, these changes were statistically significant in regard to the 

lateralization of the response for oxyHb (in µMol/L) as the dependent measure F=5.97, 

df =1 (p=0.037) with a difference between left and right hemisphere and a trend for task 

F=3.48 (p=0.095) and this result is similar to the result expressed as percentage of 

change during motor movement in relation to a pre-stimulus baseline.  

 

A single subject NIRS signal plot  

The NIRS signal changes over time during the motor imagery clearly showed an 

increase in oxyHb concentration during the motor imagery when compared to oxyHb 
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concentration changes during the pre-stimulus resting state. The opposite trend was 

noticed for deoxyHb, where a decrease of deoxyHb was noted during a motor imagery. 

Moreover, the corresponding channels showed a direct proportional changes with 

increase in one of haemoglobin and decrease in other one (Figure 5.3 and Figure 5.4).  

A combined figure, presenting changes in both oxyHb and deoxyHb during motor 

imagery in healthy subjects, shows the differences in magnitude of these changes 

(Figure 5.5).  
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Figure 5.3 Changes in oxygenated haemoglobin in a control subject during the motor 

imagery task 

This figure presents the OxyHb changes in a control subject (subject number 10) during the 

motor imagery task; the dashed vertical lines represent start and stop of the task. The solid black 

lines present pre and post activation values. Red lines present the 50th quantile (solid red line) 

and the 10th and 90th quantile (dashed red lines). The relative difference (Δrel) refers to the 

median difference between the signal amplitude before (7s+ to 0s) and task period (0s to 7s), 

and was calculated as the ratio of the absolute difference (Δabs) to the 5th to 95th quantile 

range of the signal amplitude for the entire study.  
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Figure 5.4 Changes in deoxygenated haemoglobin in a control subject during the motor 

imagery task 

This figure presents the DeoxyHb changes in a control subject (subject number 10) during the 

motor imagery task; the dashed vertical lines represent start and stop of the task. The solid black 

lines present pre and post activation values. Red lines present the 50th quantile (solid blue line) 

and the 10th and 90th quantile (dashed blue lines). The relative difference (Δrel) refers to the 

median difference between the signal amplitude before (7s+ to 0s) and task period (0s to 7s), 

and was calculated as the ratio of the absolute difference (Δabs) to the 5th to 95th quantile 

range of the signal amplitude for the entire study. 
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Figure 5.5 Combined changes in oxy and deoxyHb during the motor imagery task in healthy 

subject 

 

This figure presents oxy and deoxyHb concentration changes during a motor imagery task, 

highlighting a difference in magnitude of these changes. 
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5.4.2 NIRS Results on pDOC patients 

 

NIRS global and relative changes 

The global haemoglobin concentration changes in pDOC patients showed less 

variability when compared with the controls (Table 5.3). The range of relative changes 

in oxyHb concentration ranged from -12.88 percent to 6.0 percent. The similar 

amplitude of the relative deoxyHb concentration changes was found, namely the 

deoxyHb changes ranged from -8.7% to 5.2%, whereas the healthy controls elicited 

stronger responses with the global relative change for oxyHb ranged from -71.2% to 

25.9% and for deoxyHb ranged from 44.8 to -52.1% respectively.  
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Table 5.3 Global relative and absolute changes in OxyHb and DeoxyHb in patients 

Patients in 

pDOC 

Global change in 

the oxyHb 

concentration—

relative change 

in percentage in 

relation to the 

pre-stimulus 

baseline 

Global change in 

the oxyHb 

concentration 

absolute in 

µMol/L in 

relation to the 

pre-stimulus 

baseline 

Global change in 

the deoxyHb 

concentration—

relative change 

in percentage in 

relation to the 

pre-stimulus 

baseline 

Global change in 

the deoxyHb 

concentration 

absolute in 

µMol/L in 

relation to the 

pre-stimulus 

baseline 

Patient 2 MSC -6.3 -2.3 1.4 0.4 

Patient 3MCS -1.2 1.8 2.7 0.4 

Patient 4 VS -1.5 -3.7 1.2 1.71 

Patient 5 MCS 6.0 3.7 -1.8 -0.8 

Patient 6 MCS 2.1 -0.7 -8.7 -0.4 

Patient 7MSC 5.8 0.4 -4.6 0.4 

Patient 8 MCS -1.3 0.8 -2.3 1.8 

Patient 9 MCS 5.6 -1.7 -2.1 0.2 

Patient 10 VS -12.9 0.9 -5.2 -2.7 

Patient 11VS -3.4 -1.1 -1.7 0.03 

Patient 12 VS 1.5 -1.3 -1.2 -2.4 

Patient 13 VS -5.9 15.2 5.3 10.8 

Patient 15 MCS -0.2 -7.52 0.2 5.05 

Patient 16 MCS -0.2 15.1 0.1 -2.06 

This table presents global relative (expressed in %) and absolute (µMol/L) changes in OxyHb 

and DeoxyHb concentration change during the motor activation in relation to resting state in 

patients with disorders of consciousness (pDOC) including those with vegetative state (VS) and 

minimally conscious state (MCS) 

 

The patient group was divided according to diagnosis into two groups: VS (N=5) and 

MCS (N=9) and the absolute changes in concentration of oxy and deoxyHb were 

compared between the groups. There were no significant differences between VS and 

MCS patients, however, interestingly all patients developed stronger response over the 

left haemisphere (right hand movement) then over the right hemisphere. This 
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lateralization of the haemodynamic response was seen in both: oxy and 

deoxyhaemoglobins (Table 5.4). 

 

Table 5.3 Concentration changes in oxy and deoxyHb during a motor imagery 

task in pDOC patients over the left and right hemisphere 

Patients in MCS N=9 
Mean 

Oxy/deoxyHb µMol/L 
SD 

Left hemisphere  0.16 / 0.035  1.95/ 0.63 

Right hemisphere  -0.07 / 0.023 0.39/0.33 

Patients in VS N=5 
Mean 

Oxy/deoxyHb µMol/L 
SD 

Left hemisphere  0.34 /0.18 1.72/ 1.34 

Right hemisphere  
-0.019 / 0.006   

 
0.89/ 0.08 

This table presents concentration changes in oxy and deoxyHb in µMol/L during a motor 

imagery task in pDOC patients over the left and right hemisphere. There is a lateralised 

response across both groups and both types of haemoglobins.  

 

Addionaly, one patient (VS10), who as behaviourally diagnosed with VS, did 

demonstrate blood flow changes similar to the healthy group, global oxyHb changes -

12.9% vs. mean for controls -11.8% SD30.8 and global deoxyHb change was -5.2% vs. 

mean for controls -5.6% SD 18.9. These CBF changes may indicate ability to follow 

commands and that this pattient understood the instuuctin and tried to execture thought 

of right hand movemetn. 

 These fNIRS findings were found in isolation from the behavioural assessment at the 

time of the investigation; therefore, fNIRS provided additional information about this 
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patient’s brain function. Interesingly, this patient responed with a decrease of oxyHb 

concentration during a right hand motor imagery (Figure 5.5 and 5.6). 
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Figure 5.6 Changes in oxygenated haemoglobin in a vegetative state patient during the 

motor imagery task 

This figure presents the OxyHb changes in a vegetative state patient during the motor imagery 

task; the dashed vertical lines represent start and stop of the task. The solid black lines present 

pre and post activation values. Red lines present the 50th quantile (solid red line) and the 10th 

and 90th quantile (dashed red lines). The relative difference (Δrel) refers to the median 

difference between the signal amplitude before (7s+ to 0s) and task period (0s to 7s), and was 

calculated as the ratio of the absolute difference (Δabs) to the 5th to 95th quantile range of the 

signal amplitude for the entire study.  
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Figure 5.7 Changes in deoxygenated haemoglobin in a vegetative state patient during 

the motor imagery task 

 

This figure presents the DeoxyHb changes in a patient diagnosed with vegetative state during 

the motor imagery task; the dashed vertical lines represent start and stop of the task. The solid 

black lines present pre and post activation values. Red lines present the 50th quantile (solid 

thick line) and the 10th and 90th quantile (dashed thick lines). The relative difference (Δrel) 

refers to the median difference between the signal amplitude before (7s+ to 0 s) and task period 

(0 s to 7s), and was calculated as the ratio of the absolute difference (Δabs) to the 5th to 95th 

quantile range of the signal amplitude for the entire study.   
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5.4.3 Different patterns of the NIRS responses from healthy and study subjects 

 

Based on the individual subject’s responses (controls n=10 and the pDOC patients 

n=14) three different types of fNIRS responses can be identified. The first type can be 

called a “typical” NIRS response is when the oxyHb is positive and deoxyHb negative 

during the brain activation. The typical NIRS response was seen in 60 percent (6/10) 

healthy subjects and 36 percentage (5/14) of the DOC patients. The second type of the 

NIRS response can be called “inverted”, where the oxyHb concentration change was 

negative in value and deoxyHb was positive, which was seen in two of the 10 healthy 

subjects and in six of the 14 patients. Finally, the third type of the NIRS response can be 

called “undefined” where the oxy and deoxyHb are both either negative or positive in 

values. The undefined response was seen in two of the ten healthy subjects and three of 

the 14 pDOC patients (Table 5.5). 

 

Table 5.4 Identifiable types of fNIRS responses based on the polarity 

Type of fNIRS 

response 

Typical response-

OxyHb positive and 

deoxyHb negative 

Inverted response-

oxyHb negative and 

deoxyHb positive 

Unclassified 

response 

oxyHb and 

deoxyHb 

positive 

or oxyHb and 

deoxyHb 

negative 

Healthy controls, 

n=10 
6 2 2 

pDOC patients, 

n=14 
5 6 3 

This table presents the identifiable types of fNIRS responses based on the polarity of the global 

oxy and deoxyHb concentration changes in control group and pDOC patients. 
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The distribution of haemoglobin concentration changes for all subjects showed the 

higher amplitude of the concentration changes for the healthy subjects and for the 

oxyHb and motor movement. The hemodynamic response to motor imagery was weaker 

then to actual movement. Additionally as expected the change in concentration in 

deoxyHb was lower than oxyHb. The pDOC patients presented with the less 

pronounced response then healthy (Figure 5.7). 
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Figure 5.8 Distribution of concentration changes in total, oxy and deoxyHb across all 

three study groups 

 

This figure presents the distribution of concentration changes in total, oxy and deoxyHb: 

vegetative state (VS), minimally conscious state (MCS), controls – motor movement (MM) and 

controls – motor imagery task (MI). Each dot denotes a subject and bold vertical lines indicate 

means. The horizontal axis denotes concentration changes expressed as a percentage of change 

in relation to the pre-stimuli haemoglobin concentration.  
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5.5 Discussion  

This is a first report on the use of functional near infrared spectroscopy for brain 

function assessment in patients in VS and MCS.  

This study explores the NIRS responses to motor movement and motor imagery tasks. 

Further, this study shows the patterns of NIRS responses from healthy controls to both 

the motor movement and to motor imagery, and then I used these patterns for validation 

of NIRS response in pDOC patients. This study identifies three types of haemodynamic 

response patterns present in both the healthy subjects and the patient group.  

 

The controls in this study performed both types of tasks (imagery and motor movement) 

while the pDOC patients performed only the motor imagery task. The healthy controls 

elicited stronger NIRS responses during an actual movement when compared to motor 

imagery. Previous studies on motor tasks showed that NIRS cortical responses should 

generate a change (Δ) in oxyHb ~ 0.5 µMol/L and in deoxyHb (Δ) ~ 0.2 µMol/L (Hirth, 

Obrig et al. 1996; Wolf, Wolf et al. 2002) and similar response is reported from this 

PhD study 

Additionally, the responses to the motor imagery task were comparable with others (Iso, 

Moriuchi et al. 2015) and Wriessnegger et al. (Wriessnegger, Kurzmann et al. 2008). 

 

 

 



138 

5.5.1 Interpretation of fNIRS response 

Majority of healthy subjects and five out of 14 pDOC patients had a “typical” response 

to a motor task. The “inverted” response was seen in two out of 10 healthy subjects and 

in majority of pDOC patients. Although, the initial studies suggested that the typical 

fNIRS response to movement and motor imagery is characterised by an increase in the 

concentration of oxyHb accompanied by a less pronounced decrease of the deoxyHb 

level concentration (Sato, Ito et al. 2007), more recent studies report different patterns 

of fNIRS responses depending on the optical probe localisations and task difficulty 

(Mihara, Miyai et al. 2012). For example, Morihiro et al. (Morihiro, Tsubone et al. 

2009) showed that oxyHb response over the left primary motor cortex decreased over 

time during a repetitive, right-handed tapping task, while the channels covering the 

supplementary motor cortex recorded an increase. In this PhD study, the NIRS signal 

was averaged over a broad area covering the premotor area, supplementary motor area 

(EEG corresponding areas FC3, FC1, FCz, FC2 and FC4) as well as the primary motor 

cortex (EEG corresponding areas C4, C2, Cz, C1 and C3), which may explain why 

healthy subjects and the patients tended to have an inverted oxyHb response. 

The task is also a factor, Holper et al. (Holper, Shalom et al. 2011) found an inversed 

oxyHb response during motor imagery, which was related to the task difficulty, while 

the more complex task would produce stronger negativity of the oxyHb response. These 

factors may explain why my study showed both the typical and inverted haemodynamic 

responses in the study groups.  

There is a very little research on NIRS and types of the haemodynamic responses that 

can be detected, however, there have been published studies on BOLD both typical and 

inverted responses. Recently, Sten et al. (Sten, Lundengard et al. 2017), showed and 

explained a physiologically based model for a negative BOLD and discussed a 
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mechanistic hypothesis for negative BOLD response which is the neural inhibition 

hypothesis. Authors hypothesised that inhibitory activity on physiological level is 

related with increased GABA levels which reduces signalling to astrocytes and 

production of vasoactive substances which leads to reduced (see Chapter 2.1.3) (Sten, 

Lundengard et al. 2017). 

 

5.5.2 Motor imagery versus motor task 

All three groups: controls, MCS and VS showed lateralised response with the stronger 

negative values of oxyHb over the right hemisphere during the right hand motor 

imagery tasks. Motor imagery has been shown in many studies to be associated with a 

greater bilateral functional imaging signal than actual motor movements, particularly in 

pre-motor and supplementary motor areas (Binkofski, Amunts et al. 2000; Pfurtscheller, 

Brunner et al. 2006). Ipsilateral (right-hemisphere) signal changes have been reported in 

several fMRI studies, that is, BOLD not fNIRS response, in anterior frontal regions (BA 

9, 10 and 11) (Sharma, Pomeroy et al. 2006) (Porro, Cettolo et al. 2000), but also in the 

precentral gyrus (BA 6) during hand movement imagery (Hanakawa, Parikh et al. 

2005). Another possible explanation of the inverted oxyHb results in NIRS also derives 

from the fMRI BOLD studies.  

An ipsilateral “negative” BOLD response means an “U” shaped, as opposed to the bell-

shaped MR signal changes, during an unimanual task activity was reported by 

McGregor et al., who also suggested that this phenomenon is related to an active 

inhibition of cortical areas (McGregor, Sudhyadhom et al. 2015). Another group 

showed that ipsilateral negative BOLD during a unimanual task reflects normal 

transcallosal inhibition, while its dissipation impairs motor activity (Lenzi, Conte et al. 

2007).  
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5.5.3 Vegetative State/Unresponsive Wakefulness State vs. Minimally Conscious State 

Patients  

There were no statistically significant differences in NIRS responses between the two 

patient groups, which may be because of the study group size or because of 

heterogeneous aetiology of brain damage of patients included in this study. In this study 

the typical haemodynamic response was seen in four MCS patients (n=9) and only one 

VS patient (n=5), while the inverted haemodynamic response was present in two VS 

patients and four MCS patients. The unclassified response was in two VS and one MCS 

respectively.  

There are reports of subpopulations of VS patients who remain behaviourally 

unresponsive, but their brain function, as measured using fMRI or EEG techniques, is 

more in keeping with a diagnosis of MCS (Coleman, Rodd et al. 2007; Schnakers, 

Vanhaudenhuyse et al. 2009; Monti, Vanhaudenhuyse et al. 2010; Cruse, Chennu et al. 

2012). Hence, this may be one of the possible explanations. Another interpretation may 

be such as presented by Liberati et al. (Liberati, Hunefeldt et al. 2014), who reviewed of 

PET, EEG and fMRI studies and demonstrated that only half of the publications 

reported statistically significant differences between VS and MCS patients. 

5.5.4 Limitation of the NIRS technique 

The NIRS technique has several limitations and they are mostly related to signal 

contamination. The limitations related to NIR light propagation; scattering and 

absorption were discussed in Chapter 2.1.2.  

Another problem related to the NIRS signal interpretation is how to ensure that the 

signal originated from cerebral cortex, since, there have been identified, also, non - 

cortical sources that can affect the NIRS measurements, such as, for instance, heart rate, 
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respiration, blood pressure and skin perspiration. It is a challenge to control for all of 

these factors, however, a block-design paradigm (task versus resting state) should at 

least partially eliminate the background noise related to the physiological factors 

(Amaro and Barker 2006). That is why, the paradigm used in this PhD study was a 

block designed.  

Nethertheless, the NIRS technique using the traditional source detectors arrays 

(separation 2.5-3.5 cm), suffers from a low resolution and physiological noise 

contamination, however, recently these limitations were addressed by the use of high-

density diffuse optical tomography (Ferradal, Liao et al. 2016). The high density refers 

to both, the use of dense optode arrays consisting of 32 sources and 34 detectors, and 

the source-detector pair measurements at multiple distances; for example, one source 

has been linked with four detectors at 1.0, 2.2, 3.0, and 3.6 cm, respectively (Ferradal, 

Liao et al. 2016). 

 

5.6 Conclusion  

The assessment of the brain function in people with pDOC is complex and 

complicated by multiple interacting motor, sensory and cognitive impairments. This 

study, however, demonstrated that NIRS can be used for detection the task-induced 

brain activity changes in pDOC patients using a motor imagery task. Given both its 

relatively low-cost and that it is well tolerated by patients in a clinical ward setting, 

certainly compared with fMRI, NIRS represents a translatable imaging tool that can be 

used to gain new insights into brain function in patients with disorders of 

consciousness.   
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    Chapter Six  
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CHAPTER 6 EVENT RELATED EEG SYNCHRONIZATIONS AND 

DESYNCHRONIZATIONS DURING MOTOR IMAGERY IN PDOC 

PATIENTS 

 

Similar to Chapter 5, this is also an experimental chapter where the practical aspect of 

the theory presented Chapter 2 was described.  

The data was collected in the EEG laboratory at the Royal Hospital for Neuro-disability, 

which was established for this study. The main aim of this chapter is to explore the 

feasibility of the use of ERS and ERD for assessment of brain function.  

 

 

6.1 Introduction  

Both ERS and ERD are EEG phenomena occurring during mental processes or 

during attention to sensory stimuli. One of the stimuli that can be used to evoke the 

EEG changes is either motor imagery or actual motor movement task. The motor tasks 

activate cortical areas such as motor cortex and either can decrease frequency of the 

EEG rhythm (ERD) or increase in frequency of EEG (ERS) (Klimesch, Doppelmayr et 

al. 2000) (Krause, Lang et al. 1996). Theoretical background of ERD and ERS was 

discussed in the Chapters 2 and 3 of this work. 

The occurrence of ERD during a simple motor imagery task was first described by Gert 

Pfurtscheller, et al. (Pfurtscheller and Andrew 1999). ERD phenomenon, a decrease in 



144 

EEG frequency, can occur during beta (13-21Hz), alpha (7-12Hz) and theta (4-7Hz) 

EEG frequency rhythm. Pfurtscheller showed that during a motor imagery task the 

subjects developed significant higher beta band ERS and alpha ERD (Pfurtscheller and 

Lopes da Silva 1999). 

Despite the fact, that the concept of ERD has been known for some time, but there are 

not many studies assessing brain function in pDOC patients using this approach. There 

are, however, several studies reporting on feasibility of the use of ERD for assessment 

of brain function in pDOC patients. For instance, Julia Lechinger, et al. (Lechinger, 

Chwala-Schlegel et al. 2013) examined the occurrence of the ERD in ten VS and seven 

MCS patients during observation and imagery of holding a cup and drinking out of this 

cap. Healthy controls showed typical desynchronizations while in MCS there was a 

synchronisations and only one out of ten VS patients showed ERS response similar to 

this seen in the MCS group.  
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6.2 Aims 

This study had following aims: 

1. To assess the ability to evoke an event related oscillatory change expressed as 

ERD or ERS during a simple motor task in pDOC patients. 

2. To compare results from the healthy subjects with the results from the patients 

to establish patterns of responses from healthy controls and pDOC patients.  

3. To explore the feasibility of the bedside use of the EEG in brain function 

assessment in pDOC patients.  

 

6.3 Methods 

 

6.3.1 Subjects 

Ten healthy, right – handed volunteers (6 female mean age 39.6 yrs. SD 7.87) were 

included to the study. 

None of the control group suffered from neurological disorder nor was on psychotropic 

medications (according to self-reports). Handedness of the subjects was measured by a 

self-report of the side of their hand used in writing and eating. None of them had history 

of handedness correction. All volunteers were staff from the Royal Hospital for Neuro-

disability. All subjects were given informed written consent.  
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For the patients group sixteen patients were included, the detailed description of the 

study population please see Chapter 4 of this thesis.  
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6.3.2 Task 

The controls and the patients underwent the same paradigm. The paradigm was divided 

into 3 blocks as follows: mind wandering for seven seconds, then seven seconds of 

imagery of the right hand movement followed by twelve seconds of resting state. The 

aim was to repeat this paradigm at least 120 times, but the exact length of the collected 

data depended on subject’s availability and tolerance of the experiment, since that total 

time spent for the data collection was 52 minutes. The subjects were asked to imagine 

the movement of their right hand, by imaging the self-paced movement with 

approximate speed of 1 Hz (Figure 6.1). During the “mind wandering” the subjects 

were instructed “let your mind wander” and during the resting state the instruction was 

“now rest”. 

Figure 6.1 Motor imagery task used to evoke EEG oscillatory changes 

 

This figure presents the paradigm used in this study, there were 3 blocks in one cycle, and the 

aim was to perform in total of 120 cycles, which should be sufficient to evoke Event Related 

Desynchronization or Event Related Synchronization.   
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6.3.3 EEG data acquisition and analysis 

The EEG was acquired using a WaveGuard 64 EEG sensor cap (ANT-Neuro, Enscheda, 

the Netherlands) with a standard sensor positions derived from the 10-20 system 

(Figure 3.7). For the further analysis four sensor positions, the F4, F3, C4 and C3 were 

configured in a bipolar montage. For the purposes of this study, electrode positions C4 

and C3 were referenced to F4 and F3 respectively.  

EEG Pre-processing 

The ERD/ERS were calculated at alpha (7-11 Hz) band frequency. In order to derive the 

ERD/ERS measure, pre-processing steps were imposed on the EEG signal. The EEG 

was subjected to artefact rejection protocols, where the EEG was run through an 

amplitude window of +/-150 µV. This ensured that ocular artefacts were excluded from 

the EEG signal. The EEG was then segmented according to the event marker types in 

order to define the epoch type. Three epoch types were defined, motor imagery, mind 

wandering and resting state. The epoch was set at 3 seconds before the event and 5 

seconds after the event, thus the total event duration was 8 seconds. The reference 

baseline from which the %ERD would be calculated was defined at -1 second up to 

time zero. The EEG signal was then subjected to band pass filtering. For the alpha band, 

a band pass of 7-11 Hz was adopted using a finite impulse response (FIR) filter at a 

slope of 24d B (Higashi and Tanaka 2013). The FIR filter is a standard filter used to 

extract EEG signal to its basic components such as delta wave, theta wave, alpha wave 

and beta waves. 

The data in this PhD study was analysed in a similar way to this used by Lechinger, et 

al. (Lechinger, Chwala-Schlegel et al. 2013). However, the motor command was 

different in my study “imagine you are squeezing a ball with your right hand”, from the 

used by Lechinger et al. “imagine you are holding a cup and drink from it”. The hand 
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movement task was previously validated for the use to obtain ERD and ERS from 

healthy subjects (see Chapter 2). 

R-package for statistical computing, version 3.2.2 for Windows, was used for statistical 

analyses and data visualization (R developement Core Team 2015). Figures were 

further adjusted using Adobe Illustrator®, Creative Studio 5; Version 15.0.0.  

The ERD/ERS values for the left and right hemisphere were analysed using a T-test, the 

P-values were set at <0.05 for a two-tailed distribution as a criterion for statistical 

significance for all analyses.   
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6.4 Results 

6.4.1 ERD motor imagery in healthy subjects 

 

Eight out of ten controls responded with the ERD to the imagery task, and two healthy 

controls responded with ERS to the motor imagery task within the alpha rhythm band. 

The mean response to the ERD (excluded subjects numbered 7 and 10 as developed 

ERS response) over the left hemisphere was -24.39 % (95% CI -29.45 to -19.31) over 

the C3 EEG position and over C4 was -14.18% (95% CI -18.40 to- 9.95) respectively, 

the p =0.0026 (Table 6.1).   
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Table 6.1 EEG event related desynchronizations and synchronizations. 

Healthy 

controls 

C3 7-11 Hz 

ERD% 

C4 7-11 Hz 

ERD% 
C3 time in sec C4 time in sec 

1 -30.14 -16.98 0.98 0.93 

2 -22.21 -5.10 0.87 1.22 

3 -16.73 -16.56 2.74 2.41 

4 -26.10 -9.30 1.69 1.34 

5 -34.55 -20.06 1.22 1.28 

6 -21.32 -17.62 1.01 1.03 

7* 34.19 15.05 0.97 0.83 

8 -26.15 -16.30 2.60 2.56 

9 -17.90 -11.80 1.86 1.86 

10* 14.78 24.01 2.36 2.27 

This table presents EEG event related desynchronization (negative value) and event related 

synchronizations (positive value) over the C3 (left) and C4 (right) hemisphere calculated for the 

alpha band in healthy controls during self-paced kinaesthetic motor imagery,* denotes ERS. The 

difference between C3 and C4 response was statistically significant (p=0.0026). 
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The ERD response was lateralised and stronger over the left hemisphere (Figure 6.2).  

Figure 6.2 Example of EEG response to the motor 

imagery task 

 

This figure presents Event Related Desynchronization (ERD) on 

EEG as response to a motor imagery task (imagine you are 

squezzing your right hand), alpha rhythm desynchronization, single 

subject response (control 1) the blue line denotes left, and red line 

right side respectively; x axis denotes time in second and y axis the 

ERD expressed as a percentage of change in relation to the pre-

stimuli baseline. 
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6.4.2 ERD /ERS motor imagery in pDOC patients 

Sixteen pDOC patients performed the self-paced motor imagery paradigm. Thirty seven 

percent of patients (6 out of 16) did not elicit any clearly identifiable EEG 

synchronizations or desynchronizations during the motor task. Among these six 

patients, who did not show a clear response, three were MCS and three in the VS.  

The mean ERD response calculated for 10 out of 16 pDOC subjects, for the alpha 

rhythm over the C3 (left) was -5.75% (95% CI -11.21 to -0.32) and over the C4 was 

2.62% (95% CI -1.48 to 6.71) respectively with statistically significant difference 

between hemispheres, p = 0.04 (Table 6.2). 

The pDOC patients responded with a delay when compared to healthy subjects, with the 

mean time to peak over C4 1.29 seconds (95%CI 0.68 to 1.89), whereas for controls 

over C4 it was 1.11 seconds (95% CI 0.39 to 1.83). The mean time to peak for the ERD 

over the left hemisphere was in controls 1.37 seconds (95% CI 0.61 to 2.14), and for 

patients the mean time was 1.73 seconds (95% CI 0.12 to 3.36).    
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Table 6.2 EEG event related desynchronization and synchronisations for the alpha 

band. 

Study group 
C3 7-11 Hz 

ERD/ERS in % 

C4 7-11 Hz 

ERD/ERS in % 
C3 time in sec C4 time in sec 

Patient 1 MCS -11.33 10.01 1.99 2.42 

Patient 2 MSC -5.503 4.94 3.33 1.57 

Patient 3 MCS -2.20 5.02 1.11 2.26 

Patient 4 VS  -9.34 -8.05 0.45 0.45 

Patient 5 MCS  -19.26 10.34 4.05 0.66 

Patient 6 MCS  NA NA NA NA 

Patient 7 MSC  -5.89 4.54 0.77 1.023 

Patient 8 MCS  10.44 1.56 0.70 0.73 

Patient 9 MCS  NA NA NA NA 

Patient 10 VS  NA NA NA NA 

Patient 11VS NA NA NA NA 

Patient 12 VS  -1.63 2.40 1,73 1.95 

Patient 13 VS  NA NA NA NA 

Patient 14 MCS -7.31 -1.34 1.86 1.89 

Patient 15 MCS  NA NA NA NA 

Patient 16 MCS  -5.57 -3.28 2.01 1.96 

This table presents EEG event related desynchronization and synchronisations calculated for the 

alpha band in pDOC patients during a self-paced kinaesthetic motor imagery; the Event Related 

Desynchronization (ERD) has a negative value while Event Related Synchronization (ERS) has a 

positive value; NA- if no ERD/ERS identifiable. VS = Vegetative State; MCS = Minimally 

Conscious State. There was a statistically significant difference in signal recorded in C3 and C4 

(p=0.04).   
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6.5 Discussion  

In this study the ERD and ERS responses from the pDOC patients were evaluated. Ten 

out of 16 patients developed lateralised, over the left hemisphere response and this 

response was statistically significant different from the one over the right hemisphere 

(on group level). On individual case-by case review only 3 out of 11 patients with MCS 

developed ERD/ERS with differences more than 10 percentages between the tasks. 

Only one out of 5 VS patients develops ERS of 9%. Similar observations were 

published elsewhere (Cruse, Chennu et al. 2011).  

 

6.5.1 Methodological considerations 

The control group showed lateralised ERD response and this result was consistent with 

Pfurtscheller and Lopes da Silva previous findings (Pfurtscheller and Lopes da Silva 

1999). 

Eighty percent of the healthy group (8 out of 10) developed a significant contralateral 

ERD, however two healthy subjects responded to the motor imagery task with the EEG 

synchronizations, which is an increase in rhythm frequency. This may be because, the 

ERD is a focal response and spatially occupies only limited space, unlike the ERS, 

which represents cortical inhibition and is spatially less focal then ERDs (Franzkowiak, 

Pollok et al. 2010).  

The usual pattern of the occurrence of the ERD and ERS derived from the alpha and 

beta bands was described by van Burik and Pfurtscheller (van Burik and Pfurtscheller 

1999) and the pattern is as follows: first occurs the alpha ERD during a movement 

preparation or an actual movement and this is followed by the beta ERS bursts. 
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Furthermore, the both phenomena, the alpha and beta band ERD were found to be 

anatomically and functionally specific, since “a foot movement resulted in post 

movement beta oscillation within the 19-26 Hz band, whereas finger movement would 

cause changes within the 16-21 Hz band”. In regard to the anatomy, as van Burik and 

Pfurtscheller (van Burik and Pfurtscheller 1999) suggested that the oscillations occur 

according to the homunculus. Hence, the topography of the oscillations was as follows: 

the beta band oscillation for hand movement was detectable laterally in the 

sensorimotor strip, while a foot area was located medially within the interhemispheric 

fissure. 

As mentioned above the ERD can be also detected using the beta band frequency. 

Majority of pDOC patients, however, received medication, which can potentially 

influence the beta band brain oscillations. Some drugs can cause an increase in beta 

band oscillation such as, for instance SSRI’s and Benzodiazepines (Salinsky, Binder et 

al. 2002) or a decrease as for instance, Baclofen (beta-(p-chlorophenyl)-gamma-

aminobutyric acid). Additionally, Baclofen was shown to increase in slow waves and 

decrease of fast EEG activity (Badr, Matousek et al. 1983). Therefore, the beta band 

oscillation-changes could not to be used as a reliable measure in pDOC population. 
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6.5.2 Reliability and stability of the event related de- or-synchronizations  

The EEG data in this study was analysed according to the classical approach, as 

suggested by Pfurtscheller and discussed in the Chapters 2 and 3 of this work.  

The classical approach to the ERD/ERS encompasses a conventional time-averaged 

EEG. This type of analysis was shown to be a reliable tool with a high internal 

consistency (Cronbach's alpha >0.07) (Burgess and Gruzelier 1996).  

Burges and Gruzelier (Burgess and Gruzelier 1993) showed that ERD/ERS can have an 

idiosyncratic inter- subject difference, however, this difference is stable. Moreover, they 

showed that spatio-temporal stability of the ERD was good on a single subject level and 

excellent on the group comparison level.  

Others also examined the temporal stability of the ERDs. For instance, Friedrich, et al. 

(Friedrich, Scherer et al. 2013) investigated the temporal stability of the ERDs during 

the period of two weeks and four sessions using several mental tasks such as: mental 

rotation, word association, auditory imagery, mental subtraction, and spatial navigation, 

imagery of the familiar faces and the motor imagery. The motor imagery task was 

almost identical to the one used in the current study, namely: imagination of the 

repetitive self-paced movements of the own right hand, squeezing a ball. The 

Cronbach’s alpha coefficient was >0.7 for this task.  

The ERD data from the pDOC patients can be also analysed using a support vector 

machine also known as machine Learning analysis. This is an algorithm that analyses 

data using the classification and regression analysis. Cruse, et al. (Cruse, Chennu et al. 

2012), assessed the presence of ERD/ERS in pDOC patients using this way of analysis. 

Their study showed that using the support vector machine it was possible to detect the 

ERD in some of the VS patients. This study indicated patients’ ability to follow 
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commands in three out of 16 VS patients (19%) with the classification accuracy of 61-

78%.  

 

6.5.3 Event related synchronization and desynchronizations in pDOC patients 

Four pDOC patients (3 in MCS and 1 in VS) responded to a motor imagery task with 

either synchronizations or desynchronizations. In this study the frequency of EEG 

during the task “imagine you are squezzing your right hand” was compared with the 

pre-stimulus baseline as discussed in Chapter 1.4 and 2.2. Others showed that a VS 

patient was able not only to perform a motor imagery task but also differentiate between 

left and right hand, since the commands were “try to move your right hand”. “try to 

move your left”, and “now rest” (Cruse, Chennu et al. 2012). Also a complex motor 

imagery such as sport of their choice and navigation around a house, are deemed as 

feasible for use for brain function in pDOC patients (Horki, Bauernfeind et al. 2014). 
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6.6 Conclusion 

The ERD and ERS have been established, valid and reliable EEG phenomena occurring 

during various cognitive tasks that can be used for bedside assessment of brain function 

in pDOC patients. In this study an imagery of right hand movement task was used, since 

the previous studies confirmed the highest stability and reliability of this type of 

movement. The ERD/ERS analysis had been incorporated as a part of the commercially 

available software (A.S.Alab the Netherlands) for the EEG data analysis, which makes 

this approach feasible for the routine and clinical use for assessment of brain function in 

pDOC patients.  

All control subjects in this study responded with the ERD/ERS over the contralateral 

haemisphere to the motor imagery task, moreover, four out of 16 pDOC patients 

developed ERD/ERS responses with the significant difference between left and right 

hemisphere. Furthermore, three MCS patients developed the response similar to healthy 

population.  
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CHAPTER 7 HAEMODYNAMIC AND ELECTRICAL BRAIN RESPONSES 

IN PDOC PATIENTS  

The main aim of this chapter is to explore the feasibility of simultaneous recording of 

EEG and NIRS signals for assessment of brain function in pDOC patients. This chapter 

summarises the results from Chapters 5 and 6. In previous Chapters both: the NIRS and 

EEG signals were analysed, albeit separately. This chapter focuses on relationship 

between the NIRS and EEG signals during a motor imagery task. 

 

7.1 Introduction  

As discussed in Chapter 2, both: the NIRS and EEG techniques can be used to assess 

brain activity during a motor task. These two techniques focus on different aspects of 

the brain activity, namely on haemodynamic and electrical. The theory is, however, that 

these processes are coupled together and described as the neuro-vascular coupling 

theory. Previous studies, for instance, on the brain responses to language, epilepsy and 

the motor function showed the feasibility of the use of NIRS and EEG as 

complementary methods for comprehensive brain function assessment (Wallois, 

Mahmoudzadeh et al. 2012; Peng, Nguyen et al. 2014; Zama and Shimada 2015). 

Furthermore, specifically the motor imagery task appeared to produce reliable NIRS 

and EEG signal changes, and that is why the both of these techniques were proposed to 

be used for the Brain Computer Interface (BCI) (Kaiser, Bauernfeind et al. 2014). The 

highest accuracy was found for the “right-hand motor imagery ”(Hwang, Lim et al. 

2014).  
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The tasks involving movements of the right hand were shown to be a reliable and 

recommended for the use in NIRS/EEG studies.  

Zama and Shimada (Zama and Shimada 2015) investigated correlation between 

readiness potential occurring during a movement preparation and NIRS changes and 

found out that the readiness potential was positively correlated with the increased in 

concentration of oxyHb. 

 

 

7.2 Aims 

The aim of this study was to compare changes in EEG, expressed as ERD or ERS with 

the changes in oxy and deoxyHb concentration during a motor task in patients with 

pDOC and controls.  

 

7.3 Methods 

The controls and the subjects are described previously in Chapters 5 and 6. 

The EEG and NIRS apparatus as well as methods of the data collection were also 

described in Chapters 5 and 6 this work. The task was a motor imagery, self-paced right 

hand squezzing for 7 seconds (Figure 6.1). 

Nevertheless, because of the different time scales for the NIRS and EEG responses, 

namely the EEG response taken for analysis in this study ranged from 300 ms to 800 
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ms, while the NIRS response began at 1000 ms. Although the same paradigm was 

implemented in the EEG and NIRS study, as presented on the figure 6.1, the NIRS 

study required some adjustments. Hence, in the NIRS part of the study the resting state 

and the mind wandering were treated as a pre-stimulus baseline and the epoch was set 

as described above -7 sec to 0 as a baseline and 0 to 7 sec for the motor task response. 

This was because the NIRS response needed not only the longer latency before the 

onset but also required longer time for the haemodynamic response to achieve a pre-

stimulus baseline. A study by Miezin, et al. (Miezin, Maccotta et al. 2000) showed that 

the haemodynamic response achieved the pre-stimulus baseline after 10 to 12 seconds 

post causation of the activation.  

An integrated system enabling recording of NIRS (NIRx Medical Technologies LLC, 

Berlin, Germany) and EEG (ANT-Neuro, Enscheda, the Netherlands) signals was used 

in this PhD study. The head cap had holders for both EEG electrodes and NIRS optodes 

(Figure 7.1) signals. First the NIRS study was performed and the NIRS data collection 

lasted approximately 10 min, then the same paradigm was used for the EEG and the 

data collection lasted approximately 40 min.  
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Figure 7.1 NIRS and EEG integrated head cap for data collection 

 

This figure presents a head cap used for the data collection in this PhD study. This cap has both 

EEG (ANT-Neuro, Enscheda, the Netherlands) and NIRS (NIRx Medical Technologies LLC, 

Berlin, Germany) holders.  

 

 

The Region of Interest was specified as C3 according to the 10-20 International System 

and the NIRS channels surrounding the C3 position, namely: Channels 7, 8, 11 and 12 

(Figure 5.2). In the analysis only one channel out of four was chosen, where the change 

was the biggest. This methodology was previously by Zama and Shimada (Zama and 

Shimada 2015). 
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7.4 Results  

 

7.4.1 C3 ERD and NIRS activation in controls  

 

Eight out of ten controls responded with the ERD at alpha band (7-11 Hz) to the motor 

imagery task, with the stronger response over the C3 position then C4 (left hemisphere 

vs right hemisphere, -24.38 SD 6.6 vs. -14.21 SD 5.01, p=0.001).The global NIRS 

response followed the same pattern with greater response over the left hemisphere, for 

oxy and deoxyHb respectively (Table 7.1). 
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Table 7.1 ERD and NIRS responses to a motor task in control subjects 

Healthy 

controls 
C4 ERD 

oxyHb 

relative 

change 

right 

channels 

deoxyHb 

relative 

change- 

right 

channels 

C3 ERD 

oxyHb 

relative 

change 

left 

channels 

deoxyHb 

relative 

change 

left 

channels 

1 -16.98 24.211 -17.188 -30.14 23.077 -17.455 

2 -5.1 -6.608 -25.221 -22.21 14.191 12.552 

3 -16.56 27.158 29.432 -16.73 20.358 -29.967 

4 -9.3 8.996 -16.525 -26.1 11.385 -16.118 

5 -20.06 11.016 -17.238 -34.55 7.848 -21.555 

6 -17.62 -38.426 -25.231 -21.32 -44.652 29.997 

8 -16.3 -4.845 8.714 -26.15 -4.396 14.753 

9 -11.8 -10.865 6.812 -17.9 -7.744 13.219 

This table presents the event related desynchronization (ERD) and oxy and deoxyHb 

concentration changes in response to a motor task. The NIRS response has been taken from 

channels surrounding C3 (left) or C4 right positions respectively. 
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7.4.2 C3 ERD and NIRS activation in pDOC patients  

 

Eight out of sixteen patients with pDOC responded with the ERD over the C3 position 

to the motor imagery task, six of them were in the MCS and two were diagnosed with 

the VS (for detailed patients’ characteristics please see the Chapter 4 of this thesis). 

Moreover, all of the patients who responded with the ERD also developed a 

haemodynamic response measurable using the NIRS apparatus.  

The ERD response was stronger over the left hemisphere (C3) -4.87 SD 8.29 vs. over 

the C4, where it was 2.18 SD 5.64 (p=0.06), moreover this response was followed by a 

global haemodynamic response expressed as changes in oxy and deoxyHb over the left 

hemisphere similar to the pattern that was in the healthy subjects (Table 7.2). 
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Table 7.2 ERD and NIRS response to a motor task in pDOC patients  

 Right hemisphere Left hemisphere 

Patient’s 

No 

C4 

ERD 

oxyHb 

relative 

change right 

channels 

deoxyHb 

relative 

change- right 

channels 

C3 

ERD 

oxyHb 

relative 

change left 

channels 

deoxyHb 

relative 

change left 

channels 

2 MSC 4.94 -9.851 -3.48 -5.503 -10.678 -11.867 

3 MCS 5.02 7.318 8.037 -2.2 7.944 4.375 

4 VS -8.05 -2.149 -4.251 -9.34 -3.011 -3.714 

5 MCS 10.34 3.672 1.804 -19.26 4.871 2.442 

7 MSC 4.54 6.997 1.986 -5.89 7.819 -4.973 

8 MCS 1.56 3.45 6.396 10.44 2.309 4.053 

12 VS 2.4 3.749 5.444 -1.63 7.774 4.65 

16MCS -3.28 2.238 -2.725 -5.57 7.413 -2.438 

This table presents event related desynchronization (ERD) and oxy and deoxyHb concentration 

changes in response to a motor task; the NIRS response has been taken from channels 

surrounding C3 (left) or C4 right positions respectively.  
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7.5 Discussion  

 

This is the first study that describes relation between electrical and haemodynamic brain 

responses to the motor imagery task in pDOC patients.  

The main aim of this study was to analyse the electrical and haemodynamic responses 

from the area surrounding C3 (left side) EEG position according to the 10-20 system 

during the motor imagery activation of the right hand. 

This study showed that the eight out of 16 pDOC patients, who underwent an 

assessment using both the NIRS and EEG, developed similar responses on both 

modalities. As expected, there was a stronger response from the left hemisphere (C3 

EEG position) because the task was to imagine a right hand movement. 

7.5.1 Motor cortex activation measurement using NIRS and EEG 

In this study, the NIRS channels covered a scalp area of approximately of 11.25 cm2 

where the C3 position was in the hypothetical centre of this area. The motor cortex of 

the human brain is a complex structure and was subjected many studies. Also the 

definition of the motor cortex evolved over time, for instance, Fulton (Fulton 1950) 

published a manuscript, which suggested that the motor cortex was built of a motor area 

and consisted, only, with a gigantopyramidalis (Area 4 of Brodmann). Later a premotor 

cortex was described and assigned as an Area 6 of Brodmann. Later, a third component 

of the motor cortex was included: Areas 9,10,11 and 12 of Brodmann (Halsband, Ito et 

al. 1993). 
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A recent fMRI study on motor cortex activation during a motor imagery revealed 

activation in Areas 3 (primary somatosensory cortex) and 6 (premotor cortex and 

supplementary motor area) of Brodmann as well as cerebellum and thalamus 

(Mokienko, Chervyakov et al. 2013). 

However, Berman, et al. (Berman, Horovitz et al. 2012) showed that during a motor 

imagery task the participants frequently and involuntary activated muscle and even a 

minimal and accidental muscle activation can lead to an increase in BOLD signal over 

the primary motor cortex area. Hence, the electromyography can potentially help to 

eliminate any muscle activation attributable to motor imagery.  

The limitation of this study is such that electromyography was not used. Another 

problem is that the pDOC patients can have involuntary muscle spasms. All these 

factors, therefore, could potentially lead to the haemoglobin concentration changes. 

That is why it would be recommended to use the ERD/ERS, which would be an 

additional way of the validation of the signal’s origin namely: cortical activity vs not 

cortical sources. Moreover, as presented in table 7.1 and 7.2, there was a pattern of the 

signal changes, with the stronger response from the healthy group then from the pDOC 

patients. Within the pDOC patients there also was a pattern of general stronger response 

from the MCS then from the VS patients. Additional the pattern shows lateralised, over 

the left hemisphere, response on both modalities, the EEG and NIRS.   
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7.5.2 Correlation between NIRS and EEG response to motor imagery task 

Another problem is how to correlate the EEG and NIRS signal changes occurring 

during a motor activation over the EEG C3 position region. Recently, Zama and 

Shimada (Zama and Shimada 2015) found a strong negative correlation between NIRS 

oxyHb concentration changes and EEG changes expressed as a readiness potential 

(Pearson's correlation r(2) = 0.235, p = 0.03)) occurring during a self-paced motor 

imagery of pressing a button in healthy controls.  

The main difference from the Zama’s study and this study is such that their study 

reports on the readiness potential, which is a negative small voltage shift one second 

prior to the motor task execution. While the current study assesses the ERD/ERS, which 

is a change in the synchrony of neuronal population expressed as a change in the power 

frequency bands (Mehnert 2014).  

Moreover, Zama and Shimada, used different statistical approach to compare responses 

from EEG and NIRS, namely they assessed the area under curve on receiver operator 

curve statistics, from the Z values of the oxyHb concentration changes (Zama and 

Shimada 2015).  

There are advantages of the simultaneous recording of NIRS and EEG. As shown by 

Fazli, et al. (Fazli, Mehnert et al. 2012) simultaneous measurements of NIRS and EEG 

may lead to improvements the classification accuracy of motor imagery by 5%, reached 

statistical significance (p<0.001). Not only the NIRS and EEG was built within one BCI 

system, but also another group developed a probe for simultaneous recording of NIRS 

and EEG signals (Cooper, Everdell et al. 2009). There are also commercially available 

combined NIRS and EEG systems, for instance, Artinis (Artinis Medical Systems, The 

Netherlands), or from the Brain Products (Brain Products GmbH, Germany). 
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7.6 Conclusion  

This work presents the brain responses measureable with the EEG and NIRS techniques 

during a motor task in patients with pDOC.  

The main aim was to establish whether the electrical and hemodynamic changes are 

temporally and spatially related, hence, whether the measured changes on NIRS and 

EEG signal were related and occurred in a response to the motor task. The study 

showed some positive results on coexistence of both electrical and haemodynamic 

responses, indicating, therefore, a feasibility of the use of NIRS and EEG for 

assessment of the brain function in pDOC patients. However, the results warrant the 

need for further research to explore more in detail the relation between neuronal and 

haemodynamic responses after the brain injury.  
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CHAPTER 8 ABILITY TO DISCRIMINATE BETWEEN OWN NAME 

AND OTHER NAMES IN PDOC PATIENTS  

 

This is an experimental chapter exploring the difference in brain reaction to one’s own 

name and to others names in pDOC patients using EEG. The feasibility of the use of a 

subject’s own name has been established previously, this study, however, is novel 

because of the way of the data analysis (Statistical Parametric Mapping software) and 

the used stimuli (subject’s own name contrasted against other names).  

 

8.1 Introduction 

Our first name has been used for assessment of attention since Wood and Cowan (Wood 

and Cowan 1995) described a “cocktail party phenomenon”, which is the ability to 

detect one’s own first name, even if it is said by an unattended speaker in a noisy 

environment.  

The brain responses to a subject’s own name have been evaluated using event related 

potentials (ERP) approach for assessment of a brain electrical activation. The brain 

response to subject’s own name usually occurs within the time window of 250 to 800 

ms post stimuli.  

The first component of ERP is a positive-going-wave occurring approximately at 250-

350 ms post stimuli with the maximum amplitude over fronto-central electrodes and it 
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is called a P300. The P300 is usually a marker of various cognitive functions such as 

stimulus recognition, subjective significance and working memory updating (Coles, 

Gratton et al. 1988), (Polich 1987). The P300 can also be evoked by a rare stimulus 

presented with a trail of standard stimuli (an oddball paradigm). The P300 component is 

characterised by its amplitude and latency. Amplitude (µV) is defined as the difference 

between the mean pre-stimulus baseline voltage and the largest positive-going peak of 

ERP within a time window. Latency is expressed in milliseconds and this is the time 

from stimulus onset to the point of maximum amplitude within a time window (Polich 

2007).  

As mentioned above, the P300 component can be elicited by an unpredictable or 

surprising stimulus occurring during listening to the trail of auditory stimuli. 

Interestingly, despite many years of studies there is still lack of consensus about the 

exact meaning of the ERP. The most widely recognised, but also criticized theory is the 

“context updating” theory proposed by Donchin (Donchin 1981). This theory says that 

any sensory information initially has been stored in the working memory and compared 

with the previous one, if the new one is different or unexpected, then P300 is elicited 

(Polich 2007). 

The P300 wave has two distinguishable spatially components: a frontal one - P3a and 

parietal P3b component. The meaning of these two components was further investigated 

by Verleger, et al. (Verleger, Jaskowski et al. 1994) who hypothesised that the P3b 

component was observed for targets that were infrequent but in some sense expected, 

while P3a seems to be elicited by a stimulus truly unexpected. Others authors also have 

shown that P3b increases with the task relevance and motivation for processing of the 

information; this may be interpreted as stimulus evaluation and categorization, which is 

a part of context updating theory (Lenartowicz, Escobedo-Quiroz et al. 2010). 
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The brain responses to subjects’ own name were studied in many different clinical and 

developmental scenarios, for example on neonates, on normal subjects in sleep, in coma 

and on people with disorders of consciousness. Parise, et al. (Parise, Friederici et al. 

2010) investigated brain responses to the subject’s own name in four month old infants 

and showed, that the infants were able to differentiate from an own first name and other 

names based only on a first phoneme. Moreover, the infants from their study appeared 

to be more attentive to a person calling their name when compared to other name.  

Another component of the ERP brain response to the own name occurs approximately 

from 400 ms to 800 ms and is called a posterior positive (PP). The studies showed that 

this occurs during a recollection and retrieval processes (Holeckova, Fischer et al. 

2006). 

Hence, the use of the responses from around 300 ms and 700 ms post stimuli and 

contrasting the response to the own name against the response to other names may add 

to our understanding of brain function in pDOC patients. 
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8.2 Aims 

 

The main aims of this study were as follows; 

1. To obtain a spatial and temporal pattern of the ERP response to subject’s own 

name and other names from the control group 

2. To obtain a spatial and temporal pattern of the ERP response to own name and 

to other names from the pDOC patients 

3. To use the SPM software to visualise the EEG responses   
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8.3 Methods  

8.3.1 Subjects  

Controls 

Twelve healthy, right – handed volunteers (5 female mean age 39.09 years, SD 5.26) 

were included in the study. None of them suffered from neurological or psychiatric 

disorders, substance abuse or brain injury, also none of them was on psychotropic 

medications (according to a self-report). Handedness of the subjects was measured by 

the self-report of the side they used in writing and eating. None of them had history of 

handedness correction. 

Written informed consent was obtained from all the subjects or relatives of the patients 

prior to the study. The investigation was carried out in accordance with the latest 

version of the Declaration of Helsinki and the study was approved by the Ethics 

Committee (please see Appendix 1). 

Prolonged Disorders of Consciousness Patients 

Please see the chapter 4 of this thesis for a detailed description of the patients included 

in the study.  

8.3.2 Experiment 

 

During the experiment three types of auditory stimuli were presented: subject’s own 

name, other names and reversed names. There were three block types: other names, 

reversed names and rest (no auditory stimuli). The auditory stimuli were presented in 
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blocks totalling 15 stimuli each. The inter-stimulus interval was fixed at 2000 ms. Each 

auditory block lasted for 35.5 secs and was followed by a 10 sec long rest block. 22 

blocks were presented producing 44 subject’s own name trials, 143 other name trials 

and 143 reversed name trials in total, per subject. The duration of the audio stimuli 

ranged from 292 ms to 736 ms, average = 500 ms (Figure 8.1). 

Figure 8.1 Auditory paradigm used for event related potential responses to subject’s 

own name paradigm 

 

This figure presents an overview on the auditory paradigm used to evoke an Event Related 

Potentials; each activation block lasted for 35.5 sec, 15 stimuli per block with a random 

presentation of two ‘subject own name’ events and 13 other stimuli or reversed names, in total 

22 blocks were presented, 11 with the other names and 11 with reversed names. 

 

The auditory stimuli (names) were recorded by a male native English speaker using a 

Magix music editor version 2.0 and the audio files were edited using the Praat software. 

The reversed name stimuli were simply time reversed other names used in this 

experiment (spectrogram was reflected across the midpoint of the y axis. The stimuli 

were delivered binaurally through the earphones using evoke software 3.1.5 (ANT 

Neuro, Enscheda, The Netherlands) with , sound levels set to 70 dB. 
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8.3.3 EEG Data registration and analysis 

 

EEG was acquired using a Waveguard 64 EEG sensor-cap (ANT-Neuro, Enscheda, the 

Netherlands) whose standard sensor positions were derived from the 10-20 system 

(Jasper, 1958) and additional positions being determined from the 10-10 electrode 

placement system. In this study, EEG was recorded from 64 sensor positions (see 

Chapter 3).  

The data was analysed using the SPM. The EEG data were converted from the *cnt 

format to the readable by SPM8 run using Matlab (Matlab version R2011a, MathWorks, 

Natick MA). The converted EEG data was subjected a high-pass filter of 1 Hz to 

eliminate slow drift correction, then eye artefact correction according to a script written 

to the SPM8 (Berg eye movement correction) was performed. At this stage two out of 

12 healthy subjects’ and one out of 16 pDOC data sets were excluded from the further 

analysis due to excessive artefacts. Subsequently three epochs were created for each of 

the three conditions: subject’s own name, other names and reversed names with the 

epoch beginning 100 ms before the stimulus onset and ending 1000 ms after this.  

The data were, then, low - pass filtered at 30 Hz to eliminate muscle artefact and the 

EEG gamma frequency band. Subsequently 3D images were created for each trial, 

which represented changes of the scalp recorded potentials in scalp space (two 

dimensions, X and Y) over peri-stimulus time (z dimension). These images were 

generated from root-mean-square values at each location (Litvak, Mattout et al. 2011). 

Therefore, a single image per trial contained information about the electrical signal in 

µvol. For the controls the data was taken into a further step of analysis, a second level 

of analysis, where one- way-ANOVA with R-levels and F-test was performed. Three 

contrasts were identified and the contrast between responses to own name versus 
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responses to other names was examined for statistical differences, since this contrast 

was deemed as the most indicative of the self-awareness. The results were assessed with 

an F test for differences of either polarity. The results were initially thresholded at 

p=0.001 uncorrected with FWE correction based on random field theory, as described 

by Litvak and others (Litvak, Mattout et al. 2011). As the epoch lasted 1100 ms and I 

was not expecting ERP responses throughout this time, I used two time defined 

volumes of interest at 250-350 ms and 600-800 ms post-stimulus. These masks were 

applied to the SPM as a small volume correction and only those regions that survived a 

family wise error correction (FEW) of p <.05 corrected for multiple comparisons are 

reported (Litvak, Mattout et al. 2011).  

 

8.4 Results 

 

8.4.1EEG responses to subject’s own name in control population 

 

In ten controls both auditory stimuli carrying information (own name and other names) 

elicited a large P3 component culminating at the Cz position and occurring between 250 

to 350 ms post stimuli. Interestingly, the non-sense stimuli (reversed names) elicited 

only minimal response. A repeated measures of variances showed significant 

differences between all three types of stimuli, Bonferroni corrected p=0.02. The most 

significant responses within the two time windows from 250 to 350 ms and from 600 to 

800 ms post stimuli and the graphical presentation of the sensors *time*space are 

presented in the Figure 8.2 and Table 8.1. 
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Figure 8.2 Control subjects response to own name at latency of 250-350 ms and at 600-

800 ms 

 

This figure presents responses to subject’s own name in control subjects (n=10) with (A) 

response at a latency of 250-350 ms and (B) a latency of 600-800 ms. Red arrows indicate the 

most significant response using the F test to the contrast own name against other names  
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Table 8.1 Early and late EEG responses to subject own name paradigm in in control 

subjects  

N=10, 

controls 
Peak – level 

Response 

time 

P FEW 

corrected 
F Z| 

P 

uncorrected 
mm mm ms 

Cortical 

projection 

250-350 ms 0.003 25.58 3.77 <0.0001 0 2 307 
Superior 

frontal* 

600-800 ms 0.012 49.22 4.67 <0.0001 -34 -36 703 
Superior 

parietal 

This table presents the responses in healthy controls (n=10) showing the difference between 

responses to subject’s own name vs. other names. The result was consider as significant if the 

correction using familywise error (FEW) and false discovery rate were <.05, the mm x mm 

shows the spatial position and ms indicates the time since onset for the most significant 

response.* positions taken from (Koessler, Maillard et al. 2009). 

 

As shown in the Table 8.1 and Figure 8.2 a small volume correction analysis detected 

the most significant responses over the central region for the time range from 250 ms to 

350 ms and over the left temporo-parietal cortex for the time from 600 to 800 ms 

respectively. 

The maps were generated for analysis with a minimum threshold of p< 0.001, 

uncorrected for multiple comparisons). Then a non-paired t test; differences in 

responses to own name versus to other names were considered as significant only after 

correction for multiple comparisons using the FEW and the false discovery rate (FDR) 

corrections.  
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8.4.2 EEG responses to subject’s own name in a study population 

 

The average response in pDOC patients (n=15) was weaker to the subject’s own name, 

other names and reversed names then the control group. The mean of the EEG 

responses in µVol was at Cz 250-350 ms for own name -1.20 µvol SD 4.17 vs other 

names -0.42 µvol SD 2.59. Interestingly, the non-sense stimuli (reversed names) elicited 

similar response as to other named response of -0.41 µvol SD 2.13. 

The EEG response with the latency of 600-800 ms to subject’s own name was 0.41 µvol 

SD3.93 and to other names -0.25 µvol SD 1.52. The reversed names in pDOC patients 

produced a mean response of 0.32 µvol SD 1.52.  

On group level these responses were not significantly different, however, on the single 

subject level, I have identified four patients, who developed significantly different 

responses to own name from the responses to other names (Figure 8.3 and Table 8.2). 
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Figure 8.3 Patients’ responses to own name at latency of 250-350 ms and at 600-800 

ms 

 

This figure presents both; early (250-350 ms) response and late (600-800 ms) responses in four 

patients with disorder of consciousness; Red arrows indicate the most significant response using 

the F test to the contrast own name against other names. VS= Vegetative State, MCS= 

Minimally Conscious State   
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Table 8.2 Responses from four pDOC patients showing the ERP different response to 

subject own name paradigm 

Peak – level 

Subject 

number 

 

P value; 

FEW 

corrected 

 

F Z| 
P 

uncorrected 
mm mm ms 

Cortical 

projection *  

2MCS <0.001 34.33 5.59 <0.0001 -4 -8 180 cuneus 

2MCS 0.013 25.09 4.78 <0.0001 -50 -52 471 
Middle 

temporal 

13VS 0.021 20.46 4.30 <0.0001 4 35 265 

Pre-central / 

superior 

frontal 

13VS 0.001 29.14 5.15 <0.0001 26 29 625 

Pre-central / 

superior 

frontal 

15MCS 0.065 16.19 3.80 <0.0001 -47 40 346 Post-central 

15MCS 0.016 21.02 4.36 <0.0001 4 -9 617 Post-central  

16MCS 0.050 22.14 4.48 <0.0001 -13 -62 268 

Middle / 

inferior 

temporal left 

This table presents the responses in four patients with disorder of consciousness (pDOC), 

including vegetative state (VS) and minimally conscious state (MCS) patients; to subjects own 

name and other names. The result was consider as significant if the correction using familywise 

error (FEW) and false discovery rate (FDR) were <.05, the mm x mm shows the spatial position 

and ms indicates the time since onset for the most significant response. * according to (Koessler, 

Maillard et al. 2009).  
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8.5 Discussion 

 

The main aim of this study was to evaluate whether some patients with pDOC can elicit 

similar EEG patterns to the control subjects to the own name. Furthermore, the 

difference in the response to subject’s own name and response to other names was 

investigated. This was because significant differences between brain responses to own 

versus others’ names are unlikely to be due to any low-level auditory or even phonemic 

factors, but more plausibly to higher-level (auditory object) (Snyder, Gregg et al. 2012) 

detection, or to the personal and emotional salience associated with hearing one’s own 

name. Hence, the positive results I observed in a sub-group of patients (three MCS 

patients out of 11 and one VS patient out of five) could be an index of a certain level of 

self-awareness. 

8.5.1 Endogenous potentials and exogenous potentials  

The BAEP were reported in Chapter 4. 

Seven out of 16 pDOC patients had BAEP latencies in normal range. The BAEP 

technique has been used for detection of ability to hear, but not confirm an ability to 

understand spoken language, while the late cognitive potentials, at latencies around 300 

ms and 800 ms are cortically derived. For instance, Boris Kotchoubey (Kotchoubey 

2005) explored the relation between exogenous, also known as the evoked auditory or a 

short latency potentials with the latencies up to 100 ms and endogenous, known as 

event related potentials with latency above 200 ms. The former (exogenous) depend 

mainly on stimulus qualities, while the latter (endogenous) depend on the task and the 

subjects’ state, hence both potentials assess different aspects of the brain function. In 

other words, the exogenous components correspond with the activation of the ascending 
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pathways to the primary cortex and the endogenous components correspond with the 

cortical, subcortical and associative areas activation (Demertzi, Vanhaudenhuyse et al. 

2008).  

Previously it has been shown that own name stimuli activate subjects cortex and 

produce responses with latency approximately 300 ms, also called P3 potentials as well 

as late response around 700 ms. Schnakers and Perrin (Schnakers, Perrin et al. 2008) 

showed that the response to subject’s own name, both in active and passive paradigm 

can be expected around 650 ms post stimuli, or even with latencies up to 762 ms in VS 

patients and in MCS patients to 711 ms post subject’s own name stimulus respectively 

(Perrin, Schnakers et al. 2006). 

The paradigm in the current study was similar to that used by other researchers in the 

field (where either others’ names or time reversed names have been used (Fischer, 

Dailler et al. 2008; Fischer, Luaute et al. 2010), or use both others’ and reversed names 

in the same paradigm in healthy controls (Holler, Kronbichler et al. 2011) but not in 

pDOC patients yet. Also, I embedded the subject’s own name stimuli in blocks of either 

others’ names or reversed names to be sure that ERPs are in response to transient 

changes in the acoustic signal rather than fluctuations in brain state that may confound 

blocked experimental trials.  

8.5.2 Awareness of self, as an ability to differentiate between the own name and other 

names  

The aim of this study was to identify brain responses to subject’s own name and others’ 

names. I accomplished this by embedding SON stimuli in blocks of either others’ 

names or reversed names to be sure that ERPs were in response to transient changes in 

the acoustic signal rather than fluctuations in brain state that may confound blocked 

experimental trials. I chose the contrast SON vs. others’ names as these were the most 
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similar conditions and differed in semantic salience. While the reversed names were 

part of the experimental paradigm, I did not contrast these trials directly with SON trials 

because any ERP differences could have been driven by either semantic or phonotactics 

differences. I did however utilize the SON trials that were embedded in the reversed 

name blocks. For the 10 control subjects I identified two main positive responses in 

keeping with previous studies: A) an early polarity positive response around 300ms, 

which is typically maximal in the frontal or central midline electrodes(Berlad and Pratt 

1995); B) a later, also polarity positive, ERP between 600-800ms, also known as a “late 

slow wave” with left parietal topology (Holeckova, Fischer et al. 2006). The early 

response is deemed to reflect cognitive functions such as stimulus recognition and 

working memory updating (Polich 1987) while the late response is believed to occur 

during recollection and retrieval processes (Holeckova, Fischer et al. 2006). The 

topology of these two responses in the control subjects was consistent with the earlier 

studies cited above i.e. central for the early response and left-lateralized (parietal) for 

the later response. 

In the patient group, 4/16 (25%) had statistically significant responses to SON vs 

others’ names. Two had a very similar topology to controls while two had an opposite 

polarity in response to others’ names. Two pDOC patients had significant response in 

both time windows, while one subject only had an early response. The final responder 

had two peaks occurring a little earlier than the controls.  

This PhD study extends, those performed previously studies in this field through 

focussing on a salient contrast i.e. that between SON and others names. Fisher et al 

(Fischer, Dailler et al. 2008) assessed comatose rather that pDOC patients and found in 

21 out of 51 a positive ERP to subject’s own name at the latency of 602ms, 671ms and 

722ms at Fz, Cz and Pz respectively. Others showed that pDOC patients had stronger 

ERP response to own name uttered by familiar voice (Holeckova, Fischer et al. 2006) 
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(Del Giudice, Blume et al. 2016). Additionally, it was shown that pDOC patients in 

active condition such as counting down the SONs evoked stronger response then in 

unattended (passive) condition (Schnakers, Giacino et al. 2015) (Hauger, Schnakers et 

al. 2015). Furthermore, a strong response to a SON in pDOC patients was reported if a 

SON was contrasted against a meaningless sound (Demertzi, Vanhaudenhuyse et al. 

2008). 

In this study one VS patient (13VS) who demonstrated consistent ERP responses to 

their own name was diagnosed using the SMART assessment, and was not thought to 

have any behavioural responses indicating self-awareness, or awareness of the 

environment. The clinical EEG of this patient was dominated by delta rhythm, yet this 

patient had normal BAEPs and similar ERPs on the own name paradigm to controls. 

This finding is in keeping with previous studies, strongly suggesting that some of the 

VS patients had preserved cognitive function, hence, these patients should be 

considered as “functionally locked-in patients” (Formisano, D'Ippolito et al. 2013).  

 

Various psychological experiments have shown that hearing one’s own name can lead 

to an increase in attention. For instance, by using shadowing procedures or distractions, 

Howarth and Ellis (Howarth and Ellis 1961) showed that the auditory threshold for 

perceiving one’s own name was lower than for hearing other names. Others have 

suggested that there is a connection between one’s name, personal identity, memory and 

attention (Dion 1983). It has been shown that one’s own name, when presented as a 

novel stimuli or ‘deviant’ in an oddball paradigm can generate responses related to 

cognitive abilities such as attention orienting, categorization and memory updating 

(Holeckova, Fischer et al. 2006), in healthy controls (Tateuchi, Itoh et al. 2012) and in 

pDOC patients (Schnakers, Perrin et al. 2008).  
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The event related response to one’s own name occur during both a passive listening 

(Perrin, Schnakers et al. 2006) and an active condition when pDOC patients were asked 

to count the amount of the subject’s own name presented (Schnakers, Perrin et al. 

2008), (Lechinger, Wielek et al. 2016). Furthermore, a strong response to subject’s own 

name in pDOC patients was reported if the subject’s own name was contrasted against a 

meaningless sound (Demertzi, Vanhaudenhuyse et al. 2008). Additionally, the presence 

of the cognitive potentials had a positive predictive value in regard to further recovery 

of consciousness (Vanhaudenhuyse, Laureys et al. 2008). 

Only recently has it been proposed that for the assessment of brain function in pDOC 

patients it would be good to use a person specific and person relevant stimuli. For 

instance, del Giudice et al. (Del Giudice, Blume et al. 2016) showed that one in four 

patients with VS/MCS responded not only to own name (using an ERD approach), but 

even stronger to own name uttered by a familiar voice. The approach doesn’t have to be 

auditory, an alternative sensory route is visual, where pictures of one’s own face are 

contrasted with unfamiliar faces (Laureys, Perrin et al. 2007). Even clinical studies 

suggest that person-relevant stimuli may be best for bedside and behavioural 

assessment. Cheng et al. (Cheng, Gosseries et al. 2013) showed in eighty six VS 

subjects that using the patient’s own name as opposed to a meaningless loud sound, 

such as ringing a bell, was more effective in evoking a localisation-to-sound response, 

for instance, turning eyes or head towards the sound source. Others have also suggested 

using personally meaningful stimuli for brain function assessment in pDOC patients, for 

instance, by using pre- injury personally relevant stimuli, such as patients’ favourite 

music or similar (Perrin, Castro et al. 2015). 
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8.6 Conclusion  

This study has shown the feasibility of the use of self-relevant stimuli such as subject’s 

own name, for assessment of brain function in pDOC patients, in particular for patients 

who were deemed to be in the VS. The results of this study can help the treating team to 

tailor medical and psycho-social management accordingly, for instance, with the careful 

pain and mood management as well as appropriate leisure activities, for patients, who 

are considered as being “functionally locked in syndrome”.  
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CHAPTER 9 GENERAL DISCUSSION  

 

9.1 Summary of the experiments results performed for this thesis 

 

This thesis comprise of several experiments performed in order to better understand 

brain function in pDOC patients. Sixteen pDOC patients and 22 controls were included 

into this study. Patients included to this study underwent both: clinical and experimental 

assessments. 

Clinically, the patients were assessed using several techniques to confirm the diagnosis 

of pDOC and to assign them into the VS or MCS group. I used meticulous, bedside 

behavioural assessment tools; the CRS-R, WHIM and SMART. I also applied 

neurophysiological assessments such as resting state EEG and BAEP. I performed 

further analysis of the resting state EEG in order to obtain an EEG spectral analysis.  

The results of the bedside, behavioural assessments were corresponding with the 

neurophysiological results, hence, VS patients, who were diagnosed using the 

behavioural scales, had more frequently slow, mainly delta rhythm EEG. The MCS 

patients usually had better formed brain electrical activity with some intermittent theta 

frequencies. EEG spectral analysis, however, shown that all the patients have 

predominantly slower brain activity. 

Experimental phase of this PhD included using two different techniques: NIRS and 

EEG and two different activation tasks; namely passive and active tasks.  
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First, brain responses were evaluated using a motor task, during which the pDOC 

patients were asked “imagine you are squezzing a ball with your right hand”. This study 

showed that the NIRS technique can be used for the assessment of responsiveness in 

pDOC patients. Moreover, this PhD thesis identifies three main types of haemodynamic 

response patterns during the motor imagery. Furthermore, the analysis of simultaneous 

recorded NIRS and EEG signals during the motor imagery task showed that eight out of 

16 pDOC developed similar responses on both modalities. This is potentially an 

important contribution of this PhD study, because until now only EEG was used for the 

bedside brain function assessment, hence, this thesis enriches the possible diagnostic 

tools for the use for the pDOC patients. 

In a passive paradigm I assessed the EEG differences in responses to subjects’ own 

name and other names in pDOC patients. Both stimuli can be meaningful, hence, the 

ability to discriminate the own name from the other first names, could indicate self-

awareness. In this study, four patients developed a significant response to own name as 

opposed to the other names. This result contributes to the field, since only recently, it 

was suggested that the use of a person-important and specific stimuli, for example, 

autobiographical events or favourite music can promote responsiveness in the pDOC 

patients. The finding from this thesis could be potentially implemented in the daily 

clinical practise. For example, by using familiar stimuli such as music or pictures for 

bedside assessment of brain function in pDOC patients during their rehabilitation 

process.  
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Interestingly, this thesis indicated that some of the VS patients were able to wilfully 

modulate their brain activity; hence, on the group level there was not statistical 

significant difference between the two groups of patients. One possible explanation 

would be that this strict approach to make a diagnosis of either VS or MCS should be 

reviewed. To support this statement, recently, Liberati, et al. (Liberati, Hunefeldt et al. 

2014) reviewed PET, EEG and fMRI studies, which were performed with the aim to 

confirm behaviourally established diagnosis of VS or MCS diagnosis and showed that 

only half of these studies reported statistically significant differences between VS and 

MCS patients.  

However others, for instance, Coleman, et al. (Coleman, Menon et al. 2005) and 

Lehembre, et al. (Lehembre, Marie-Aurelie et al. 2012) showed that using EEG and 

fMRI techniques it was possible to stratify patients into either the VS or MCS group, 

solely based on the strength of brain signal. It was found that the MCS patients had 

higher frontal-to-posterior connectivity in theta band or increased BOLD signal as a 

response to stimuli respectively. 

Another group found the relation between EEG alpha and theta oscillations with the 

higher scores on the CRS-R, however, with no statistical difference between VS and 

MCS patients (Lechinger, Bothe et al. 2013). Similar results were reported by 

Kotchoubey, et al., (Kotchoubey, Merz et al. 2013) when authors showed there was no 

significant difference in response to emotional stimuli in patients with VS and MCS 

using the fMRI technique, even though the MSC patients (n=6) showed significant 

higher global connectivity in the brain regions linked to empathy. 

Notwithstanding, the functional neuroimaging results suggest possible correlation 

between the strength of the brain signal and a better prognosis for the pDOC patients in 
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regard to the future emergence from disorder of consciousness (Coleman, Davis et al. 

2009; Monti, Vanhaudenhuyse et al. 2010).  

The results of this thesis contributed to the field by providing further evidence that some 

VS patients have indeed preserved brain function and their brain function enabled them 

to respond to environmental stimuli, albeit this could be detected only by using 

technology such as NIRS or EEG.  

 

9.2 Further work and future prospects 

The important area, where the findings of this thesis could be potentially implemented 

is the BCI. Initially, the EEG was the golden standard used for BCI systems, however, 

recently it has been suggested that the use of concurrent recordings of NIRS and EEG 

may be beneficial. Recently, NIRS based BCI systems have been implemented on 

healthy subjects with promising results. More importantly, not only cross-validation 

accuracies were high for the binary tasks, but also for the three-, four-, and five-class 

problems, respectively, which has the potential to provide users with more outputs, 

thereby increasing the rate of communication (Weyand and Chau 2015).  

This PhD study shows that some of the pDOC patients could have preserved brain 

function enabling them to alter the EEG and NIRS signals, hence, these patients were in 

a state called “functionally locked-in syndrome”. Potentially, this subpopulation of 

patients would benefit from the use of a NIRS-BCI system. 

Another area  
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