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The relation between collective properties and performance of antiagglomerants (AAs) used in
hydrate management is handled using molecular dynamics simulations and enhanced sampling tech-
niques. A thin film of AAs adsorbed at the interface between one flat sII methane hydrate substrate
and a fluid hydrocarbon mixture containing methane and n-dodecane is studied. The AA consid-
ered is a surface-active compound with a complex hydrophilic head that contains both amide and
tertiary ammonium cation groups and hydrophobic tails. At sufficiently high AA density, the inter-
play between the surfactant layer and the liquid hydrocarbon excludes methane from the interfacial
region. In this scenario, we combine metadynamics and umbrella sampling frameworks to study
accurately the free-energy landscape and the equilibrium rates associated with the transport of one
methane molecule across the AA film. We observe that local configurational changes of the liquid
hydrocarbon packed within the AA film are associated with high free-energy barriers for methane
transport. The time scales estimated for the transport of methane across the AA film can be, in
some cases, comparable to those reported in the literature for the growth of the hydrates, suggesting
that one possible mechanism by which AAs delay the formation of hydrate plugs could be providing
a barrier to methane transport. Considering the interplay between structural design and collective
properties of AAs might be of relevance to improve their performance in flow assurance.
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INTRODUCTION

Gas hydrates, also known as clathrate hydrates, are
ice-like inclusion compounds consisting of polyhedral
hydrogen-bonded water cages stabilized by guest gas
molecules [1–3]. They are not chemical compounds
because no strong chemical bonds exist between water
and gas molecules [4, 5]. They are formed under
high-pressure and low-temperature conditions such as
those found in deep oceans and pipelines [6]. The
gas molecules able to be trapped (enclathrated) into
the water cages are usually small (< 10 Å): methane,
ethane, propane, 1-butane, nitrogen, hydrogen, and
carbon dioxide [7]. Clathrate hydrates are relevant in
a variety of scientific and industrial contexts, including
climate change modeling [8], carbon dioxide seques-
tration [9], hydrocarbon extraction [10], hydrogen and
natural gas storage [10–12], separation and refrigeration
technologies [13], marine biology [14], and planetary
surface chemistry [15]. Of particular interest are the
hydrocarbon hydrates that can form blockages in oil and
gas pipelines [3, 16]. This phenomenon severely affects
the safety of pipeline flow assurance [16].

Three major stages are associated with hydrate
plug formation: nucleation [3, 17], growth [3, 18], and
agglomeration [19, 20]. Numerous experimental inves-
tigations [3, 21–26], modeling, and simulations [27–31]
have contributed to the current understanding of such
stages. As offshore drilling activities have moved towards
geological sites of deeper waters and colder tempera-

tures [32], the community is facing ever-more severe
technical challenges. To manage hydrates in pipelines,
hydrate inhibitors are used. They are differentiated
depending on their mode of action: thermodynamic
hydrate inhibitors (TIs) [10], such as methanol and
monoethylene glycol, shift the stability conditions of
hydrates to lower temperatures and higher pressures,
but require large amounts (10 to 50 wt%) to be effective.
Low dosage hydrate inhibitors (LDHIs) [2] instead are
effective at concentrations as low as 1 wt% of water.
LDHIs were introduced in the mid-1980s and early
1990s [33]. Unlike TIs, LDHIs do not influence the
thermodynamics of hydrates formation but affect its
kinetics [2]. Kinetic hydrate inhibitors (KHIs) and anti-
agglomerants (AAs) are the two main LDHIs classes [34].
Most KHIs are polymeric compounds containing amide
groups, such as poly(N -vinylpyrrolidone), polyvinyl-
caprolactam, and polydiethylacrylamide [2, 35]. They
are believed to delay hydrate nucleation and/or growth.
AAs, mostly surface-active surfactants, are usually
amphiphilic chemicals with complex hydrophobic tails
and hydrophilic headgroups [36]. They allow the hydrate
particles to form but keep them dispersed, yielding trans-
portable slurries [2, 16, 37]. When AAs adsorb at the
oil-hydrate interface, the hydrophobic tails preferably
point toward the hydrocarbon phase, possibly inducing
an effective repulsion when two hydrates approach each
other [3, 38, 39]. When the AAs polar headgroups are
adsorbed on the hydrate surface, they could interfere
with the hydrate growth [37, 40]. Quaternary ammonium
salts, first developed by Shell in the early 1990s, are the
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most well-known AAs [41]. Promising performance of
commercial additives and new AAs have been reported
by several research groups [37, 42–46]. Most AAs are
only effective at low water content (e.g., less than 30%),
but some can be effective at high water content (up
to 80%), such as those reported by Gao [47]. While
the use of AAs is increasing in subsea projects across
the industry [48], their mechanisms of action remain
poorly understood. Such understanding is necessary to
improve their cost effectiveness and expand the range of
conditions over which their use is safe and convenient.

Because classical molecular dynamics (MD) simula-
tions can follow the trajectories of individual molecules,
MD has been the preferred technique to investigate the
formation of hydrates with and without the presence
of KHIs [4, 5, 36, 39, 49–51]. Recent numerical studies
have concentrated on the relation between structure
and performance of model AAs, with the emergent
molecular-level characterization of the surface adsorp-
tion mechanisms of surfactants to hydrates considered
as a signature of microscopic performance [52, 53]. The
coalescence mechanisms of gas hydrate crystals and
water droplet have also been studied [39]. Recently, Bui
et al. [36] related the macroscopic performance of a class
of AAs in flow-assurance applications to the molecular-
level properties of the surfactant interfacial film. Those
simulations, compared to experiments, suggested that
effective AAs could provide energy barriers in methane
transport.

In the present work, the authors quantify such energy
barriers as experienced by one methane molecule diffus-
ing from the hydrocarbon phase to the growing hydrate.
Building on the work of Bui et al. [36], we consider the
AA that is most effective at excluding methane from the
film of AAs formed at the water-hydrocarbon interface.
This AA was determined to have good performance in
laboratory tests designed to screen AAs for flow assur-
ance applications. The metadynamics [54] (metaD) and
umbrella sampling [55] (US) frameworks are combined
to study accurately the free-energy (FE) landscape and
the equilibrium rates associated with the transport mech-
anisms of one free methane molecule across a densely
packed interfacial layer. At sufficiently high AA density,
we show that the FE barrier is caused by local config-
urational changes of the liquid hydrocarbon molecules
packed within the AA film.

METHODS

Unbiased MD simulations

MD simulations were performed with the GROMACS
software package, version 5.1.1 [56] using the TIP4P/Ice

water model [57]. Biased simulations were performed
using version 2.3 of the plugin for FE calculation,
PLUMED [58]. The TIP4P/Ice model has been suc-
cessfully implemented to study hydrate nucleation and
growth [4, 59] and to investigate the performance of po-
tential hydrate inhibitors [60]. This model yields an equi-
librium temperature for the formation of gas hydrates at
high pressure close to experimental values [61]. Methane
and n-dodecane were represented within the united-atom
version of the TraPPE-UA force field [62]. AAs were
modeled using the general Amber force field (GAFF) [63],
which is often implemented for modeling organic and
pharmaceutical molecules containing H, C, N, O, S, P,
and halogens. Atomic charges were calculated with the
AM1-BCC method employed in Antechamber from the
Amber 14 suite [64]. The chloride counterions (Cl−) were
modeled as charged Lennard-Jones (LJ) spheres with the
potential parameters taken from Dang [65], without po-
larizability. The sII hydrates were considered to be the
solid substrate, and they were not allowed to vibrate in
this work. AAs, chloride counterions, n-dodecane, and
methane composed the liquid phase. Dispersive and elec-
trostatic interactions were modeled by the 12 − 6 LJ
and Coulombic potentials, respectively. The Lorentz-
Berthelot mixing rules [66, 67] were applied to deter-
mine the LJ parameters for unlike interactions from the
parameters of the pure components. The distance cut-
off for all non-bonded interactions was set to 1.4 nm.
Long-range corrections to the electrostatic interactions
were described using the particle mesh Ewald (PME)
method [68–70] with a Fourier grid spacing of 0.12 nm,
a tolerance of 10−5, and fourth-order interpolation. Pe-
riodic boundary conditions were applied in three dimen-
sions for all simulations.

To construct the initial configurations, we followed the
procedure described by Bui et al. [36]. One unit cell
of sII methane hydrates was adapted from the study of
Takeuchi et al. [71]. The sII methane hydrate unit cell
was replicated three times in the X and Y directions
(5.193 nm) and two times in the Z direction (3.462 nm).
It was then flanked by a thin liquid water film of approx-
imately 0.5 nm on both sides along the Z direction. The
desired number of AA molecules was arranged near both
sides of the hydrate substrate. The chloride counterions
(Cl−) were placed next to the AA headgroups. The n-
dodecane and methane molecules were placed within the
remainder of the simulation box. The time step used in
all the simulations was 0.001 ps, and the list of neighbors
was updated every 0.01 ps with the grid method and a
cutoff radius of 1.4 nm.

The energy of the model was first optimized with
the “steepest descent minimization” algorithm to remove
high-energy configurations. Subsequently, to minimize
the possibility that the initial configuration biased the
simulation results, an NV T temperature-annealing pro-
cedure, as implemented in GROMACS [56], was con-
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ducted. The algorithm linearly decreased the system
temperature from 1000 K to 277 K in 500 ps. In these
simulations, the hydrate substrate and chloride ions were
kept frozen. To relax the structure of n-dodecane and
AAs, a NV T simulation was conducted at 277 K for 2
ns using the Berendsen thermostat [72], with the sII hy-
drate structure kept frozen. The equilibration phase was
then conducted within the isobaric-isothermal (NPT )
ensemble under thermodynamic conditions favorable for
hydrate formation (T = 277 K and P = 20 MPa) to
equilibrate the density. During the NPT simulation, all
molecules in the system were allowed to move, including
water and methane molecules in the hydrate substrate.
The pressure coupling was applied only along the Z di-
rection of the simulation box, which allowed the X and Y
dimensions to be maintained constant. Temperature and
pressure were maintained at 277 K and 20 MPa, respec-
tively using the Berendsen thermostat and barostat [72]
for 5 ns. This is considered the most efficient algorithm
to scale simulation boxes at the beginning of a simula-
tion [73]. We then switched to the Nose-Hoover thermo-
stat [74] and the Parrinello-Rahman barostat [75] for 100
ns, which are considered more thermodynamically con-
sistent algorithms [73]. This numerical protocol allowed
the AAs to assemble and orient to form the ordered layer
described in the work of Bui et al. [36]. The system was
then equilibrated for 3 ns in NV T conditions coupling
with the v-rescale thermostat [76] (T = 277 K, τT = 0.1
ps). To define the position of the free methane molecule
in the simulation box with respect to the sII hydrate
structure, the simulation was continued in NV T condi-
tions holding in place the methane molecule enclathrated
into the water cages defining the sII hydrate structure,
as implemented with the freeze group procedure in GRO-
MACS [56].

Biased MD simulations

The phenomenon of interest (i.e. the transport of
methane across the interfacial layer) occurs on time
scales that are orders of magnitude longer than the
accessible time that can be currently simulated with
classical MD simulations. A variety of methods, referred
to as enhanced sampling techniques [77–81], can be im-
plemented to overcome this limitation. These methods
accelerate rare events and are based on constrained MD.
MetaD [54, 82–84] and US [55, 85] belong to this class
of methods: they enhance the sampling of the conforma-
tional space of a system along a few selected degrees of
freedom, named reaction coordinates or collective vari-
ables (CVs), and reconstruct the probability distribution
as a function of these CVs. These techniques are proven
powerful tools to study biological [86–89] and chemical
systems [90–92]. However, despite these successes, care
should be taken to properly choose and implement the

reaction coordinates [82–84].

We first ran a well-tempered metaD (WT-metaD) sim-
ulation [93, 94] using the three Cartesian coordinates (X,
Y and Z) of the free methane molecule as CVs. WT-
metaD is a method based on a biasing of the potential
surface. The biasing potential is dynamically placed on
top of the underlying potential energy landscape to dis-
courage the system from visiting the same points in the
configurational space. The WT-metaD time-dependent
bias, Vbias(s, t) can have any form, but a Gaussian po-
tential is usually implemented [82]:

Vbias(s, t) = ω
∑
t′<t

exp
[
− (s(t)− s(t′))2

2σ2

]
. (1)

In Eq. 1, ω is the height of the biasing potential, σ is the
width, t is the time, and s is the collective variable. Fol-
lowing the algorithm introduced by Barducci et al. [93], a
Gaussian-shaped potential is deposited every τG = 2 ps,
with height ω = ω0e

−V (s,t)/(f−1)T , where ω0 = 5 kJ/mol
is the initial height, T is the temperature of the simula-
tion, and f ≡ (T + ∆T )/T = 25 is the bias factor with
∆T a parameter with the dimension of a temperature.

In our implementation, the resolution of the recovered
FE surface is determined by the width of the Gaussian
σ = 0.25 nm along the X, Y and Z directions. This
step was motivated by the inherent competition between
different pathways that can lead to methane transport
through the AA layer, with each path characterized by
different FE barriers. WT-metaD simulations were run
restraining the position of the AA layer while allowing
the hydrocarbon molecules, both trapped at the inter-
face and present in the bulk phase, to move freely. This
was necessary to minimize local hysteresis effects that
would occur in the global convergence of the WT-metaD
resulting from the flexibility of the AA layer in defining
the Cartesian position of the free methane molecule with
respect to the AA film.

Once the possible pathways across the AA film were
identified, the potential of mean force (PMF) along
them was rigorously calculated using US. This combined
metaD/US approach, originally proposed by Zhang and
Voth [95] in the biophysical context, provides a powerful
means to calculate a physically meaningful PMF where
the convergence problem, sometimes associated with
metaD, is avoided. The approach also avoids the discon-
tinuity problem, often associated with US calculations
that assume a straight-line reaction coordinate, yielding
a physically accurate PMF [95]. It is worth noting that
in the combined metaD/US approach, the final PMF is
not sensitive to the choice of the WT-metaD parameters,
as long as they are in reasonable range because the
PMF is not directly calculated from metaD [95]. In the
WT-metaD simulations, soft walls were added on both
side of the interfacial layer to limit sampling inside the
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AA film.

Once representative pathways were identified, we cal-
culated the associated PMF using US, with the Z−
Cartesian coordinate along the preliminary pathways as
collective variable. The system was free in the X − Y
plane. To design the US windows, it is common prac-
tice to implement one of two approaches: 1) the system
is dragged using the steered dynamics [85] or 2) the ini-
tial structures are prepared by changing the position of
the CV directly followed by energy minimization [96].
As discussed by Nishizawa [96], it is possible, with these
protocols, to drive the system into configurations with
no reverse transition (i.e., breaking the ergodicity of the
system). This can be particularly true with fluid/soft
systems, where covalent bonds are not present. This
shortcoming can be associated to artifactual kinetic bar-
riers between consecutive states that slow sampling of
configurations during US. These effects could render the
free-energy profile (FEP) analysis inappropriate and/or
unfeasible using a reasonable amount of computation. To
avoid these shortcomings, we used the adiabatic biased
molecular dynamics (ABMD) framework, which is based
on the local fluctuations of the system [97–100] .

Furthermore, one must avoid inefficient sampling in
the CV orthogonal degrees of freedom (either X− or Y−
direction), despite ensuring good overlap in the Z− di-
rection. As others indicated [95, 101, 102], this numerical
issue could cause a discontinuity in configurational space
that would introduce PMF errors. To ensure the results
are reliable, we controlled the efficiency of the sampling
along the CV orthogonal degrees of freedom with the im-
plementation of the flat-bottomed potential [95, 101, 102]

Vfb(q) =
1

2
kfbΘ

[
ρ(q)−Rfb

](
ρ(q)−Rfb

)2
, (2)

where q denotes the X− or Y− direction, ρ(q) the dis-
tance from the path along which the US windows are
distributed, kfb the harmonic force constant, Θ(q) ≡
1 − Π(q) with Π(q) the rectangular function, and Rfb
the confinement radius. No constraint was added in the
X − Y plane in the present PMF calculations using the
Z-coordinate as CV, unless the methane molecule is close
to the bulk solvent or the hydrate. Therefore, as Vfb(q) is
flat-bottomed, it has no effect when the methane molecule
travels through the interfacial layer. This bias only af-
fects the overall offset of the reconstructed FEP in the
layer and not its shape [102].

Upon completion of the US simulations, FEPs were
calculated from the final 4 ns of simulation time using
the weighted histogram analysis method (WHAM) [103].
Statistical error analysis was conducted using the
integrated Monte Carlo bootstrapping framework [104],
implemented in WHAM [103], as discussed in the
Supporting Information (SI).

FIG. 1. Molecular structure of the AA with two long tails
R1 (n-dodecyl) and one short tail R2 (n-butyl).

To estimate the rate of the methane transport across
the interfacial layer, we extended the standard scope of
WT-metaD considering the recent method or Parrinello,
Salvalaglio and Tiwary [105, 106]. This technique has
been applied to study transition rates in biological and
chemical systems [89, 107–112]. We denote by τ the phys-
ical mean transition time for the methane to pass over
the energy barrier and by τM the mean transition time
obtained from the WT-metaD run. The latter is linked
to the physical mean transition time, τ , by means of the
acceleration factor,

α(t) = τ/τM = 〈eβVbias(s,t)〉M , (3)

where the angular brakets denote an average over a WT-
metaD run confined to a metastable basin, and Vbias(s, t)
is the WT-metaD time-dependent bias defined in Eq. 1.
To avoid depositing bias in the transition state region,
we increase the time lag between two successive Gaus-
sian depositions in the WT-metaD framework, τG = 400
ps [105, 106]. We confirmed that the statistics of tran-
sition times follows a Poisson distribution, performing a
two-sample Kolmogorov-Smirnov (KS) test. The com-
pliance to the KS test allowed us to asses the reliability
of the CV considered to distinguish between the differ-
ent metastable states within the US framework [105, 106]
and to reconstruct accurately the PMFs.

RESULTS AND DISCUSSION

Interfacial structure

The molecular structure of the AA considered in this
study is shown in Fig. 1, with R1 and R2 groups rep-
resenting long and short tails in one AA, respectively.
The AA molecule headgroup includes both amide and
tertiary ammonium cation groups. Following the nota-
tion of Bui et al. [36], the AA are denoted as SXLY ,
where X = 4 (n-butyl) and Y = 12 (n-dodecyl) indi-
cate the number of carbon atoms in the short (S) and
long (L) tail, respectively. The long AA tails become or-
dered, almost perpendicular to the hydrate surface, when
the surface coverage increases, as previously reported by
Bui et al. [36]. We consider a surface density ≈ 0.67
molecule/nm2, sufficiently high to yield a dense ordered
film at the hydrate-hydrocarbon interface and sufficiently
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low to allow interface regions with both low and high AA
density. To define unambiguously the spatial organiza-
tion of the AA layer, the position of the central Nitro-
gen atom on each surfactant in Fig. 2 was fixed using a
restraint potential, as implemented in GROMACS [56].
This additional numerical constraint does not impact the
analysis of the transport properties of the free methane
molecule through the AA layer as the AAs remain ad-
sorbed at the hydrate-hydrocarbon interface within the
timeframe of our MD simulations. The initial configura-
tion used in the simulations is shown in Fig. 2.

To characterize the thermodynamic and dynamical
properties of the AA film adsorbed at the interface be-
tween the flat sII methane hydrate and the hydrocar-
bon fluid, one must consider the non-isotropic distribu-
tion of the surfactant film at the interface. This spa-
tial distribution depends on the AA concentration [36]
and yields different pathways available to the passage
of the free methane molecule. We quantified the effi-
ciency of the AA layer in limiting the transport of the
methane molecule with the identification of the minimal
FE pathway. This analysis allowed for study of the trans-
port mechanisms at play when one free methane molecule
travels through the interface.

Identification of representative pathways

To identify representative pathways available to the
methane molecule to cross the AA film, we ran WT-
metaD simulations, as discussed previously. This ap-
proach was necessary to handle the non-isotropic distri-
bution of the AAs within the interfacial layer. However,
it did not prevent hysteresis effects caused by local re-
organization of the liquid hydrocarbons within the AA
layer. This hysteresis effect might occur when the bias
potential becomes sufficiently high to expel hydrocarbon
molecules from the interfacial layer. To prevent this pos-
sible shortcoming, one should consider an additional CV,
accounting for the local behaviour of the liquid hydrocar-
bon molecules. This is well known, for instance, in bi-
ological docking studies [110, 113–115]. Computational
limitations made it unfeasible to consider an additional
CV in the present work.

Instead, we ran WT-metaD simulations to identify
representative pathways. Figure 3 shows representative
FEPs obtained within the WT-metaD framework, along
with the respective snapshots to illustrate the different
scenarios. The pathways identified occur in interfacial
regions with different AA density. The minimal FEP
corresponds to the diffusion of the methane through an
interfacial region made up of a large cluster of hydrocar-
bons. These regions show a characteristic size ≈ 20Å
in the simulations, which is comparable to the molecu-
lar dimension of the dodecane molecules (cf. Figure 3a).

When hydrocarbons are confined in these narrow regions,
it is possible that the effective viscosity differs with re-
spect to that in the bulk [116]. The intermediate FEP
corresponds to the diffusion of the methane along the
edge of a hydrocarbon cluster to the surrounding AA
molecules. As shown in Figure 3b, the methane molecule
travels through the interfacial layer and eventually inter-
acts with the hydrophobic short tail of one AA, which
can be parallel to the interfacial layer. This specific ori-
entation enhances the interaction between the short tail
and the methane molecule, stabilizing the system. This
effect yields the inversion of the thermodynamic stability
of the system with respect to the global (Z/Zbox ≈ 0.27)
and local (Z/Zbox ≈ 0.36) minima observed along the
minimal FEP. The maximal FEP corresponds to the dif-
fusion of methane through a locally dense AA region,
in which a few oil molecules are trapped within the AA
layer (cf. Figure 3c). Possibly because the AA molecules
are rigid in these simulations, the transport of methane
across this region encounters a large FE barrier.

As discussed in the SI, the FEP obtained within the
metadynamics framework shows the same qualitative be-
havior as the FEP obtained within the ABMD/US frame-

FIG. 2. Initial configuration obtained after equilibration
for an AA surface density ≈ 0.67 molecule/nm2. Green
spheres represent methane molecules in the sII methane hy-
drate. Grey lines represent n-dodecane molecules, either in
the bulk or trapped within the AA layer. The free methane
molecule is shown as a red sphere. Yellow, red, blue, white,
and cyan spheres represent chloride ions, oxygen, nitrogen,
hydrogen, and carbon atoms in AA molecules, respectively.
Only half of the simulation box is shown here for clarity.
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FIG. 3. Bottom: FEPs associated with three pathways
obtained with the WT-metaD framework. Top: representa-
tive snapshots to illustrate the minimal (a), intermediate (b),
and maximal (c) scenarios. Grey and blue lines represent n-
dodecane and AA molecules, respectively. In the snapshots,
the free methane molecule is shown as a red sphere. In (b),
the AA short tail interacting with the methane molecule is
colored orange. The x-axis corresponds to the Z-Cartesian
coordinate of methane expressed in reduced units, Z/Zbox,
with Zbox the size of the simulation box along the Z direc-
tion.

work, with quantitative differences caused by numerical
artifacts. The remainder of the paper discusses the anal-
ysis on the minimal FE pathway, which shows the lowest
FE barriers for transport of methane from the hydro-
carbon to the hydrate (capture) and from the hydrate to
the hydrocarbon (escape). In the following detailed anal-
ysis, we implemented the US and ABMD frameworks, as
described previously. The minimal FEP would provide
the lowest boundary for time constants representative for
methane transport across the AAs film.

Minimal free-energy pathway

Thermodynamic properties

Two different systems were compared: 1) the AA layer
is kept frozen, as in the case of the preliminary WT-
metaD simulation and 2) the AA layer is flexible, al-
though the central nitrogen atom of each AA molecule
remains frozen. The former approach allows us to de-
fine unambiguously the Cartesian position of the free
methane molecule with respect to the AA layer. Figure 4
compares the FEP associated to the minimal FE path, as
obtained in the two approaches. In both cases, the AA

molecules induce the alignment and rigidity of the oil
molecules within the interface, as shown in Figure 2 and
reported by Bui et al. [36]. Freezing the AA molecules
does not impact the location of global and local minima,
Z/Zbox = 0.27 and Z/Zbox = 0.36, respectively, and the
FE ∆F0 ≈ 8.5 kJ/mol. This was expected as these quan-
tities correspond to AA-free locations above and below
the interfacial layer, which are not impacted by the AA
freezing. However, freezing the AA molecules yields an
increase of the FE barriers, ∆∆F ≡ ∆F frozen

c −∆F free
c ≈

7.5 kJ/mol at the transition, Z/Zbox ≈ 0.31 (cf. Fig-
ure 4). This difference highlights the interplay between
the rigidity of the AA layer and the local pliability of the
oil molecules trapped within the interfacial layer.

Transport Mechanisms

Because the results obtained when the AA layer is flex-
ible are more realistic, we further study the transport
mechanism as observed within the US/ABMD frame-
work. Figure 5 shows representative snapshots extracted
from the FEP. The free methane molecule is initially in
the bulk hydrocarbon phase, above the AA layer. When
it comes closer to the interface, it is first trapped in a
local FE minimum (Z/Zbox ≈ 0.27). This minimum
corresponds to a transition region between oil molecules
isotropically oriented in the bulk and oil molecules par-
allel to the AA tails. The methane molecule then en-

FIG. 4. FEPs associated with the passage of the free
methane molecule across the interfacial layer, obtained within
the US/ABMD framework. The AA surface density is ≈ 0.67
molecules/nm2. The x-axis corresponds to the Z-Cartesian
coordinate of methane expressed in reduced units, Z/Zbox,
with Zbox the size of the simulation box along the Z direc-
tion. We show the minimal FE pathways obtained when the
AA molecules are either frozen (red) or free (black). The acti-
vation energies associated with methane capture and escape,
∆Fc and ∆Fr, are ≈ 15.5 kJ/mol and ≈ 7 kJ/mol, respec-
tively.
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FIG. 5. Sequence of simulation snapshots representing the transport mechanism of the methane molecule (red sphere) along
the minimal FE pathway across the flat interfacial layer composed of a mixture of AA and dodecane (blue molecules). The bulk
hydrocarbon phase and the sII hydrate are not shown for clarity. The AA layer is only shown in (a). The methane molecule
initially starts in the bulk hydrocarbon phase, above the AA layer (a). The methane molecule then enters the interfacial
layer through two oil molecules (b). As the methane goes farther across the interfacial layer, the oil molecules below the
methane molecule bend, eventually forming a cage surrounding the methane molecule (c). As the methane travels farther
down, one oil molecule forming the gate begins pushing the methane molecule. At that stage, the system evolves between two
states corresponding to a closed or opened gate below the methane molecule (d). Eventually, the methane molecule is driven
underneath the AA layer (e).

ters the AA layer between two hydrocarbon molecules.
As the methane travels farther across the interfacial
layer, an energy barrier arises as the oil molecules are
displaced from the methane pathway. The transport
proceeds until one oil molecule cannot be pushed far-
ther down (0.27 . Z/Zbox . 0.31). At these condi-
tions, the oil molecule being displaced bends, eventu-
ally forming a cage surrounding the methane molecule
(Z/Zbox ≈ 0.31 ). This corresponds to the high en-
ergy transition region in the FE landscape. From this
point on, the hydrocarbon forming the cage effectively
contributes to actively pushing the methane towards the
hydrate. The system evolves between two states corre-
sponding to a closed or opened gate below the methane
molecule (0.31 . Z/Zbox . 0.34). Once the methane
molecule overcomes this transition state, it is pushed
down underneath the AA layer (Z/Zbox ≈ 0.35). The
methane molecule then reaches the local minimum corre-
sponding to the water layer between the AA layer and the
hydrate. This analysis does not explore further transport
through the water film.

Dynamical Properties

To estimate the transition rates along the FE pathway,
we considered the Kramers theory [117–122], which is
based on the inertial Langevin equation [123]:

mq̈ = −∂V
∂q
−mγq̇ +R(t) . (4)

In Eq. 4, q represents the reaction coordinate, m is
the reduced mass for the reaction coordinate, γ is the
friction coefficient, and V (q) is a PMF. R(t) is a ran-
dom force with zero mean that satisfies the fluctua-
tion theorem [124]. In the presented case, Eq. 4 is ap-
plied to the methane molecule, the reaction coordinate
is the Z-Cartesian coordinate, m represents the methane

molecule mass, and V (q) is the PMF discussed in Fig-
ure 4. The escaping/capture rates can be described
within the Kramers theory framework in terms of dif-
fusion across a FE barrier of height ∆F when the bar-
rier (and local minima) are modeled as parabolic poten-
tials [121]:

V (q) = VTS −
1

2
mω2

TS(q − qTS)2 . (5)

The Kramers theory provides a physical derivation of the
reaction rate constants in terms of the shape of the energy
profile. From intermediate to high friction regimes, the
reaction rate, k, is given as:

k =
γ

ωTS

(√
1

4
+
ω2
TS

γ2
− 1

2

)
ω0

2π
e−∆F/kBT (6)

where ω0 and ωTS represent the stiffness of the poten-
tial well and the barrier, respectively, γ = 6πηR/m the
friction coefficient, with η the effective viscosity, and ∆F
the FE barrier. Figure 6 shows the FEP fitted using har-
monic potentials at the local minimum and maximum.
This yields ω0 ≈ 100×1013 s−1 and ωTS ≈ 230×1013 s−1

(cf. details in the SI). One important parameter is the
effective viscosity η. Because of confinement of the liquid
hydrocarbon at the interface, the effective viscosity is in-
trinsically different from its bulk value [116] (≈ 2 mPa.s
at 277 K and 20 MPa). Singer and Pollock [116] showed
that the effective viscosity can increase by several or-
ders of magnitude when dodecane molecules are confined
in a space approaching the molecular dimension of the
liquid hydrocarbon. Eventually, they observed the diver-
gence of the effective viscosity. Considering η ≈ 102−105

Pa.s [116], one obtains a lower boundary for the friction
coefficient, γ > 15 × 1018 s−1 >> ωTS , characteristic of
the strong friction regime of interest here. In this limit,
Eq. 6 simplifies to [121]

k =
ω0ωTS

2πγ
e−∆F/kBT . (7)
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This approximation is often used to interpret, for
instance, the time scale characteristic for protein or
DNA conformational dynamics [89, 125]. Considering
the parameter values discussed previously, one obtains
a characteristic time scale for methane escape from the
aqueous film near the hydrate to the hydrocarbon liquid
phase, across the AA film, τesc ≈ 0.01− 1 µs.

Building on the recent method of Parrinello, Sal-
valaglio, and Tiwary [105, 106], we extend the metaD
scope to assess numerically τesc. We indicate our numer-

ical result as τ
(num)
esc in what follows. WT-metaD was

performed using the Z coordinate as CV with the pa-
rameters reported in the Methods section. The statistics

for τ
(num)
esc conformed to a Poisson distribution with mean

µ = 0.08± 0.02 µs and variance λ = 0.09 µs. The statis-
tics obeys a two-sample KS test with p-value equal to
0.52. This numerical result confirms the reliability of the
choice of the Z-Cartesian coordinate as a collective vari-
able in the US framework (cf. discussion in the SI) and is
comparable to the estimation derived from the Kramers
theory with a friction coefficient γ ≈ 104 Pa.s.

Finally we quantified the characteristic time scale for
methane capture (from the hydrocarbon to the hydrate
surface) along the minimal FE path, τcap. As shown in
Figure 6, no confinement was present above the AA layer
(Z/Zbox < 0.27). Thus the entropic effect would domi-
nate, and the associated rate of capture would tend to
infinity. To correct for this, an external potential was
added at Z/Zbox ≈ 0.25, similar to the FE barrier ob-
served for Z/Zbox ∈ [0.27, 0.31]. This external potential
would represent, for instance, a free methane molecule
confined between two AA layers. The statistics of our

numerical analysis for τ
(num)
cap conformed to a Poisson dis-

tribution with mean µ = 0.35 ± 0.15 µs and variance
λ = 0.49 µs, and followed a two-sample KS test with

FIG. 6. Fitting of the FEP within parabolic potentials to ex-
tract parameters for the Kramers theory. The nonlinear least-
squares Marquardt-Levenberg algorithm was implemented
obtaining ω0 ≈ 100 × 1013 s−1 and ωTS ≈ 230 × 1013 s−1.

p-value equal to 0.51 (cf details in the SI).

Intermediate free-energy pathway

To conclude this analysis, we considered the intermedi-
ate path defined in Figure 3, which presents a similar FE
barrier associated with methane capture but a deeper en-
ergy basin at Z/Zbox ≈ 0.35 along with a higher FE bar-
rier associated with methane escape. We reconstructed
the accurate FEP within the US/ABMD framework and
obtained the respective values for ωTS ≈ 100× 1013 s−1

and ω0 ≈ 130 × 1013 s−1. The details are reported in
the SI. Considering Eq. 7 with γ ≈ 104 Pa.s, we ob-
tained a characteristic time scale for methane escape,
τesc ≈ 40 µs. The estimated characteristic time scale
for methane capture was similar to that obtained in cor-
respondence of the minimal path.

Discussion

The extensive simulations discussed previously al-
lowed for identification of three possible pathways that a
methane molecule can follow to diffuse from the hydro-
carbon phase to the hydrate structure across the inter-
facial film rich in AAs. We focused on the pathway that
showed the minimal FE barrier and we quantified accu-
rately the FEPs using a combination of enhanced sam-
pling techniques. This allowed us to reveal the molecular
mechanism responsible for the FE barrier. Interpreting
the FEP within the Kramers theory allowed us to ex-
tract the time constant that quantifies the escape rate of
the methane across the AA film. The result is consistent
with estimations from a direct metaD estimate, which
supports the reliability of our approach.

We showed that the FE barrier comes from local flexi-
bility of the liquid hydrocarbon molecules within the AA
film. The flexibility of the oil molecules is impacted by
the rigidity of the AA molecules. We observed that the
interaction of the methane molecule with the AA short
tail can increase the stability of the system and invert
its thermodynamic stability. Increasing the AA surface
density leads to an increase in the heigh of the FE bar-
rier, improving eventually the efficiency of the interfacial
layer in limiting the transport of methane.

The characteristic time obtained from this study can
be compared with the experimental growth rate of
methane hydrate film at flat methane/water interface.
Sun et al. [126], and more recently Li et al. [25] reported
growth characteristic time τ exp ≈ 1 − 5 µs, depending
on the degree of supercooling considered in the experi-
ments. This is one order of magnitude higher than the
escaping time obtained in our simulations for the mini-
mal FE pathway and one order of magnitude lower than
that obtained for the intermediate FE pathway. These

sicard
Texte surligné 

sicard
Texte surligné 

sicard
Texte surligné 

sicard
Note
an effective viscosity \eta \approx 10^4 Pa.s

sicard
Note
\eta \approx 10^4 Pa.s

sicard
Note
with the estimate of the effective viscosity obtained from the accelerated MD simulations, 
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data suggest that ordering of the long AA tails observed
for the AAs considered here can provide effective barriers
to methane transport. Further, the results suggest that
the short tails of the AAs can be designed to enhance the
stability of methane near the growing hydrate.

The new physical insights discussed in this paper could
be useful for a variety of applications. For instance, sev-
eral research groups focus on the interplay between de-
sign and performance of AAs at the microscopic scale.
Accounting for the collective effect of new AAs could al-
low us to infer their use in practical applications, which
addresses the current needs.
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