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Abstract We introduce novel irregular polar codes, which extend the regular polar coding by flexible
polarization pruning. We experimentally demonstrate that the proposed polar codes outperform state-of-
the-art LDPC codes, while the computational complexity in encoding and decoding can be significantly
reduced by at least 30% over the regular polar codes with a marginal performance improvement.

Introduction

Multi-level modulation schemes with capacity-
approaching forward error correction (FEC)
based on low-density parity-check (LDPC)
codes1–4 have made a great contribution to in-
crease data rates of coherent optical transceivers
achieving beyond Tb/s5–7. However, pursuit of
high FEC performance has led to a significant
increase in power consumption and circuit size.
Hence, a good trade-off between performance
and computational complexity is of importance.
This paper introduces reduced-complexity polar
codes as potential alternatives to LDPC codes.

Polar codes8–11 have drawn much attention
in the coding theory community since their abil-
ity to achieve capacity over arbitrary discrete-
input memoryless channel was proven in 2009.
The recent breakthrough in algorithm develop-
ment of successive cancellation (SC) list decod-
ing11 has shown that polar codes can outper-
form state-of-the-art LDPC codes, in particular
for low-complexity and latency-constrained sys-
tems10. Thus, polar codes are now considered
as strong alternative candidates to LDPC codes
in fifth-generation wireless standards.

In this paper, we propose a new family of po-
lar codes, whose polarization units are irregu-
larly pruned to drastically reduce the computa-
tional complexity. For LDPC codes, it is well-
known that irregular codes with specific degree
distributions outperform regular ones. We show
that the irregular polar codes can also improve
the performance, yet realize complexity reduc-
tion by at least 30% in encoding and decoding.
Experimental validation of the proposed irregular
polar codes is also demonstrated over 400 km
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Fig. 1: Example of (16, 8) irregular polar codes having 10
inactivations over 32 polarization units.

transmission of Corning R© Vascade R© EX2000
fiber, for two 60 GBd subchannels of dual-
polarization 64-ary quadrature-amplitude modu-
lation (DP-64QAM) with full C-band loading5.

Irregular Polar Coding
For an (N, k) polar coding, there are log2(N) po-
larization stages, each of which contains N/2 po-
larization units, as depicted in Fig. 1 for N = 16.
Polar codes exploit so-called polarization phe-
nomenon, where each polarization unit provides
degraded and improved reliability. For example,
when the code bits x1 and x2 have uniform relia-
bility having erasure rate (Bhattacharyya param-
eter) of 0.5, the upper branch of the polarization
unit becomes unreliable with erasure rate of 0.75,
whereas the lower branch improves the reliabil-
ity to 0.25. The conventional polar codes have no
flexibility in coding architecture except in the lo-
cation of frozen bits. To increase the degree of
freedom, we propose a new family called irregu-
lar polar coding where some of the polarization
units are inactivated. Fig. 1 is an example having
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Fig. 2: BER upper bound of irregular polar codes with N = 256 for different code rates R ∈ {1/16, 2/16, . . . , 15/16}.

10 inactivations among 32 polarization units.
The key benefit of such inactivations is two-

fold: i) complexity reduction in encoding/decoding
computations, and ii) potential performance im-
provement by adjusting weight distribution. For
the code in Fig. 1, we can achieve 10/32 ' 31%

complexity reduction since no computation is re-
quired at all for inactivated units in both encod-
ing and decoding. Note that careful choice of
polarization units to be inactivated cause no per-
formance penalty. For example, the bit-error rate
(BER) does not depend on the inactive unit (1) in
this figure because no information bits only frozen
bits are involved in the polarization. More impor-
tantly, the BER of this irregular code is slightly bet-
ter than the regular one. This is because the in-
active unit (2) does not involve frozen bits and the
least-reliable information bit u4 can be improved
by pruning polarization to avoid degrading it.

We use a greedy design method for joint opti-
mization of frozen bit and inactivated polarization
locations, so that BER upper bound is minimized.
Letting Zi be the Bhattacharrya parameter of the
ith information bit, the upper bound8 is expressed
as 1

k (1 −
∏k

i=1(1 − Zi)). Figs. 2(a) and (b) show
BER upper bound versus the number of inacti-
vated polarization units for various code rates of
N = 256. Note that the number of inactive units
Ninact = 0 corresponds to the conventional reg-
ular polar codes, whereas Ninact = 1024 corre-
sponds to uncoded case. It is confirmed that our
proposed irregular polar codes can reduce com-
putational complexity by at least 31% with a lit-
tle improvement in the upper bound. The irregu-
lar polar codes are more advantageous for code
rates both higher and lower than 0.5. It is because
rate-1/2 codes have the most complicated inter-
actions between frozen bits and information bits.
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Fig. 3: Experimental setup 5 for dual-carrier 60GBd
DP-64QAM. Full C-band loading is emulated by ASE 12.

Experimental Validation

For performance validation of our irregular po-
lar codes, we use the experimental setup of the
dual-carrier 60 GBd DP-64QAM transmission5,
whose schematic is shown in Fig. 3. The experi-
mental setup and receiver digital signal process-
ing (DSP) were of the same structure to that de-
scribed in our previous work5. Two external cav-
ity lasers (ECLs) with 100 kHz nominal linewidth
and 62 GHz spacing were used as carriers for two
independent I/Q modulators. Full C-band load-
ing was emulated by spectrally shaped amplified
spontaneous emission (ASE) noise12. We used
a training sequence followed by pilot-aided equal-
ization with a pilot overhead of 1.43%.

In our previous experiments5, a 1 Tb/s trans-
mission was demonstrated using a high-power
LDPC code with very long codeword of 52,800
bits for a code rate of 0.71. Because our scope
of this paper is to consider low-power and low-
latency systems, we focus on relatively short FEC
codes with N ∈ {256, 1024, 4096}. We compare
irregular polar codes (having 33%, 37%, and 31%

inactivations of polarization units, respectively, for
N = 256, 1024, and 4096) with state-of-the-art
Pareto-optimal LDPC codes4 (whose analytical
threshold in infinite lengths is within 0.5 dB from
Shannon limit) for a code rate of 0.625. Ran-
dom interleaving was carried out across all bit
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Fig. 4: Experimental BER in back-to-back configuration.

positions, polarizations and wavelength subchan-
nels although more practical interleavers suited
for polar codes were investigated9,10. The LDPC
decoder used the layered sum-product algorithm
with 8 iterations, whereas the polar decoder used
SC list decoding with 8-bit cyclic-redundancy
check (CRC) and 32 lists. An outer hard-decision
high-rate BCH code5 (threshold is 5×10−5) is as-
sumed to achieve a BER below 10−15.

The back-to-back results are shown in Fig. 4,
which verified that the polar codes outperform
LDPC codes. This is because LDPC codes do
not perform well for short word lengths and lim-
ited number of iterations10. Our irregular polar
codes can also offer improved BER against reg-
ular polar codes. Specifically, the measurement
at an optical signal-to-noise ratio (OSNR) above
17 dB had no errors with irregular polar coding of
N = 4096 over the approximately 3 × 106 bits in
a single capture, whereas errors were observed
for regular polar codes. The results after trans-
mission over 300km and 400 km are shown in
Figs. 5 and 6, which demonstrated that the sys-
tem margin can be significantly improved by the
polar coding compared to LDPC codes.

Conclusions
We proposed novel irregular polar codes, which
achieve both performance improvement and com-
plexity reduction by at least 30%. We experimen-
tally demonstrated that the proposed polar codes
can outperform state-of-the-art LDPC codes.
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Fig. 5: Experimental BER in 300 km transmission.

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

-4 -2  0  2  4  6  8  10

LDPC

Polar

Irregular Polar

N = 256 1024 4096

P
o
s
t-

F
E

C
 B

E
R

Launch Power (dBm)

 

 

 

 

 

 

 

 

 

Outer BCH Threshold
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