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Abstract 

 

Using participants (N=1,733) drawn from the nationally representative longitudinal Young 

Finns Study (YFS) we estimate the effect of education on depressive symptoms. In 2007, 

when the participants were between 30 and 45 years old, they reported their depressive 

symptoms using a revised version of Beck’s Depression Inventory. Education was measured 

using register information on the highest completed level of education in 2007, which was 

converted to years of education. To identify a causal relationship between education and 

depressive symptoms we use an instrumental variables approach (Mendelian randomization, 

MR) with a genetic risk score as an instrument for years of education. The genetic risk score 

was based on 74 genetic variants, which were associated with years of education in a 

genome-wide association study (GWAS). Because the genetic variants are randomly assigned 

at conception, they induce exogenous variation in years of education and thus identify a 

causal effect if the assumptions of the MR approach are met. In Ordinary Least Squares 

(OLS) estimation years of education in 2007 were negatively associated with depressive 

symptoms in 2007 (b = -0.027, 95% Confidence Interval (CI) = -0.040, -0.015). However, the 

results based on Mendelian randomization suggested that the effect is not causal (b = 0.017; 

95% CI = -0.144, 0.178). This indicates that omitted variables correlated with education and 

depression may bias the linear regression coefficients and exogenous variation in education 

caused by differences in genetic make-up does not seem to protect against depressive 

symptoms. 
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Introduction 

 

Approximately 6.8% of the world’s population suffer from depression (Layard et al., 2013). 

The global direct and indirect costs of mental health conditions were about US$ 2.4 trillion in 

2010 and the estimated loss in economic output due to mental health problems in 2010 was 

nearly US$ 16 trillion (Bloom et al., 2011). The high economic and societal costs of mental 

health conditions reinforce the need for policy measures that would prevent or alleviate these 

problems.  

 

Several studies find an association between higher education and better health (see Madden, 

2016) and improved mental health (e.g. Bauldry, 2015; Chevalier and Feinstein, 2007). 

Higher education can lead to better health outcomes in two ways. First, by enabling 

individuals to make lifestyle choices that are healthier in terms of diet and exercise. Second, 

higher education can improve individuals’ marginal health returns from a given health input. 

For example, education may improve ability to comprehend advice from a doctor (Grossman, 

1972; Grossman and Kaestner, 1997).  

 

Education may also improve mental health indirectly through its impact on mediators such as 

higher earnings, thus providing financial means for individuals to pursue better mental health 

(Cutler and Lleras-Muney, 2010) and reducing the risk of unemployment and work-related 

adverse life events which have been associated with mental distress (Audhoe et al., 2010). 

More educated individuals also tend to obtain jobs where control over job tasks is high and 

where there is a fair balance between effort and reward (Siegrist, 1996). These job 

characteristics help to reduce the mental strain associated with the job tasks (Karasek, 1979; 

Calnan et al., 2004). Additionally, education may improve the sense of mastery over life, 
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improve one’s relative position in society and help to create larger social networks, all of 

which are associated with better mental well-being (Dalgard et al., 2007; Marmot et al., 1997; 

Kawachi and Berkman, 2001). 

 

Although education may improve mental health, it is an open question whether the 

correlation between education and depression is causal. Unobserved confounders influencing 

educational attainment and depressive symptoms, or reverse causality, may explain the 

observed correlation. To account for reverse causality and/or unobserved variables the 

literature has exploited data on twins, used statistical matching approaches and instrumental 

variables (IV) methods. The twin design accounts for shared family background and 

confounding genetic factors, which may otherwise cause omitted variable bias. Based on twin 

data, McFarland and Wagner (2015) and Mezuk et al. (2013) found that higher education was 

related to lower levels of depressive symptoms. Fujiwara and Kawachi (2009), who also use 

twin design, however, did not find such a relationship. Bauldry (2015) uses propensity score 

matching to evaluate the link between education and depression and finds evidence for the 

protective effects of higher education against depressive symptoms. The method assumes that 

selection is based only on observed characteristics and thus omitted variable bias or the 

possibility of reverse causality cannot completely be ruled out.  

 

Only a few studies aim to identify the causal effect of education on depression using an IV 

approach. Chevalier and Feinstein (2007) use longitudinal data form the British National 

Child Development Survey (NCDS) to estimate the connection between education and 

mental health. They use two different measures for mental well-being: a malaise score, which 

uses 24 items to assess depression and a self-reported measure of currently feeling sad or 

depressed. As instruments, Chevalier and Feinstein (2007) use teacher assessments 
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concerning the benefits the child would get from post-compulsory schooling and the child’s 

smoking behaviour at age 16. The latter is assumed to be a proxy for the discount rate (a 

higher discount rate implies lower investments in education). Based on the IV results 

education has a protective effect on mental health. The effect seems to be larger for women 

and for those with mid-level qualifications. Crespo et al. (2014) exploit schooling reforms in 

several European countries as instruments for educational attainment. They find that 

education has a large protective effect on mental health. However, other studies come to 

different conclusions. Kamhöfer et al. (2015) use variation in college availability and student 

loan regulations in Germany as instruments for higher education but do not find effects on 

mental health.  

 

This paper examines whether higher education protects against depressive symptoms. Our 

contribution to the literature is to use a new instrument, a genetic-based risk score for years of 

education to identify the causal effect.  Over the past decade this method, called Mendelian 

randomization (MR), has become an established tool for achieving causal inference in 

observational research (Pingault et al., 2018). Using rich, longitudinal population-based data 

which combines survey data with administrative register information on educational 

attainment and parental background we do not find causal support for the hypothesis that 

education would protect against depressive symptoms.  
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Methods 

 

Data 

 

The Cardiovascular Young Finns Study (YFS) is a longitudinal, nationally representative 

study of 4,320 individuals in six age cohorts (aged 3, 6, 9, 12, 15, 18) who were randomly 

chosen from five Finnish university hospital regions (Raitakari et al., 2008). In 1980 3,596 

subjects participated in the study and since then seven follow-up studies have been 

conducted.  

In the YFS, depressive symptoms were evaluated in 2007 using a revised version of the 

Beck’s Depression Inventory (BDI) (Beck and Steer, 1993; Elovainio et al., 2015; 

Rosenström et al., 2013). Depressive symptoms were measured using 21 items on a 5-point 

scale. The total depressive symptoms score is the average of all 21 items (Rosenström et al., 

2012). The Beck’s depressive symptoms scale is not a measure of clinically recognized 

psychiatric disorder nor does it indicate the chronicity or severity of depression (Elovainio et 

al., 2015).  

To obtain information on the highest completed level of education, the YFS was linked to the 

Finnish Longitudinal Employer-Employee Data (FLEED) of Statistics Finland (SF) using 

unique personal identifiers. The matching is exact. The genetic risk score (GRS) we use as an 

instrument refers to years of education, so we used official guidelines from Statistics Finland 

to convert the education levels into years of education. For those who were still at school in 

2007 (2.3% of N=1,733) years of education are based on the highest obtained degree.  

The GRS is based on 74 single nucleotide polymorphisms (SNPs), which have been 

associated with the number of years of education of 293,723 individuals in a genome-wide 



7 
 

7 
 

association study (GWAS) (Okbay et al., 2016). As an instrument, the GRS has two key 

advantages over individual SNPs. First, the GRS accounts for more variation in years of 

education, which increases its statistical power. Second, the GRS reduces the risk that any 

individual SNP would bias the IV estimates via an alternative biological pathway (pleiotropy) 

(Palmer et al., 2012). 

Genotyping was implemented by using the Illumina Bead Chip (Human 670K) and the 

genotypes were called using the Illumina clustering algorithm (Teo et al., 2007). SHAPEIT 

v1 and IMPUTE2 software (Delaneuau et al., 2011) were used for genotype imputation and 

the 1000 Genomes Phase I Integrated Release Version 3 (March 2012 haplotypes) was used 

as a reference panel (Howie et al., 2009; 1000 Genomes Project Consortium, 2010). The GRS 

for educational attainment was based on 74 variants, which were associated with years of 

education (Okbay et al., 2016). Okbay et al. (2016) explored the mechanisms through which 

the candidate genes may affect education and found that many of these genes were related to 

brain development particularly during prenatal stages. The GRS was calculated as a sum of 

genotyped risk alleles or imputed allele dosages carried by an individual. The GRS was 

standardized to have a mean zero and standard deviation of one. Testing for the Hardy–

Weinberg equilibrium (HWE) was conducted using the SNPTEST program (Marchini et al., 

2007). Considering multiple testing, all 74 SNPs were in HWE (p > 0.001). 

All models are adjusted for five residential regions in 2007, the birth year effects, gender and 

parental education. The data on parental education were drawn from Statistics Finland’s 

Longitudinal Population Census (LPC) from the year 1980. It was linked to YFS-FLEED 

using unique identifiers. The indicator variable for high parental education equals one if at 

least one of the parents has obtained some university education.  
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Because of missing information on some variables the estimation sample is smaller than the 

total sample size. We tested the randomness of attrition with two-sample test of proportions 

(Table A1 in Supplementary Appendix). The results indicated that participants who were 

dropped from the analyses are more likely men and less educated. In terms of birth cohort or 

parental education there were no significant differences between the total YFS-FLEED-LPC 

sample and our final estimation sample. 

 

Statistical methods 

 

We first run Ordinary Least Squares (OLS) models to replicate standard observational 

studies. Because of potential confounders and reverse causality, standard linear regression 

coefficients may be biased. To identify the causal effect of education on depressive 

symptoms we estimate two-stage least squares (2SLS) IV models which use GRS as an 

instrument for education (Tyrrell et al., 2016; Gupta et al., 2017). The method is called 

Mendelian randomization (MR) in the medical literature (Conley, 2016). It exploits Mendel’s 

law of independent assortment, which states that each trait is inherited independently from 

other traits at conception. The randomization by nature causes exogenous variation in the 

exposure variable – in our case education – enabling the identification of causal links 

between education and depressive symptoms. The IV estimator avoids the bias of the OLS 

estimator if the following four conditions are satisfied (Von Hinke et al., 2016): (1) the 

genetic instrument is correlated with the exposure (education) variable (strong instrument 

assumption); (2) the genetic instrument is not associated with any confounder of the 

exposure-outcome relationship i.e. the instrument is as good as randomly assigned 

(independence assumption); (3) the genetic instrument is exogenous i.e. the instrument does 
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not affect the outcome, except possibly via its association with the exposure (exclusion 

restriction); and (4) the instrument must have a monotonic effect on education. 

 

A potential threat to the instrument validity is that the frequency of the genetic variants is 

different in different subpopulations. Other potential threats are that a) the instrument affects 

the outcome variable either directly or through other pathways than the exposure variable 

(pleiotropy); b) the exposure variable is time-varying; c) there are gene-environment 

interactions; d) the exposure variable is measured with error; e) there is reverse causation; f) 

there are other genetic markers in the same chromosome that affect the outcome and are 

correlated with the marker used in the analysis (Burgess and Thompson, 2015; VanderWeele 

et al., 2014). 

 

We address these potential identification violations in the following ways. First, the Finnish 

population is ethnically very homogenous, which reduces the possibility that there are 

differences in allele frequency among subgroups. We also test whether the distribution of 

various covariates differs across the instrument distribution (Von Hinke et al., 2016) and use 

family controls to account for assortative mating. Second, we conduct Sargan’s over-

identification test using individual SNPs as instruments for education. Failure of the 

identification test would suggest that one or more of the genetic instruments are invalid. 

Third, we use PhenoScanner to detect potential alternative pathways through which SNPs in 

our GRS may affect depression. Fourth, to minimize measurement error and problems 

associated with time-varying exposure the information on education is drawn from the 

official register maintained by SF when the youngest participants were 30 years old and thus 

the number of those who were still at school is very low (2.3%). Fifth, to abstract away 

potential biases from violations b, c, d, and e, as a robustness check, we estimate a 
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specification in which the outcome variable is explained by the GRS (i.e. reduced-form 

model), as suggested by VanderWeele et al. (2014). 

 

Results 

 

In our estimation sample, the mean value of BDI score and years of education in 2007 are 

2.059 (SD 0.659) and 13.9 (SD 2.67), respectively (Table 1, Panel B; for the distribution of 

the BDI score see Supplementary Appendix, Figure A1). Fifty-nine percent of the sample 

were women, the average age in 2007 was 38 years and 13% had highly educated parents 

(Table 1, Panel A). According to descriptive statistics, less educated individuals tend to have 

more symptoms of depression (Table 1, Panel A; see also Figure A2 in Supplementary 

Appendix). There is also a 0.16 SD difference (p = 0.0018) in the GRS value between the 

more and less educated which supports the strong instrument assumption (Table 1, Panel A 

and Figure A3 in Supplementary Appendix).  

 

Panel B of Table 1 compares individual differences by the instrument value. Among high 

GRS participants, the share of men and highly educated parents is slightly higher. Therefore, 

we control for gender and parental background in all models. The earlier literature identifies 

connections between personality characteristics and depression (Klein et al., 2011). To detect 

whether this causes pleiotropic effects we compared four components of Type-A behavior 

(aggression, leadership, responsibility and eagerness-energy) between low and high GRS 

individuals. These characteristics were measured for three age cohorts at age 15 using 

Hunter-Wolf A-B Rating Scale (Wolf et al., 1982). The results did not indicate that 

pleiotropy through personality characteristics would violate the MR assumptions. To detect 

potential alternative pathways through which the SNPs in the education GRS may affect 
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depression we also used PhenoScanner which is a publicly available database that provides 

summary results from genetic association studies (Staley et al., 2016). Of the SNPs linked to 

education, some were also associated with body mass index (BMI), obesity, waist-hip ratio 

and height. Although we do not observe differences (p > 0.526) in these attributes between 

low and high GRS individuals (Table 1, Panel B) as an extension we control for the genetic 

risk score for BMI (Speliotes et al., 2010), waist-hip ratio (Heid et al., 2010) and height 

(Allen et al., 2010) in robustness analyses. Two SNPs (rs2431108 and rs62379838) were also 

associated with depressive symptoms which may violate the exclusion restriction. For this 

reason, in robustness checks we excluded these two SNPs from the GRS. 

 

The baseline OLS estimates (Table 2, Column 1) show that years of education are associated 

with lower levels of depressive symptoms, suggesting that education protects against 

depression. Based on the point estimate, one additional year of education is related to a 

0.027-point lower level of depressive symptoms (p < 0.001). The result is consistent with the 

prior empirical literature that has documented that education protects against depression 

(Bauldry, 2015; McFarland and Wagner, 2015; Crespo et al., 2014; Mezuk et al., 2013; 

Chevalier and Feinstein, 2007). 

 

The IV results in Table 2 reveal two important findings. First, the first stage F-statistics in the 

baseline MR model (Table 2, Column 2) is 10.19 and the instrument is significant in the first 

stage (b = 0.185; 95% CI = 0.071, 0.300), which indicates that the excluded instrument (i.e. 

GRS) is related to education. In the first stage, the partial R-squared of the GRS is 0.0074, 

which implies that the risk score explains approximately 0.7% of the variation in education. 

Second, in contrast to the OLS estimates, the MR estimates do not support the conclusion that 

higher education leads to lower levels of depressive symptoms. By contrast, the point 
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estimate turns positive, suggesting that higher education increases depressive symptoms, 

although the point estimate is not statistically significant. This remains the case even if we 

control for GRS’s for high BMI, waist-hip ratio and height (Table 2, Column 3) and also if 

two SNPs which were associated with depressive symptoms were excluded from the GRS 

instrument (Table 2, Column 4). The implication is that there may be confounding factors or 

reverse causality which bias the OLS coefficient. The MR point estimate is statistically non-

significant (p = 0.835), in part because the standard errors in the IV estimation are somewhat 

larger than in the OLS results. A Hausman test for the difference in the coefficients between 

the OLS and the IV estimates did not reject the hypothesis that the two estimates are similar 

to one another (p = 0.599). However, the Hausman test has relatively low power and because 

we have good reasons to argue that education might be endogenous, the IV estimator is 

retained. 

 

Table 2 here 

 

As a formal statistical test of instrument validity we conducted Sargan’s over-identification 

test by using individual SNPs as instruments for education. Sargan’s test supported the null 

hypothesis that all SNPs can be considered exogenous (p=0.845) lending support to the 

instrument’s validity. However, it is technically possible that Sargan’s test fails to reject the 

null hypothesis due to low statistical power (Glymour et al., 2012). As a robustness check, we 

also estimated a reduced-form model, where the BDI score was regressed on the GRS. This 

approach does not rule out the possibility that the exclusion restriction is violated but it 

abstracts away potential biases resulting from time-varying exposure, gene-environment 

interactions, measurement error in the exposure variable, and reverse causation 

(VanderWeele et al., 2014). However, it only identifies the effect of the exposure on the 
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outcome – not the actual size of the effect of interest. The findings from the reduced-form 

model are consistent with our MR results: the GRS coefficient is positive (b = 0.003) and 

insignificant (95 % CI: -0.026, 0.033) lending further support to the conclusion that 

exogenous variation in education caused by genetic differences does not reduce depressive 

symptoms. As a final robustness check, we also used the weighted GRS as an instrument. The 

weights for individual SNPs are based on the contribution of each SNP on years of education 

in a meta-analysis. The results remained intact (see Table A3 in Supplementary Appendix).  

 

Discussion 

 

Using longitudinal data for Finland we find that according to linear regression results higher 

education is related to lower level of depressive symptoms. However, the MR results which 

use a GRS as an instrument for years of education suggest that this association is not causal. 

Thus, there may be omitted variables affecting both education and depressive symptoms or 

reverse causality that bias the OLS results.  

 

Our empirical approach has limitations. First, a potential explanation for the null effect in the 

MR setting is low statistical power due to an insufficient sample size (Freeman et al., 2013). 

To approximate the minimum required sample size to ensure sufficient power we utilized an 

online MR power calculator provided by Brion et al. (2013). Using the OLS and MR 

estimates provided in Table 2, the observed variances of the education and depression score 

and the explanatory power of the genetic instrument in our data (0.0074 i.e. ~ 0,7%), the 

required sample size for a definite test of no causal relationship with 0.7 power and 0.05 type 

I error is approximately N= 2,867,364. Thus, the result of no causal effect could reflect the 

inability to reject the null hypothesis due to a relatively small sample size. However, our IV 
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point estimate was positive lending support to the main conclusion. Second, the MR approach 

identifies causal effects only if the instrument is valid. One can never prove the null 

hypothesis of instrument validity in a MR setting or more generally in any IV study. 

However, the tests that we performed and information we have is consistent with instrument 

validity. Third, the relatively small sample size reduces the possibility to estimate the effects 

for relevant subgroups, such as for men and women, separately. Fourth, the local average 

treatment effect (LATE) identified by IV estimation captures the effect of education on 

depressive symptoms among compliers (Swanson and Hernán, 2013) i.e. it only indicates the 

impact of genetic variation on years of education. The variation in years of education due to 

factors other than genetic variance could have a different impact on depressive symptoms. It 

is also possible that social environment moderates the genetic predisposition through gene-

environment interactions, which may affect our results.  

 

Contrary to some prior studies, our results provide suggestive evidence that education does 

not protect against depressive symptoms. There are a number of reasons why our results may 

differ from the findings which indicate that education protects against depression. First, 

previous research has used different dependent variables to capture mental ill-health. Second, 

the earlier results are based on different populations and different periods (e.g. the 1958 

British National Child Development Survey). Third, the earlier studies used different 

identification strategies which each have their own merits and weaknesses. Twin studies 

control for shared genetic and family confounders, but do not account for other potential 

confounding factors or reverse causality which may significantly bias results. The same 

weaknesses apply to matching approaches, which only account for observed heterogeneity. 

The IV method is able to circumvent both reverse causality and omitted variables bias if 

conditions concerning instrument strength and validity are satisfied. Previous research using 
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IV strategies has typically used aspects of the schooling system as instruments (e.g. reforms 

affecting the costs/benefits of education) or individuals’ propensity to invest in the long run 

(e.g. smoking). It the latter case, it is unclear whether the exclusion restriction is supported. In 

our setting there is a clear element of randomization, which is usually lacking in the absence 

of experiments. Also, schooling reforms may identify a different local average treatment 

effect (LATE) compared to MR. 

 

Two alternative explanations for our conflicting OLS and MR results are possible. First, 

individuals with severe recurrent depression may find it difficult to complete high education. 

If individuals with depressive symptoms in adulthood were inclined to mental health 

problems already in youth, reverse causality could explain the discrepancy between the 

results. Second, there may be unobserved confounders which bias the OLS results. However, 

we cannot completely rule out the possibility that the insignificant MR results are spurious. 

As in all IV studies, instrument validity is an untestable assumption. Earlier evidence on the 

effect of education on mental health has been inconclusive. Our results based on a novel 

genetic instrument support the findings (Kamhöfer et al., 2015; Mezuk et al., 2013), which 

indicate that there is no causal relationship between education and mental well-being. This 

suggests that education policies are not viable to address the mental health problems.   
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Table 1 

Descriptive statistics and comparison of observations by the instrument value. 

Panel A: Descriptive statistics 

 All 

Mean (SD) 

Above median 

years of 

education 

Below median  

years of 

education Difference 

t-

statistics N 

Beck’s 

Depression 

Inventory (2007) 

 

2.059 

(0.659) 

1.959 

(0.655) 

 

2.107 

(0.656) 

-0.147 -4.405*** 1733 

Education GRS 0.014 

(1.006) 

 

0.121 

(1.003) 

-0.039 

(1.004) 

 

0.160 3.125*** 1733 

Female (%) 0.586 

(0.493) 

 

0.627 

(0.484) 

0.565 

(0.496) 

0.062 2.468** 1733 

Average age 

(2007), years 

 

37.657 

(5.016) 

36.195 

(4.976) 

38.371 

(4.881) 

-2.176 -8.660*** 1733 

Parental  

education high 

(%) (1980) 

0.126 

(0.332) 

0.243 

(0.429) 

0.070 

(0.255) 

0.173 10.489*** 1773 

 Panel B: Comparison of observables by the instrument value   

 All 

Mean (SD) 

Above median  

GRS 

Below median  

GRS Difference 

t-

statistics N 

Beck’s 

Depression 

Inventory (2007) 

2.059 

(0.659) 

2.068 

(0.656) 

2.049 

(0.663) 

0.020 0.624 1733 

Education years 13.879 

(2.671) 

13.979 

(2.752) 

 

13.779 

(2.585) 

0.200 1.558 1733 

Share of highly 

educated 

0.330 

(0.470) 

0.348 

(0.477) 

0.312 

(0.463) 

0.037 1.618 1733 

Female (%)   0.586 

(0.493) 

0.565 

(0.496) 

0.606 

(0.489) 

 

-0.041 -1.736* 1733 

Average age 

(2007), years 

37.657 

(5.016) 

37.519 

(5.026) 

37.794 

(5.006) 

 

-0.275 -1.143 1733 

Parental 

education high 

(%) (1980) 

0.126 

(0.332) 

0.142 

(0.349) 

0.111 

(0.314) 

0.031 1.944* 1733 

Other genetic risk scores      

GRS for BMI 29.125 

(3.377) 

29.117 

(3.272) 

29.103 

(3.461) 

0.013 0.082 1662 
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GRS for waist-

hip ratio 

15.185 

(2.380) 

15.199 

(2.431) 

15.125 

(2.353) 

0.074 0.633 1662 

GRS for height 179.777 

(8.698) 

179.660 

(8.601) 

179.701 

(8.741) 

-0.041 0.096 1662 

Personality characteristics at age 15     

Aggression 3.769 

(0.887) 

3.725 

(0.844) 

3.812 

(0.927) 

-0.088 -1.352 746 

Leadership 4.202 

(0.887) 

4.188 

(0.894) 

4.215 

(0.862) 

-0.027 -0.424 746 

Responsibility 4.750 

(1.056) 

4.774 

(1.062) 

4.72 

(1.052) 

0.049 0.629 746 

Eagerness-

energy 

4.669 

(0.654) 

4.680 

(0.663) 

4.658 

(0.644) 

0.022 0.457 746 

 

Notes: Table reports means and standard deviations in parenthesis. Differences between 

groups were tested using two-sample t test. The unit of analysis is individual. The six cohorts 

under study (aged 30 and 45 in year 2007) are drawn from the Young Finns Study. GRS 

refers to the genetic risk score. The indicator for parental education high equals one if at least 

one of the parents has obtained some university education (based on the Longitudinal 

Population Census data from 1980). Statistically significant at *10% **5% and ***1% levels. 
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Table 2 

Education and depressive symptoms. Results based on linear regression (OLS) and 

instrumental variables (IV, 2SLS) methods. 

 (1) 

OLS 

 

(2) 

IV 2SLS 

 

(3) 

IV 2SLS 

(4) 

IV 2SLS 

 Coefficient 

[95% CI]) 

Coefficient 

[95 % CI] 

Coefficient 

[95 % CI] 

Coefficient 

[95 % CI] 

   

Per additional year 

of education (2007) 

-0.027*** 

[-0.040; -

0.015] 

 

0.017 

[-0.144; 0.178] 

 

0.036 

[-0.139; 0.210] 

0.009 

[-0.140; 

0.157] 

     

Additional GRS 

controls 

  x  

Results based on 72 

SNP GRS 

   x 

R2 0.023 .. .. .. 

First stage F-

statistic 

.. 10.19 8.62 11.88 

N 1733 1733 1662 1733 

 

Notes: Dependent variable is the revised version of Beck’s Depression Inventory score in 

2007. The instrument used in the IV models is the polygenic score for education years based 

on genetic markers. The unit of analysis is individual. The six cohorts under study (aged 

between 30 and 45 years in 2007) are drawn from the Young Finns Study. The models 

include (unreported) controls for indicators for age, gender (being female), five regions in 

2007 and parental education in 1980. The additional controls in Column 3 are genetic risk 

scores for body mass index, waist-hip ratio and height. In Column 4 two SNPs which may 

violate the exclusion restriction have been removed from the GRS. The 95% confidence 

intervals for the parameter estimates are reported in square brackets. Statistically significant 

at *10% **5% and ***1% levels. Full estimation results are reported in Table A2 

(Supplementary Appendix). 

 


