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Abstract:

This paper introduces and discusses numerical methods for freeesfida simulations and applies a Large Eddy
Simulation (LES) based free-surface-resolved CFD methodctwple of flows of hydraulic engineering interest. The
advantages, disadvantages and limitations of the various methatiscaissed. The review prioritises interface capturing
methods over interface tracking methods, as these have showreltres1t® be more generally applicable to viscous
flows of practical engineering interest, particularly when comm@ed rapidly changing surface topologies are
encountered. Then, a Large-eddy simulation solver that emplolysetakSet Method to capture free-surface deformation
in 3D flows is presented, as are results from two example calculatmnsancern complex low submergence turbulent
flows over idealised roughness elements and bluff bodies. The results show thattibd is capable of predicting very
complex flows that are characterised by strong interactiamgeba the bulk flow and the free-surface, and permits the
identification of turbulent events and structures that would be very difficatefsure experimentally.
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The water surface is present in a wide range of flowsateof interest within engineering hydrodynamics

from the ubiquitous open channel flow to low submergence adésiis past marine structures such as tidal
stream turbines. Such surfaces, often termed “free-surface”’, represent the boundary between the water body

and the air above it, and may deform in response to thefloagbhysics including turbulence and bathymetric

features. Deformation due to turbulence is generally safeh compared to spatial and temporal variations
of the mean surface position due to bed non-uniformity, ocean wavesgo@sience of hydraulic structures.

The equations governing free-surface flow are significantlyernomplex than those governing internal flow
as they are subject to additional kinematic and dynamic bourdanitions at the (free) surfdB&l. The
kinematic condition is hyperbolic in nature and states thate dimere can be no convective mass transfer
across the air-water interface, the component of fluid uglaeithe direction normal to the surface must be
equal to the velocity of the surface itself. The dynamic boundarytcamdtipulates a force equilibrium at the
interface, implying that the pressure and viscous forces exsrtbé hir and water respectively must balance.
The boundary conditions introduce new nonlinear terms into the Natokes equations, complicating their
numerical solution significantly, although in hydraulics the dyisacondition is generally ignored since it is
assumed that the surface tension can be neglected apdetiseire on the air side can be assumed to be
constant.

A number of novel approaches have been developed over theitgsbt so years to deal with the increased
complexity introduced by the kinematic boundary condition; the isttedereader is referred to Tsai & Yie
and Scardovelli & ZalesKi for in-depth reviews of these developn®fthis paper focus on the application
of free-surface modelling techniques within the framework ofé&ddy Simulation (LES), a powerful eddy-
resolving technique that is increasingly used to study complexémtflows in engineering scenaridsThe
paper begins by presenting a concise overview of the numegaliques that have been developed to deal



with the free-surface problem by researchers workingiverse areas of engineering fluid dynamigs.
numerical method that has been employed by the authors to cofmgersurface flows in the field of
environmental hydraulics is then presented. Finally results fwo case studies involving low submergence
open channel flow over a) a rough bed and b) a bed-mounted bluff body ardquies®l discussed.

1. Numerical methods for the computation of free-surface problems

There are various ways to handle the free-surface bound&gniputational Fluid Dynamics. The easiest
approach is to “ignore” free surface deformations and do the rigid lid approximation as will be described in
Section 1.1. More complicated are numerical approaches ¢mapute free-surface deformations as the
numerical solution progresses (for instance at every time step) anctbdaegely grouped into two distinct
categories: interface tracking methods and interfacaudagtmethods (described in Sections 1.2 and 1.3,
respectively).

1.1 Therigid lid approximation

Within the field of hydraulics, the vast majority of simulatiafiglows involving water surfaces to date have
employed the so-called rigid lid approximation, in which a fixgehérally flat) fixed surface or lid is used to
represent the water surface. A free-slip boundary condition isatiolht the lid, and the simulation is in fact
that of a closed conduit with an artificial, frictionlesendition at the lid. By definition the shear stress at the
lid is zero, as is the component of the fluid velocity in the divaatiormal to it, but the pressure is free to vary
as it would along a wall, which in turn produces zero sheesssthere. This in effect constitutes a symmetry
boundary condition. Rather than calculating the surface heighkwiiwledge of the local fluid pressure, the
problem is now reformulated and it is necessary to calctiat@ressure based on the known height of the
surface. The surface-elevation-gradient terms in the momeequistions for free-surface flows are thereby
replaced by pressure gradients so that the dynamicteftd surface-elevation variations are properly
accounted for by the rigid lid approximation method. The swgpra of the actual surface deformation
introduces an error in the continuity equation, but this igllswhen the surface deviation is small compared
with the local water depth, say below 10% of the depth. Sowes surface perturbations due to turbulence
satisfy this condition in a large range of engineering flows itjid fid approach has been applied with
considerable success in a number of studies. This is partictriaelypf open-channel flows, where rigid lid
LES and Direct Numerical SimulationBNS) have led to important insights on the structure of bed-geuerate
turbulencdSH7HEHELL0]

To assess the validity of the rigid lid assumption Komoril&tlaincluded the surface variations in their
computation by including the kinematic boundary condition and cadghe results with those from the rigid
lid simulations of Lam and BanerjeThey found that the free-surface deformations and near-surfanalnor
velocities remained extremely small, leading them to emtecthat the calculated flow behaviour near the free-
surface did not differ from the rigid lid simulations. Howeiteis expected that the errors will be more
significant when the surface fluctuations are not small emetbwith the local water depth. In fact it is
generally accepted that the rigid lid approximation iy atfictly applicable to low Froude number (ife.<

0.5) flowd!?3l Kara et al** performed two LES for flow through the same bridge contractemmetry, one
with a rigid lid boundary and one with a free-surfacetwapg algorithm. The bulk Reynolds number was
27,200 and although the bulk Froude number was relatively I&6w=a0.37, locdly values ofFr =0.78 were
reached as a result of the significant constriction imposetthe flow by the abutment (the ratio of channel
width to abutment width was 3Kara et al.’s results showed that although the first order statistics and bed
shear stresses were very similar for the two simulations htentaneous turbulence structure and second
order statistics showed significant disparity. ifhstudy highlighted the limitation of the rigid lid
approximation and the requirement for more sophisticated ag@edor the simulation of turbulent flows
with complex water-surface deformations.

1.2 Interface tracking methods
In interface tracking methods, also known as moving mesh methodsgtedeforms after every time step

to ensure that the boundary of the computational domain nsatiobdree-surface position, thereby ensuring
that the surface is explicitly tracked.



The principal advantages of interface tracking methods arisetfmmherent reduction in the number of grid
nodes since no nodes are required in the air phase, and the lack of nunférgahdivhich tends to smooth
out the interface in other meth&ds Although the boundary integral technique is perhaps the interface
tracking method that has attracted the most attentionHeug et al*®!), due to its unsuitability to flows that
are governed by the viscous Navier Stokes equations it idylanggplicable to the field of hydrauliég.
Much of the progress in interface tracking methods has imeete in the field of ship hull hydrodynamics,
where the key problem of interest is the interaction betweeniscous boundary layer at the surface-piercing
hull and the resulting surface waE°l. Most studies have focused on achieving accurate prediaticthis
interaction using RANS approaches: in this context Nichols &Rjifarmer et df* and Rave#?! employed
free-surface height methods in which the free-surface was described as a height &um¢kie solution of which
was only loosely coupled temporally to the solution of theék lukessure and velocities; Alessandrini &
Delhommeald® on the other hand employed a similar method but solved the Heighion and bulk flow
was computed simultaneously. Van Brummelen Efland Raven & Van BrummelBW successfully applied
an efficient iterative approach for steady and smooth suriao/es, but noted that the performance of the
method deteriorates and finally breaks down when steeper wavesalaesd.

Miyata et al?®l employed an interface tracking method using finite differenadth a sub-grid scale model
for turbulent stressef simulations of flow past a ship hull in which the surfaeevprofile had reached a
steady state, ith Reynolds numbers ranging up to’1Bliyata et af?’! improved the accuracy of the method
by employing a similar approach with finite volumes, successfully simgl&eynolds numbers up tof1m
hydraulics an interface tracking method in the context of LES®Ban presented by Hodges and Stfeatho
simulated the interaction of waves with a turbulent chafioel. These authors used an explicit time-
discretization scheme to advance the free-surface lisypngdhe kinematic boundary condition and solved a
Poison-type equation after every time step to compute a newdguodhogonal grid. The Reynolds number
in this case was relatively loiRé; = 171) so that the turbulent eddies and the surface deformations bgused
them have rather large length and time scales. At Reynolds maimibgractical interest with much smaller
turbulent length and time scales the recalculatiomeivamesh would be extremely expensive. In fact, Hodges
and Street state that in such cases their method is ndilsuiia an attempt to avoid the creation of a new
mesh after every time step Fulgosi éf8lused a mapping scheme that transfers the curvilinear phypaee
into an orthogonal coordinate system, employing the technigue DNS of wind-sheared free-surface
deformations.

A significant drawback of interface tracking methods concerns #imlity to deal with complex surface
topologies, especially in three dimensions and when singularigtesbgerved; in general the methods falil
beyond the time of the singularity and additional operationseggred to remove individual nodes close to
such features, thereby adding to the overall computation&t*tost

1.3 Interface capturing methods

In interface capturing methods the water surface is not deérplicitly by the boundary of the numerical
mesh as it is in interface tracking methods. Both fluid phéseswvater and air) are included on an Eulerian
mesh, and an algorithm is therefore required to computvtitetion of the interface between them. In general
interface capturing methods have the advantage of avoidingitheuygery problem that is encountered in
interface tracking methods, but common difficulties are homaintain the thickness of the interface and
conserve mass across it.

Harlow and Welck® first proposed the Marker-and-Cell (MAC) method, in which stess particles are
seeded in the water phase and are passively advected withwh&n important advantage of the approach
compared to most interface tracking methods arises from ityydbiliandle complex surface topologies such
as breaking waves. The MAC method does however require a largeenoimseeded particles, making it
relatively computationally expensive; as a result it has primbaegn employed for two-dimensional or axis-
symmetric flow&32B33 although more recently Tome ef*land Sousa et &P have extended it to three-
dimensional tank filling and droplet splashing test cases. A cdmapséve review of progress in MAC
techniques can be found in McKee ef4l.

Rather than representing the free-surface using markepsrtcles, another class of interface capturing
methods use scalar functions that do not need to coincide widtlingrs and do not incur the vast computational



expense of marker methods. The Volume of Fluid (VOF) method intrddhycBlirt & Nichold®*”! is one such
approach. In this method the fraction of the liquid phasetesméed by the solution of a transport equation
for the void fractiorF. By definitionF is unity in any cell that is fully submerged in the liquiekain any cell
fully exposed in the gas, and some fraction in the rang€é & 4 in cells that contain the surface.

A number of research groups have proposed variants on Hirt & Nigrajinal method, generally with the
intention of improving the robustness of the advection of thamwel fraction and/or the accuracy of the
geometrical representation of the surface; lower ordemsefidike first order upwinding tend to smear the
interface due to numerical diffusion while high order hoels suffer from stability issues and may result in
numerical oscillatior®’]. Existing variants include Hirt and Nichols' original donor-acaegpthemé&?, the
Piecewise Linear Interface Calculation metf®dthe Simple Line Interface Calculation method (SEf)
the flux-corrected transport method (FE%)the compressive interface capturing scheme for arbitrariyases
(CICSAM)#21and the inter-gamma compressive sch&m@he SLIC and PLIC methods, which both use
geometric as opposed to algebraic interface reconstruction, lmavedprelatively popular since their
introduction, in large part due to their relative simplicitydaability to deal with breaking and merging
interfaces. Gopala & van Wachg# however, state that SLIC suffers from high levels of numerical diffusi
and limited accuracy, while PLIC is difficult to implentan three dimensions and to boundary-fitted grids.
CICSAM and the inter-gamma method, on the other hand, are oddervenserve mass very well while also
keeping the interface sharp, but they suffer from a higinegeof sensitivity to the local Couralatiedrichs-
Lewy (CFL) number.

Despite the drawbacks of the VOF method, it has nonetheless gnopopularity since its introduction.
Thomas et al**! proposed a novel method that combined the height function apy(®ection 1.2) with VOF,
achieving mass and momentum conservation with very little noahelissipation. Although the method was
capable of simulating arbitrarily large surface deforoneithe slope of the surface was subject to a limit
related to the cell aspect ratio, and breaking wave sirantativere therefore not permitted. The method was
applied to turbulent flow in a straight open channel by 8&i#! in a relatively poorly resolved LES that was
designed to be run on a desktop workstation to demonstratepghieadility of the method within an
engineering context. The turbulence metrics were found to be in agreeitteexperimental and DNS data.

Sanjou & Nez® reported LES of turbulent free-surface flows past emengsgetation in compound open
channels. Although no details of the VOF scheme were given, thiésrdsmonstrated the applicability of
surface capturing approaches to LES of complex flows in hydsaulic

Xie et al*” performed LES of turbulent open-channel flow over twoetigional dunes. The simulations were
designed to replicate the experiments of Pdf@teand two LES were carried out, one with the rigid lid
approximation and one in which the free-surface was modellag @GICSAM VOF. The bulk Reynolds
number, based on mean depth and bulk flow velocity, was 28,000. The relativergance, that is to say the
ratio of the depth and the dune height, was 4 and the Froude nuatbeelatively low at 0.32. The mean
velocity profiles from both LES agreed well with thggermental data, but some discrepancies were observed
in the turbulence statistics. Furthermore, the VOF simula&gealed the presence of some degree of surface
renewal in the form of upwelling and drafts.

The ability of the VOF method to cope with complex surface topologi¢srtholve breaking up and merging
has naturally led to its application to the study of breakiages. While a number of early studies addressed
this problem using RANS approaches (e.g. Bradf®rBahktyar et af?), relatively few LES have been
performed, and most of those are restricted to two dimesiEi&3 3. Christenseff!, however, extended into
three dimensions but the simulations suffered from poor grid resaolution

The Level-Set Method (LSM), which originated in computer greghhas recently become a popular
interface-capturing method for multi-phase flows. Like VOFM.8mploys a scalar function rather than
Lagrangian particles, thereby circumventing the computationahsgg®at hinders methods such as MAC. It
was originally proposed by Osher and Setfthand was developed for the computation and analysis of the
motion of an interface between two fluid phases in twohoee dimensions. In the LSM the interface is
represented by the zero set of a smooth distance fungtitimat is defined for the entire physical domain. The

conservation equations are solved for both liquid and gas phasesantetface is advected according to the
local velocity vector.



The LSM method has proven a very versatile approach, capable of computirejridiyy complex surfaces
involving corners and cusps, and can deal with rapidly chgrtgipologies robustly. Furthermore it can be
generalised to three-dimensional problems relatively eaShgiig et al. 1996).

Within the field of hydraulics, Yue et & employed the LSM in LES of turbulent open channel flow over
fixed dunes. The relative submergence was 6.6 and therefore signifitghtty than in the VOF study of Xie
et al*”l. It was observed that the method was able to accuratelseakstically calculate the unsteady free-
surface motion and also provided evidence of boils, upwelling and daftvatithe water surface. Suh eP4l.
report results from LES of flow past a vertical circutglinder that protruded from the water surface. The
LSM was used to capture the water surface dynamics and it was ob$enviae tclassic Karman-type vortex
shedding is attenuated in the near-surface region, to becedpbyy much smaller vortices. Kara ef°l.
performed LES of flow through a submerged bridge with overtopping, using L8&ptare the free-surface
dynamics. The simulation revealed very complex flow phenomena, ingladplunging nappe and standing
wave at the surface downstream of the bridge, a horizaiatulation in the wake of the lateral abutment
and vertical recirculation created by the plunging flow. Bmaulation results agreed very well with
complementary experimental measurements in terms of tagerwsurface deformation. Kang &
Sotiropoulo&®! performed a LES of open channel turbulent flow over a rigstoration scheme, also using
the LSM for the free-surface capture, on a curvilinear gbidod agreement with experimental data was
observed in terms of mean velocities and turbulence statiagtidsthe method was shown to be capable of
capturing very complex flow dynamics downstream of the structockjding a standing wave that was
characterised by very high levels of near-surface turbulence.

As mentioned earlier, a difficulty commonly associated with froptwéng techniques is how to maintain the
interface thickness while satisfying mass conservation. FdtSM the specific problem is that, although

should remain a signed distance function at all times, advectioto diae local velocity vector naturally acts
to distort the function. The LSM overcomes this difficulty by using re-ligéiion techniques, which involve
resetting theg field at regular intervals, thereby ensuring thaerhains a signed distance function with the

same zero level set. The first of these reinitialisation teciesi was proposed by Sussman éi%alwith
subsequent modifications developed by Peng® dRusso et df? and Sussman & Puckétt, among others.
The reinitialisation can, however, result in numericalrerend the introduction of numerical oscillations in
the free-surfad@.

In recent years a number of efforts have been made tovwaphe mass conservation properties of the LSM
by coupling it with other techniques to foso-called hybrid methods. Enright et®l, for example, derived

a Particle Level Set Method (PLSM) that used Lagrangiarkengarticles to reconstruct the interface in
regions of poor resolution, finding that its mass conservationiatedface resolution quantities were
comparable to those of VOF and pure Lagrangian methods resbecf hybrid method that has shown
promise in recent years is the Coupled Level Set Volumduid FCLSVOF) methol®], which has been
shown to perform better than the PLSM for simulations of practicaheagng flow&1©8l,

2. A two-phase LES solver with interface capturing

This section presents details of a numerical solver tleabéan used by the authors and co-workers for LES
of open channel flows with complex free-surface interactidi® governing equations for an unsteady,
incompressible, viscous flow of a Newtonian fluid are solved usitg in-house code
HYDRO3DHEE9L70L7  An LES approach is employed to simulate directly the large, ecargying eddies
while scales smaller than the grid size are accounted for usiMgAh& subgrid scale modét. The code is

a refined and improved version of the open-channel LES code thatligeted for flow over dun&g!, flow

in compound channél$ and flow in contact tank8,’%, HYDRO3D is based on finite differences with
staggered storage of the Cartesian velocity components onmar@artesian grids. Second-order central
differences are employed for the diffusive terms while comvedtuxes in the momentum and level-set
equations (see below) are approximated using a fifth-okeéghted essentially non-oscillatory (WENO)
scheme. The WENO scheme offers the necessary compromise betweercal accuracy and algorithm
stability (especially important for the free-surfacgosithm, see below). A fractional-step method is used with
a Runge-Kutta predictor and the solution of a pressumeamn equation in the final step as a corrector. A
multi-grid method is employed to solve the Poisson equation. The isogmrallelized via domain



decomposition, and the standard Message Passing Interface (Rithmishes communication between sub-
domains.

The free-surface is captured using the level set method (L&M@loped by Osher and Setfign As
explained in Section 1.3, the LSM employs a level set signed distance fi gictidnich has zero value at the

phase interface and is negative in air and positive in water. This mstfovthulated as:
<0 if xeQg

#p(x,t)y=0 if xeTl (1)

>0 if xeQquq
where ans and Qliquid represent the fluid domains for gas and liquid, respegtiaeid 1 is the interface.
The interface moves with the fluid particles, expresseamlitiir a pure advection equation of the form

(2)

Since density and viscosity are constant along the particle foatingmiscible fluids, discontinuities in these
properties at the interface will cause numerical instabilities. i§tavoided by the introduction of a transition
zone in which density and viscosity switch smoothly betwester and air. The transition zone is defined as

|¢| < ¢ where éis half the thickness of the interface, which in this studyis grid spacings. A Heaviside
function H (g) , accomplishes the transition as folldid'®!;

p(P) = py+(p —pg)H () and w(@)=u,+ (1 — ug)H () 3)
where
0 if ¢g<-¢
H(g) = E{1+£+lsin(@ﬂ if |¢| <¢g (4)
2 E T &
1 if ¢>¢

The LSM has proven successful in the description of complex phatse boundaries and it gives continues
approximations (e.g. Yue etldll, Croce et af%, Kang and Sotiropoul&§l). On the other hand, the LSM is

known to have difficulties in conserving mass for strongly distionéerfaces due to numerical dissipation
introduced in the discretization of Eq. 2 when using upwind biased ssh&wacause this is a pure advection
problem, central differencing schemes are unstablEo minimize numerical dissipation, a fifth-order WENO

schemé&® is used. Another difficulty with LSM is thiy does not maintain its property ‘V¢‘ =1 as time

proceeds. To overcome this problem, a re-initialization technigueduced by Sussman et al. (1994) is
employed, which also helps in improving mass conservation issues.-ifigatzed signed distance function
d is obtained by solving the partial differential equatioreg by®:

od
Y + S(do)(|Vd| -1)=0 (5)

a

where do (x,0) =g(xt), t, is the artificial time an1S(d0) is the smoothed signed function given as:

d
d,) = 0
() JAZ + (Ve )

(6)

r

&
This re-initialization is applied throughout the transition zoithiw several iteration ste;At

where &,
a

represents one grid space. Those adjustments to the levehsiobri are employed only for computational



cells lying on the interface, so that there is no needlie ghis partial differential equation for the whole
domain.

3. Example calculations
3.1. Low submergence flow over transverse square bars

The first test case concerns low submergence turbulentolewbed-mounted transverse square bars in an
open channel. The case is one of six that were investigatedregptily in a 10m long, 30cm wide glass-
walled recirculating flume in the Hyder Hydraulics Laboratat Cardiff Universitf?. A series of plastic
square bars of width 30 cm and cross-section 12 mm x 12 mmingealled along the length of the flume,
perpendicular to the direction of mean flow (Figure 1(a)). The roughedgist k, was therefore 12 mm. Two
different bar spacings were investigated: the case that hasdleeted for presentation here ldir spacing

of 2= 125 mm, corresponding to a normalised spacingicf 10.4 (Figure 1(b)) which, according to Coleman
et al’®, constitutes k-type roughness. The bed slope was fixed at 1:50 dloshthete was 2.5 I/s. The relative
submergence;l/k, whereH is the double-averaged height of the free-surface above the channghbéd34

m and the double-averaged bulk velodity, was 0.24 m/s. Measurements of instantaneous velocity and free-
surface position were taken in a section of the flume witerow was considered to be uniform and fully-
developed. The flow was also considered to be spatially peridtiievavelengthl in the streamwise direction,
that is to say the temporal mean values of all flow variablesccessive cavities between bars were considered
to be the same. The bulk Reynolds number was 8300 and the frictionld®&egomberRe, (= uH/v) where

W Iis the global shear velocity based on the bed shear stresss 2800. The global Froude number of the
flow, Fr = (Uy/gH), was 0.72 but local values based on local depths and velocitied sagnificantly from

this global value.

Figure 2(a) presents the computational domain that was uséldefaimulation, along with an iso-surface
representing the position of the simulated water sudaas arbitrary moment in time. The domain spanned
two cavities in the streamwise direction; the domain dsiens were 208x 1k x 4.25%. The domain was
discretised with a uniform grid and the number of grathts was 1024 x 512 x 408 (= 214 million) points.
The grid spacing in wall units, using the global shear veldoitnormalisation, was as followax+ = 21.8,
Ay+ = 20.9 andAz+ = 11.1. Figure 2(a) shows that the domain extended higherhbarete-surface: the
volume above the surface was occupied by the air phase, andltinge below was occupied by the water
phase. A free-slip boundary condition was applied to the topeotitmain while a no-slip condition was
stipulated on the channel bed. The bars were represented by immersedibsuwticch achieve an effective
no-slip boundary condition on their surfa@8sPeriodic boundary conditions were applied at the streamwise
and spanwise boundaries, and the flow was driven by the componeravihtgpnal acceleration acting
parallel to the channel bed, based on the bed slope that waslapptie flume experiment (1:50). The global
shear velocity in the simulation was therefore exactly the sametfaes éxperiment.

The simulation was initiated with a planar rigid lid appledhe mean free-surface position that was recorded
in the experiments. A free-slip boundary condition was stipulaitéle rigid lid and the simulation was run
for 100,000 time steps, which corresponded to approximately 8 flow throuigdgd: (= Ly/Up, WhereLy is

the length of the domain), to allow the flow to developyfullhe simulation was then restarted without the
rigid lid but with the level set algorithm now activatem track the free-surface. Averaging of the flow
gquantities began after 2 more flow through periods, and contfoué@ further flow through periods to ensure
that the turbulence statistics were well converged. Furtbemraging was performed in the homogeneous
spanwise direction to obtain a smooth distribution of turbulemtistats. Figures 2(a) and 2(b) show that the
flow is characterised by dramatic and dynamic surface defammaésulting in a standing wave in the cavity
between bars. Figure 2(b), which is a close-up of the surface at one wintieg waves, gives an indication
of the level of resolution that was achieved in the simulation. As serthis figure, the standing waves are
superimposed by smaller deflections and disturbances whidgheresult of the turbulence underneath the
water surface.

Figure 3 presents contours of normalised streamwise velafily,at an arbitrary momeirt time on the mid-

plane of the domain. The position of the water surface atbigient in time has also been included for
reference. Significant flow acceleration is observed aboeeb#rs, accompanied by a corresponding
contraction of the surface. Very strong recirculations are observid imakes of the bars, with reattachment



to the bed taking place between a quarter and half way deanstof each bar. Downstream of the
recirculation are the flow decelerates markedly, the waidace reacts rapidly and this entails the standing
wave, which moves backwards and forwards probably in sync withizbeof the local recirculation zone
behind each bar.

Figures 4(a)-(c) present views of Q criterion iso-surfadeth@ same moment in time, from different
perspectives. The corresponding free-surface is also plotted. Hp)reeveals that fairly large spanwise
vortices, the width of which are approximately one thirdeflbcal flow depth, are generated at the roughness
tops. These vortices then stretch and deform into hairpinviyiees soon after they are sheeigures 4(b)

and (c) reveal that most of the coherent turbulence is gedextatiee bars and these are adwdbty the flow
downstream and in the lower half of the water column, jusvalihe recirculation zone. The flow and
turbulence structures reattach in the cavity betweebdh& and the vortices are lifted upwards towards the
water surface. In figure 4(c) significant interaction is obsét the standing wave, which is characterised by
a periodic instability and the production of small-scale sjawortices. Some merging of the surface-
generated turbulence with that generated at the bed is/edsmmediately downstream of the standing wave.

3.2 Low submergence flow over a bed-mounted cube

The second test caseai shallow flow over a cube mounted on the bed of an open channel. Thig bEsed
on the wind tunnel experiments of Martind®2iand Martinuzzi & Trope#! and their data is used to validate
the LES in the first instance. In the experiments the cube was mamthd lower wall and occupied half of
the tunnel height, i.edw/k = 2, whereH,, is the wind tunnel height ardis the cube height. The Reynolds
number of the flow based on bulk velocity and cube heightReas40,000 and the flow was deemed to be
fully developed in the section in which the cube was pla&ter successful validation (not shown for brevity),
the upper fixed wall (of the tunnel) was replaced by avirager surface initially placed at a heidtt= 2k,
such that the relative submergence s = 2, and the Reynolds number based on water depth and bulk
velocity was kept aRe = 40,000. The global Froude number was 0.6. Figure 5 presents the ciiongiita
domain that was employed: it extendddL®stream, K laterally and K downstream of the cube centre. In the
vertical direction the domain extendediBabove the bed, with the top k.Bccupied by the air phase. The
domain was discretised by a uniform grid with 600 x 384 x 300 (= @#bmigrid points. The cube was
represented by immersed boundaries.

Fully developed turbulent flow was applied at the inflow bouydtltis was achieved by performing a
precursor simulation of turbulent open channel flow with periodicrsingse boundary conditions. When the
flow in this precursor simulation was judged to be fully devalldpgas continued for a further 10,000 time
steps and the 2-D instantaneous flow field from the outflowepleas saved at every time step. This produced
10,000 2D planes of instantaneous turbulent flow which were appli®ateessive time steps at the inflow
boundary of the cube simulation in a cyclical manner, therehyiegsa continuous fully-developed turbulent
inflow for the duration of the simulation. Convective and pedamtinditions were stipulated at the outflow
and lateral boundaries respectively, while a no-slip condition was dmplithe channel bed.

Figure 6 presents contours of instantaneous normalised streamwisy &tlan arbitrary moment in time, on
the mid plane of the domain. The position of the water suitaseluded for reference. The water surface
experiences a notable dip immediately downstream of the autuethis is due to the significant local
acceleration in the upper part of the water column and a stemirgulating region in the cube wake. In a
similar manner to the flow over bars, the flow decelerates marklesiymstream of the recirculation zone and
causes a standing wave, above the reattachment zone.

Figures 7(a)-(c) present views of Q criterion iso-surfadeth@ same moment in time, from different
perspectives, as well as an iso-surface of the instantaneterssweface. The standing wave that manifests
downstream of the cube displays a pronounced bow shape, owlrgthoee-dimensionality of the submerged
obstacle. The wave appears breaks further downstream awathr@entreline and the minimum water level
is found in the centreline of the channel and approximatekydo®nstream of the cube. In terms of turbulent
flow structures, there swell-defined horseshoe vortex upstream of the cube as well as an gtthatis
generated at the leading edge of the cube, breaks into veditaes sideways of the cube and a horizontal
roller-type vortex on the top of the cube. All three vorteesbeing convected by the flow into the downstream
area of the cube. Figure 7(b) shows that the roller vortermde and appear as hairpin-type vortices in the



cube wake. Figure 7(c) highlights the dip in the water sartlownstream of the cube, and suggests that the
turbulent structures generated by the cube eventuallgltupwards towards the surface, downstream of the
standing wave. In contrast to the flow over the bars, the mosteraharbulence structures do not appear to
be directly interacting with the standing wave.

4, Conclusions

A review of numerical methods for free-surface flow simulatiot their applications to flows of engineering
interest has been undertakesith particular emphasis on LES. The advantages, disadvantages aatidimsit

of the various methods have been discussed. In general intedpitging methods, particularly VOF and
LSM, appear to be more suitable and hence prevalent is trapplication to engineering flows, especially
those involving complex water surface deformations. Recdhtige have been implemented and used
successfully within the framework of large-eddy simulation threlcombination has proven a powerful tool
to reveal complex turbulence enhanced water surface disgategm

Further, a LES-based solver that employs the Level Set Methaptare free-surface deformation in 3D
flows has been presented, as have results from two exampldatalts that concern complex low
submergence turbulent flows over idealised roughness elements antduig$. The results give a good
indication that the method is capald€ predicting very complex flows that are characterised byngtr
interactions between the bulk flow and the free-surfacepamnits the identification of turbulent structures
and events that would be very difficult to achieve experimentally

Acknowledgements

This work was supported by the UK Engineering and Physical Sci&es=arch Council (EPSRC). The
computaions presented in the paper were carried out on Cardiff University’s supercomputer Raven, hosted by
Advanced Research Computing @ Cardiff (ARCCA), and High Perfazen@ omputing Walé<ardiff Hub.

References

[1] HODGES B. R., STREET R. L. On simulation of turbulent nonlinese-surface flows[J].Journal of
Computational Physics, 1999, 151: 425457.

[2] FERZIGER, J. H., PERIC, MComputational M ethodsfor Fluid Dynamics[M]. 3rd edition. Berlin: Springer, 2002.
[3] TSAI Wu-ting, YUE Dick K. P. Computation of nonlinear free-sagdlows[J].Annual Review of Fluid M echanics,
1996, 28: 249-78.

[4] SCARDOVELLIR., ZALESKI S. Direct numerical simulation of frearface and interfacial flow[JjAnnual Review

of Fluid M echanics, 1999, 31: 567-603.

[5] STOESSER T. Large-eddy simulation in hydraulics: Quo VatlissAHR Journal of Hydraulic Research, 2014,
52(4): 441-452.

[6] SINGH K. M, SANDHAM N. D., WILLIAMS J. J. R. Numerical siatation of flow over a rough bed[JASCE
Jour nal of Hydraulic Engineering, 2007, 133(4): 386398.

[7] STOESSER T., NIKORA, V. |. Flow structure over square bars at interteesliamergence: Large eddy simulation
study of bar spacing effect[A.cta Geophysica, 2008, 56: 876393.

[8] BOMMINAYUNI S., STOESSER T. Turbulence statistics of open-chhfiow over a rough bed [JASCE Jour nal

of Hydraulic Engineering, 2011, 137(11): 1342.358.

[9] LAM K., BANERJEE S. On the condition of streak formation in a bashtirbulent flow[J]Physics of Fluids A-
Fluid Dynamics, 1992, 4: 306326.

[10] PAN Y., BANERJEE S. A numerical study of free-surface turbulemabannel flow [J]Physics of Fluids, 1995,
7:1649-1664.

[11] KOMORI S., NAGAOSA R., MURAKAMI Y., CHIBA S., ISHII K. KUWAHARA K. Direct numerical simulation
of 3-dimensional open-channel flow with zero-shear-tigusid interface[J].Physics of Fluids A — Fluid Dynamics,
1993, 5, 115125.

[12] KOKEN M., CONSTANTINESCU G. An investigation of the dynamaf coherent structures in a turbulent channel
flow with a vertical sidewall obstruction[JpPhysics of Fluids, 2009, 21: 085104.

[13] PAIK J., SOTIROPOULOS F. Coherent structure dynamics egstrof a long rectangular block at the side of a
large aspect ratio channel[#hysics of Fluids, 2005, 17: 115104(11).

[14] KARA S., KARA M., STOESSER T., STURM T. W. Free-Surface veRigsd-Lid LES Computations for Bridge-
Abutment Flow[J] ASCE jour nal of Hydraulic Engineering, 2015, 141(9): 04015019.

[15] CHANG Y. C., HOU T. Y., MERRIMAN B., OSHER S. A Level SetrRulation of Eulerian Interface Capturing
Methods for Incompressible Fluid Flows[Jhur nal of Computational Physics, 1996, 124: 449-464.



[16] HOU T. Y., LOWENGRUB J. S., SHELLEY M. J. Removing the S&fs from Interfacial Flows with Surface
Tension[J].Jour nal of Computational Physics, 1994, 114: 312-338.

[17] HOU T. Y., LOWENGRUB J. S., SHELLEY M. J. Boundary Integkééthods for Multicomponent Fluids and
Multiphase Materials[JPour nal of Computational Physics, 2001, 169: 302-362.

[18] TODA Y., STERN F., LONGO J. Mean-flow measurements in the boundanydagewvake field of a Series 60 c b
= 0.6 ship model. Part 1: Froude numbers 0.16 and 0.316[inal of Ship Research, 1992, 36(4): 360-377.

[19] LONGO J., STERN F., TODA Y. Mean-flow measurements in the boundanydagewake field of a Series 60 c b
= 0.6 ship model. Part 2: Scale effects on near field wave pattedhsomparisons with inviscid theory[Jpur nal of
Ship Research, 1993, 37(1): 16-24.

[20] NICHOLS B. D., HIRT C. W. Calculating three-dimensional free surfames in the vicinity of submerged and
exposed structures[JJour nal of Computational Physics, 1973, 12: 234246.

[21] FARMER J., MARTINELLI L., JAMESON A. A fast multigrid method for the ndimear ship wave problem with
a free surface. In W. Patel and F. Stern, editors, Proceedinigs 8ixth International Conference on Numerical Ship
Hydrodynamics (lowa, 1993), pages 1%32. National Academy Press, Washington, DC, 1993.

[22] RAVEN H. C. A solution method for the nonlinear ship wave resistgmoblem. PhD thesis, Delft University of
Technology, 1996.

[23] ALESSANDRINI B., DELHOMMEAU G. A multigrid velocity-pressutfeee-surface-elevation fully coupled solver
for calculation of turbulent incompressible flow around a hull. In &dmgs of the 21th Symposium on Naval
Hydrodynamics (Trondheim, 1996), 1996.

[24] VAN BRUMMELEN E. H., RAVEN H. C., KOREN B. Efficient Numarmal Solution of Steady Free-Surface
Navier-Stokes Flow[J]Jour nal of Computational Physics, 2001, 174, 12a137.

[25] RAVEN H., VAN BRUMMELEN E. A new approach to computing steady fredasr viscous flow problems. 1st
MARNET-CFD workshop, Barcelona, Spain, 1999.

[26] MIYATA H., TORU S., BABA N. Difference Solution of a Viscoudaw with Free-Surface Wave about an
Advancing Ship[J]Jour nal of Computational Physics, 1987, 72: 393-421.

[27] MIYATA H., ZHU M., WANTANABE O. Numerical Study on a Viscouddw with Free-Surface Waves About a
Ship in Steady Straight Course by a Finite-Volume Methodfijr nal of Ship Research, 36(4): 322-345.

[28] HODGES B. R., STREET R. L. On simulation of turbulent nonlineae-farface flows[J].Journal of
Computational Physics, 1999, 151, 425157.

[29] FULGOSI M., LAKEHAL, D., BANERJEE S., DE ANGELIS V. Direeumerical simulation of turbulence in a
sheared air-water flow with a deformable interface[dir nal of Fluid M echanics, 2003, 482, 31345.

[30] HARLOW F. H., WELCH J. E. Numerical calculation of time-dependent visego@mmpressible flow of fluid with
free surface[J|Physics of Fluids, 1965, 8, 2182.

[31] VIECELLI J. A. A computing method for incompressible Bows boundedmnying walls[J]. Journal of
Computational Physics, 1971, 8: 119143.

[32] VELDMAN A. E. P., VOGELS M. E. S. Axisymmetric liquid sloshing undew-gravity conditions[J].Acta
Astronautica, 1984, 11(10): 641-649.

[33] ARMENIO V. An improved MAV method (SIMAC) for unsteady high-Reld® free surface flows[J].

I nter national Jour nal for Numerical Methodsin Fluids, 1997, 24: 185214.

[34] TOME M. F., FILHO A. C., CUMINATO J. A., MANGIAVACCHI N., MCKE S. GENSMAC3D: a numerical
method for solving unsteady three-dimensional free surface flbweférnational Jour nal of Numerical Methodsin
Fluids, 2001, 37: 747796.

[35] SOUSA F. S., MANGIAVACCHI N., NONATO L. G., CASTELO A., TOMB.F., MCKEE S. A. front-
tracking/front-capturing method for the simulation of 3D multi-fluid ftiowvith free surfaces[J]Journal of
Computational Physics, 2004, 198: 4699.

[36] MCKEE S., TOME M. F., FERREIRA V. G., CUMINATO J. A., CASTELO AQBSA F. S., MANGIAVACCHI

N. The mac method[JComputers and Fluids, 2008, 37(8): 907-930.

[37] HIRT C. W., NICHOLS B. D. Volume of fluid (Vof) method for thegrtamics of free boundariesournal of
Computational Physics, 1981, 39, 201225.

[38] GOPALA V. R., VAN WACHEM B. G. M. Volume of fluid methods for imneible-fluid and free-surface flows[J].
Chemical Engineering Jour nal, 2008, 141: 20421.

[39] YOUNGS D. L., MORTON K. W., BAINES M. J. Time-dependent multi-eral flow with large fluid distortion,
in: Numerical Methodsfor Fluid Dynamics, Academic Press, New York, 1982, pp. 2285.

[40] NOH W. F., WOODWARD P. SLIC (Simple Line Interface Calculatiohgcture Notes in Physics, 1979, 59: 330
340.

[41] BORIS J. P., BOOK D. L. Flux-corrected transport. I. SHASTA, a fliadgport algorithm that workgpur nal of
Computational Physics, 1973, 11: 3869.

[42] UBBINK O. Numerical prediction of two fluid systems with sharp ifstees. Ph.D. Thesis, Imperial College of
Science, Technology and Medicine, 1997.

[43] JASAK H., WELLER H. G. Interface-tracking capabilities of the i@@mma differencing scheme, Technical
Report, Imperial College, University of London, 1995.

[44] THOMAS T. G., LESLIE D. C., WILLIAMS J. J. R. Free-surfadmslations using a conservative 3D code[J].
Jour nal of Computational Physics, 1995, 116: 5268.



[45] SHI J., THOMAS T. G., WILLIAMS J. J. R. Free-surface effégatopen channel flow at moderate Froude and
Reynold’s numbers[J]. Jour nal of Hydraulic Resear ch, 2000, 38(6): 465474.

[46] SANJOU M., NEZU I. Large eddy simulation of compound open-chanmekflvith emergent vegetation near the
floodplain edge. In: 9th International Conference on Hydrodynamics. Shangha, €010, 565-569.

[47] XIE Z., LIN B., FALCONER R. A. Turbulence characteristics irefigurface flow over two-dimensional dunes|[J].
Jour nal of Hydr o-environment Resear ch, 2014, 8: 200-209.

[48] POLATEL C. Large-scale Roughness Effect on Free-surfacBalkd-low Characteristics in Open-channel Flows.
Ph.D thesis. University of lowa, 2006.

[49] BRADFORD S.F. Numerical simulation of surf zone dynamicgidjr nal of Waterway, Port, Coastal and Ocean
Engineering, 2000, 126(1): 413.

[50] BAKHTYAR R., BARRY D. A, LI L., JENG D. S., YEGANEH-BAKHTIARY A Modeling sediment transport in
the swash zone: A review[JPcean Engineering, 2009, 36(9-10), 767-783.

[51] WATANABE Y., SAEKI H. Three-dimensional large eddy simulation ofaiiag waves[J]Coastal Engineering
Journal, 1999, 41(3&4): 281301.

[52] WATENABE Y., SAEKI H. Velocity field after wave breaking[Jnter national Jour nal of Numerical M ethods

in Fluids, 2002, 39: 607637.

[53] LUBIN P., GLOCKNER S., KIMMOUN O., BRANGER H. Numerical studithe hydrodynamics of regular waves
breaking over a sloping beach[HEr opean Jour nal of M echanics B/Fluids, 2011, 30: 552-564.

[54] CHRISTENSEN E. D. Large eddy simulation of spilling and plunging breake@jatal Engineering, 2006, 53:
463-485.

[55] OSHER S., SETHIAN J. A. Fronts propagating with curvature-depersphertd algorithms based on Hamilton
Jacobi formulations[JJlour nal of Computational Physics, 1988, 79: 1249.

[56] YUEW. S., LINC. L., PATEL V. C. Coherent structures in opbafmel flows over a fixed dungour nal of Fluids
Engineering-Transactions of the ASME, 2005, 127: 85864.

[57] SUH J., YANG J., STERN F. The effect of-airater interface on the vortex shedding from a vertical circular
cylinder[J].Jour nal of Fluids and Structures, 2011, 27(1): 1-22.

[58] KARA S., STOESSER T., STURM T. W., MULAHASAN S. Flow dynamics through a subed bridge opening
with overtopping[J]Jour nal of Hydraulic Resear ch, 2015, 53(2): 186195.

[59] KANG S., SOTIROPOULOS F. Large-eddy simulation of three-dinoeradi turbulent free surface flow past a
complex stream restoration structureljur nal of Hydraulic Engineering, 2015, 141(10): 04015022.

[60] SUSSMAN M., SMERKA P., OSHER S. A Level Set Approach for @ating Solutions to Incompressible Two-
Phase Flow[JJJour nal of Computational Physics, 1994, 114: 146-159.

[61] PENG D., MERRIMAN B., OSHER S., ZHAO H., KANG M. A PDE-based fast local |lseemethod[J]Jour nal

of Computational Physics, 1999, 155: 410138.

[62] RUSSO G., SMEREKA P. A remark on computing distance functiorkut.nal of Computational Physics, 2000,
163: 5167.

[63] SUSSMAN M., PUCKETT E. A coupled level set and volume-of-fluid methoddompuiting 3D and axisymmetric
incompressible two-phase flows[Jpur nal of Computational Physics, 2000, 162: 304337.

[64] GRIEBEL M., KLITZ M. CLSVOF as a fast and mass-conservxtension of the level-set method for the
simulation of two-phase flow problems[Jumerical Heat Transfer, Part B, 2015.

[65] ENRIGHT D., FEDKIW R., FERZIGER J., MITCHELL I. A hybrid parclevel set method for improved interface
capturing[J]Jour nal of Computational Physics, 2002, 183: 83116.

[66] WANG Z., YANG J., STERN F. Comparison of particle level set and GDBWnethods for interfacial flows, in
46th AIAA Aerospace Sciences Meeting and Exhibit, 200807

[67] WANG Z., SUH J., YANG J., STERN F. Sharp Interface LES of Breaking Wavas lyterface Piercing Body in
Orthogonal Curvilinear Coordinates. 50th AIAA Aerospace Sciehtmsting including the New Horizons Forum and
Aerospace Exposition, 2012, Nashville, Tennessee.

[68] MENARD T., TANGUY S., BERLEMONT A. Coupling level set/VOF/ghofluid methods: Validation and
application to 3D simulation of the primary break-up of a liquid jethitfer national Jour nal of M ultiphase Flow, 2007,
33:516-524.

[69] STOESSER T. Physically realistic roughness closure schesimtdate turbulent channel flow over rough beds
within the framework of LES[JJASCE Jour nal of Hydraulic Engineering, 2010, 136: 81:2819.

[70] KARA M. C., STOESSER T., MCSHERRY R. Calculation of fluid-sture interaction: methods, refinements,
applications[J]Proceedings of the I nstitution of Civil Engineers: Engineering and Computational M echanics, 2015,
168(2): 59-78.

[71] STOESSER T., MCSHERRY R., FRAGA B. Secondary Currents arulilence over a Non-Uniformly Roughened
Open-Channel Bed[JWater, 2016, 7(9).

[72] NICOUD F., DUCROS F. Subgrid-scale stress modelling based on thes sufuidnie velocity gradient tensor[J].
Flow, Turbulence and Combustion, 1999, 62: 183200.

[73] STOESSER T., BRAUN C., GARCIA-VILLALBA M., RODI W. Turbulencstructures in flow over two-
dimensional dunes[JASCE Jour nal of Hydraulic Engineering, 2008, 134(1): 455.

[74] KARA S. J., STOESSER T., STURM T. W. Turbulence statistics inpoomd open channels with deep and shallow
overbank flows[J]I AHR Jour nal of Hydraulic Resear ch, 2012, 50(5): 482494.



[75] KIM D., KIM J. H., STOESSER. Large eddy simulation of flow and solute transport in ozone contacbenajJ].
ASCE Journal of Environmental Engineering, 2010, 136(1): 22-31.

[76] KIM D., KIM J. H., STOESSERT. Hydrodynamics, turbulence and solute transport in ozone cohiatibers[J].
IAHR Jour nal of Hydraulic Research, 2013, 51(5): 558-568.

[77] ZHAO H., CHAN T., MERRIMAN B., OSHER S. A variational level sgiproach to multiphase motion[Jpur nal

of Computational Physics, 1996, 127(1): 179195.

[78] OSHER S., FEDKIW RL evel set methods and dynamic implicit surfacesM]. New York: Springer-Verlag, 2002.
[79] YUE W., LIN C. L.,PATEL V. C. Numerical simulation of unsteady multidimensional freasamotions by level
set method[J]I nter national Jour nal of Numerical Methodsin Fluids, 2003, 42: 853384.

[80] CROCE R., GRIEBEL M., SCHWEITZER M. A. A parallel level-set aygmh for two-phase flow problems with
surface tension in three space dimensions. Technical Repo&dtsié;forschungsbereich 611, Universitat Bonn, 2004.
[81] RODI W., CONSTANTINESCU G., STOESSER [Tar ge Eddy Simulation in hydraulics[M]. IAHR Monograph,
CRC Press, Taylor & Francis Group, 2013.

[82] MCSHERRY R. J., CHUA K. V., STOESSER T. Free surface flow egaare bars at low and intermediate relative
submergence[J]. Accepted for publicatiordour nal of Hydraulic Resear ch, 2017.

[83] COLEMAN S.E., NIKORA V., MCLEAN S.R., SCHLICKE E. Spatially averaged tuebtiflow over square
ribs[J]. ASCE Jour nal of Hydraulic Engineering, 2007, 13(2): 194-204.

[84] CEVHERI M., MCSHERRY R., STOESSER T. A local mesh refinenagigroach for largeedy simulations of
turbulent flows[J]I nter national Jour nal for Numerical M ethodsin Fluids, 2016, 82(5): 261-285.

[85] MARTINUZZI R. Experimentelle Untershung der Umstomung wandgedundemehtiger, prismatischer
Hindernisse. PhD thesis, University of Erlangen, 1992.

[86] MARTINUZZI R., TROPEA C. The Flow Around Surface-Mounted, Pwgic Obstacles Placed in a Fully
Developed Channel Flow[J]. Journal of Fluids Engineering, 1993, 115(1): 85-92.



Figures

A = 10.4k '

(b)

Figure 1.(a) Experimental set-up; (b) schematic showing flow configuration.

Figure 2. (a) Computational domain, including instantaneous water surface; (b) close-up showing
water surface at the standing wave.

1.4

z/k

09

Figure 3. Contours of normalised streamwise velocity in the mid-plane of the domain. Solid black
line indicates location of the water surface.



Figure 4. 1so-contours of Q-criterion and water surface from three different per spectives.



Figure 5. Computational domain showing location of bed-mounted cube and instantaneous water
surface.

Figure 6. Contours of normalised streamwise velocity in the mid-plane of the domain (i.e. cube
centreline). Solid black line indicates location of the water surface.
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Figure 7. Iso-contours of Q-criterion and water surface from three different per spectives.



