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Abstract 

The implementation of macroprudential policies for improving a country’s financial 

stability have become more common in emerging markets. The aim of this paper is to analyse 

the effect of macroprudential policy on both capital flow volatility and price stability in 

emerging market economies. The analysis covers the Global Financial Crisis and post-crisis 

period. The effects of general macroprudential variables including leverage growth and credit 

growth and specific instruments, namely loan-to-value caps and reserve requirements on 

capital inflow, capital outflow and price stability have been tested. Propensity score matching 

techniques have been used to measure the effectiveness of various macroprudential policy 

measures on capital flow volatility. 

Major findings indicate monetary policy instruments are effective in pursuing both 

monetary policy objectives and macroprudential objectives. Short term capital account 

volatility is seen to respond to macroprudential policy instruments. Propensity score matching 

was only successfully implemented for capital volatility. Results show that increased measures 

for macroprudential policy are effective for capital outflow and, decreased measures for 

macroprudential policy are effective, to a lesser extent, for capital inflows. Furthermore, 

meaningful correlation between increased macroprudential measures during periods of tight 

monetary policy exists only for capital outflows. 
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1. Introduction 

The recent global financial crisis called into question many of the convictions related 

to the implementation of central bank policies. Over the last decade, central banks have 

acquired more influence and assumed broader responsibilities. Macroeconomic policy 

objectives of price and output stability were traditionally achieved through conventional 

monetary policy tools such as short-term interest rates; the transparent central banking reaction 

function; changes in nominal interest rates (which subsequently lead to changes in yield curve 

of sovereign bonds and private asset classes, including bank loans); and the transmission 

mechanism through the credit channel, the exchange rate channel and the wealth channel (IMF 

2013a). However, due to a dramatic change in the macroeconomic environment, conventional 

monetary policy tools were no longer perceived as being effective. Widespread financial 

disruptions, the increased vulnerability of some sectors and the recessionary environment that 

pushed nominal interest rates below the zero-lower bound, rendered conventional monetary 

policies and tools insufficient in the management and control of policy objectives. 

Consequently, the necessity for unconventional monetary policy arose. The IMF (2013b) 

outlined the objectives of unconventional monetary policy broadly as the restoring of financial 

markets, intermediation and providing further monetary policy accommodation at the zero 

lower bound. In this respect, macroprudential policy gathered more interest with the rise in the 

pursuit of unconventional monetary policy.  The use of macroprudential policies was brought 

to the attention of policymakers for the first time in early studies from the mid-1980s. The 

focus of these early studies was on the safety and soundness of the financial system as a whole, 

as well as payment mechanisms (BIS 1986; Blunden 1987). Since then, capital flow, asset 

prices and credit growth have become important variables for the soundness of financial 

systems. Among these variables, cross-border capital flows attracted a substantial amount of 

concern from scholars, raising many policy challenges, particularly for emerging market 

economies.  

This paper aims to measure the determinants of capital flow volatility in emerging 

economies for the duration of the Global Financial Crisis (GFC) and post-crisis period. The 

determinants of capital flow volatility have been analysed extensively in academic literature. 

Taylor and Sarno (1997) studied the determinants of large portfolio flows from the US to Latin 

American and Asian countries during 1988-92. They used cointegration techniques to analyse 

the effects of domestic and global factors on capital inflows and found them to have significant 

effect in the long run. In a recent study by Forbes and Warnock (2011), the major ebbs and 
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flows of international capital, with a focus on extreme capital movements, was examined. 

Unlike other studies, little evidence in support of global factors such as US interest rate was 

discovered. The study did, however, put forward strong support for the role of the US interest 

rate in determining both capital inflows and outflows. Forbes and Warnock (2011) found 

productivity to be a key determinant of capital flows relevant in explaining gross capital inflow, 

but appeared to be less important for capital outflow for the post GFC period. This study found 

evidence that productivity was a significant determinant for capital outflows but not inflows 

for the post GFC period.  

A more recent paper by Ahmed and Zlate (2013) examined only the determinants of 

new private capital inflow to emerging markets for 2002-2012 on a quarterly basis. Growth, 

interest rate differentials and risk aversion were found to be statistically significant. Significant 

changes in the behaviour of net inflows from the period before the GFC were detected when 

compared to the post crisis period, especially for portfolio inflows. These changes could be 

partly explained by a greater sensitivity to such flows as interest rate differentials and risk 

aversion. This study confirmed the role of interest rate differentials and risk aversion for both 

capital inflows and capital outflows 

The use of the term ‘macroprudential’ became common after the financial crisis of 

2007-82. Crockett (2001) put forward the idea of macroprudential conception of economic 

processes as being essential in understanding the nature of financial stability and hence being 

able to monitor and address it. His emphasis was more on macroprudential supervision and 

regulation rather than the microprudential approach in tackling financial stability. Galati and 

Moessner (2014) put forward opposing views on the use of capital controls as macroprudential 

policy instruments. FSB and BIS, for example, did not include capital controls as a 

macroprudential policy instrument because of its sole focus on foreign investors. The IMF, on 

the other hand, stressed the inclusion of capital controls as macroprudential instruments with 

the stipulation that they be geared towards systemic risk and supported by strict governance 

arrangements. This study confirmed the frequent use of capital controls by emerging markets, 

particularly during and post GFC, and included the effects of capital controls on the behaviour 

                                                             
2The use of macroprudential in published research databases was small due to lags in the publication process (see 

Galati 2011). Therefore, the large majority of the literature review and references in this area were from the 

working paper series. 
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of both domestic and foreign investors.  Surprisingly, the results showed that domestic 

investors, rather than foreign investors, were more responsive to tight capital controls. With 

the number of countries imposing new capital controls with the purpose of establishing 

financial stability rising, there was a risk, according to Gagnon (2011), that some might go 

further than justified by the circumstances and end up distorting capital in ways that were 

harmful rather than beneficial. Countercyclical capital buffers and provisions; capital 

requirements in different sectors; measures to contain liquidity and foreign exchange 

mismatches; loan-to-value caps (LTV’s) and debt-to-income caps (DTI’s); and constraints on 

the composition of assets and liabilities were the primary macroprudential tools commonly 

used in both emerging markets and advanced economies. Alternative policy instruments such 

as reserve requirements (monetary policy), levies imposed on wholesale funding (fiscal policy), 

derivative trading on exchanges (infrastructure policies) and takeover policies (competition 

policy) were also used to achieve macroprudential objectives. The IMF survey showed that 

two-thirds of the respondents had used various instruments for macroprudential objectives 

since 2008, with emerging market economies using these instruments more extensively than 

advanced economies both before and after the recent financial crisis (Lim et al. 2011). The 

reason for more extensive use of policy instruments by emerging economies was frequent 

exposure to shocks attributable to the risk of capital flight. Since the recent financial crisis, 

there have been an increasing number of countries using these instruments with greater 

frequency. Even though macroprudential policies were used both by advanced and emerging 

economies to maintain stability in the real economy, the perception of financial stability and 

soundness varies with the degree of economic and financial development of a country. A study 

by Akinci and Olmstead-Rumsey (2015) revealed that nearly all measures used in advanced 

economies targeted the housing sector rather than more general credit conditions. General 

credit conditions are generally targeted by emerging economies, consequently resulting in the 

more frequent and widespread use of macroprudential policy instruments or measures. These 

instruments, either directly or indirectly, affect the financial system and the real economy with 

an attempt to constrain both financial cycle and systemic risks (Kawata et al. 2013). Ostry et 

al. (2012) and IMF (2012) showed that macroprudential measures may improve a country’s 

liability structure and its resilience to crises. 

A number of policy constraints and measures are used in the pursuit of economic and 

financial stability. Forbes (2007), Cline (2010), Klein (2012) and IMF (2012) show limited 

effects of capital controls on capital flows and other macroeconomic variables.  Due to the 
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limited nature of knowledge, macroprudential policies could not be targeted perfectly and did 

not fully offset financial distortions (IMF 2013a). Imperfect institutions were cited as another 

constraint, as instruments, including credit related, liquidity-related and capital-related 

measures, varied across countries and were dependent on the degree of economic and financial 

development, exchange rate regime, and vulnerability to certain shocks (Lim et al. 2011). 

Varying regulations and financial structures may also have been a factor. The use of 

macroprudential policy in achieving domestic goals during the post-crisis period, was 

considered, to a certain degree, to be especially successful in developing countries. However, 

unconventional monetary policies had mixed effects in the rest of the world, especially when 

the major concern was about the effects of these instruments on large capital flows with 

increased risks of sudden reversals in Asia and Latin America (IMF 2013b).  

The aim of this study is to measure the impact of macroprudential and monetary policy 

instruments on capital flow volatility and price stability in emerging market economies. It 

includes a panel data analysis for 25 emerging market economies. The effectiveness of 

macroprudential policy seems very much dependent on the interaction of other economic 

policies, mainly monetary policy. The empirical analysis of macroprudential instruments and 

their interaction between the financial system and macroeconomy was difficult to measure due 

to the lack of established models and availability of data (Galati and Moessner 2014). From a 

theoretical aspect, Unsal (2011) investigated whether macroprudential policy instruments 

assisted monetary policy in stabilizing the economy under a financial shock that was triggered 

by capital flow fluctuations. Angelini et al. (2012) studied the interaction between 

macroprudential policy and monetary policy in the European Union. Both Unsal (2011) and 

Angelini et al. (2012) examined the interaction between monetary and macroprudential policy 

by developing Dynamic Stochastic General Equilibrium (DSGE) models. Their simulations 

measured the effects of macroprudential and monetary models under supply and financial 

shocks.  

The important contribution of this paper is to build a bridge between theoretical and 

empirical studies, by focusing on how macroprudential policy and monetary policy instruments 

are used in pursing central bank objectives, as well as empirically test the effectiveness of 

various instruments in pursuing different policy objectives. In addition to the analysis of the 

interaction between macroprudential and monetary policy, this paper also explores the 

behaviour of capital flows and the effectiveness of central bank policies on managing capital 

volatility. Capital flow management and central bank policies are essential; not only for policy 
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makers but also for assuring that the economy is operating smoothly. They are essential for a 

sound financial system, for investors in making their decisions, and act as a backbone to prevent 

financial meltdowns in developing economies. The analysis includes the study of the behaviour 

of both domestic and foreign investors and how they respond to changes in monetary and 

macroprudential policy. 

Bruno et al. (2015) concluded that successful macroprudential policies were introduced 

during periods of interest tightening. The results of our study also show evidence of increased 

measures for capital flows during periods of tight monetary policy. However, this relationship 

was meaningful for domestic investors, rather than foreign investors. Ostry et al. (2011) argued 

that there were costs associated with the use of capital controls, while evidence on the 

effectiveness of capital controls in influencing the volume of capital flows was mixed. 

Following the examination of the effects of capital controls on capital inflows, it was concluded 

that increased capital controls could create distortions, reducing good financial flows alongside 

bad ones. Our results showed that while increased controls influenced capital outflows, 

decreased controls affected capital inflows.  

The effectiveness of macroprudential instruments on capital volatility was measured by 

using propensity score matching methodology. Propensity Score Matching (PSM) approach 

was developed in Rosenbaum and Rubin (1983) and has so far only been used in a small 

number of studies in the field of international macroeconomics. Glick, Guo, and Hutchinson 

(2006), for example, examined the effects of liberalised capital accounts and their link with the 

currency crisis. Recent studies show that there has been a growing interest in the use of PSM 

for measuring the effect of capital flow management. Forbes, Fratzscher, and Straub (2015) 

studied capital control and prudential measures, and Forbes and Klein (2013) analysed the 

policy responses to crisis and Bogdanov (2014) estimated the impact of open capital accounts 

on the volatility of international capital flows and foreign exchange rates. 

Prior to this paper, it was common in academic literature to measure the effects of the 

implementation of instruments one at a time. This paper’s major contribution has been the 

analysis of determinants of macroprudential policy with a focus on including several 

instruments for a specific county through a binary regression panel analysis. For example, the 

use of reserve ratios as a macroprudential policy instrument were more frequent in countries 

such as Brazil, Bulgaria, Bolivia, China, Latvia, Lithuania, Peru, Philippines, Poland, Romania, 

Russia and Kazakhstan. However, LTV ratios were more common for countries such as Chile, 
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Korea, Hungary, India, Singapore, Thailand and credit standards on loans to households was 

more frequent in Albania. Furthermore, a single country was seen to have implemented 

different instruments at different periods of time. For example, India adjusted its cash reserve 

ratios extensively between 2008 and 2012 and changed LTV ratios in the last quarter of 2010. 

Thus, the use of binary analysis in this paper allowed to consider country-specific and time-

specific factors simultaneously in single regression analysis, which in turn eliminated the time 

inconsistency problem. 

The study is structured as follows: Section 2 explains the theoretical framework and the 

model. Section 3 explains propensity score matching, while section 4 presents the estimation 

results. The conclusions of the study are drawn in section 5. 

 

2. The Theoretical Framework and Model 

In literature, factors that affected capital movements in emerging markets were 

separated under two groups: country-specific – pull – factors and global – push – factors 

(Taylor and Sarno 1997). The first group reflected domestic opportunity and risk and the latter 

reflected global factors such as changes in the US monetary policy and/or other macroeconomic 

policies and institutional reforms in emerging markets. 

An analytical framework for capital flow volatility was developed by Fernández-Arias 

and Montiel (1996) and Taylor and Sarno (1997). Potential domestic causes were broken down 

into causes operating at the project level and at the country level. It was assumed that capital 

flows might be transactions in n different types of assets, indexed by s (s= 1,…, n). The first is 

a project-level return on an asset (Gs) and the other is an adjustment factor depending on the 

creditworthiness of the country (Cs). Gs is a function of a vector of net flows (F) and Cs is a 

function of a vector of the end-of-period stocks of liabilities of all types, S: S=S-1+F, where  S-

1 denotes initial stocks of liabilities. Fernández-Arias and Montiel (1996) and Taylor and Sarno 

(1997) established the following arbitrage condition: 

𝐺𝑠(𝑔, 𝐹)𝐶𝑠(𝑐, 𝑆−1 + 𝐹) = 𝑉𝑠(𝑣, 𝑆−1 + 𝐹) 

(1) 

where Vs was the opportunity cost of assets of type s, and g, c, and v represented shift factors 

associated with the domestic economic environments, domestic creditworthiness and the 
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financial conditions of the creditor country. Gs, Cs and Vs were the increasing functions of g, c 

and v. The equilibrium value of the vector of net flows, F, was determined explicitly from the 

above equation and given as:  

𝐹 = 𝐹(𝑔, 𝑐, 𝑣, 𝑆−1) 

(2) 

where F was positively related with g and c, and negatively related with v and S-1. According 

to Taylor and Sarno (1997), when equation 2 was differentiated and total derivatives 

approximated by their first differences, holding S-1 as constant, the equation took the following 

form: 

∆𝐹 = 𝐹1∆𝑔 + 𝐹2∆𝑐 + 𝐹3∆𝑣 

(3) 

where subscripts denoted partial derivatives. This form of the equation was used to describe 

the changes in capital flows due to changes in the pull factors g and c and the push factors v 

with the initial value of S. The Generalised Method of Moments (GMM) (Hansen, 1982) was 

used to test the domestic pull and global push factors. 

Due to the non-stationary nature of some of the series used for analysis in this study, 

the Arellano and Bond (1991) difference GMM estimator technique has been used. Arellano 

and Bond (1991) proposed a method that exploits all possible instruments. Using the GMM, 

they obtained estimators using the moment conditions generated by lagged levels of the 

dependent variable (yi,t-2, yi,t −3,  …) with it ∆v. These estimators are called difference GMM 

estimators. The model is as follows: 

∆𝐾𝐴𝑖𝑡 = 𝛽0 + 𝛽1∆𝐾𝐴𝑖𝑡−1 + 𝛽2∆𝑖𝑖𝑡 + 𝛽3(𝑖 − 𝑖𝑢𝑠)𝑖𝑡 + 𝛽4∆𝑉𝐼𝑋𝑖𝑡 + 𝛽5∆𝐿𝑖𝑡 + 𝛽6∆𝐶𝑅𝑖𝑡 + 𝛽7∆𝐺𝑖𝑡 + 𝛽8𝑀𝑃𝐼𝑖𝑡 + 𝜀𝑖𝑡 

 

∆𝐼𝑁𝐹𝑖𝑡 = 𝛽0 + 𝛽1∆𝐼𝑁𝐹𝑖𝑡−1 + 𝛽2∆𝑖𝑖𝑡 + 𝛽3(𝑖 − 𝑖𝑢𝑠)𝑖𝑡 + 𝛽4∆𝑉𝐼𝑋𝑖𝑡 + 𝛽5∆𝐿𝑖𝑡 + 𝛽6∆𝐶𝑅𝑖𝑡 + 𝛽7∆𝐺𝑖𝑡 + 𝛽8𝑀𝑃𝐼𝑖𝑡 + 𝜖𝑖𝑡 

(4) 

where KA  is the share of capital account (portfolio investment assets) in GDP. It is either KAI, 

the gross capital inflow (foreigners’ portfolio investment, liability) or KAO, the gross capital 

outflow (residents’ portfolio investment, asset). Buying security is a plus sign and selling 

security is a negative sign both for capital inflow and outflow. The subscript i denotes the i'th 



9 
 

country, the subscript t denotes the t’th quarter and, 𝜀𝑖𝑡 is the error term. INF is the inflation rate, 

i is the monetary policy related interest rate. i-ius is the interest rate differential between 

domestic and the US nominal interest rates to capture short-term return differentials. It affects 

the relative attractiveness of domestic versus foreign assets, and thus capital flows. For 

example, when there is reduction in the interest rate in advanced economies, investors try to 

rebalance their portfolios toward higher-yielding assets, resulting in capital inflows to 

emerging markets (Powell, 2013). VIX is the Chicago Board Options Exchange Rate Market 

Volatility Index used as a proxy for risk aversion and uncertainty. L is the banking 

sector leverage ratio that is common in literature because of its role in causing financial 

instability, especially after the Spanish and Irish banking crisis. In today’s environment of 

excessive liquidity, bank leverage ratios are viewed as key part of macroprudential framework 

(Augouleas 2015). It is equal to the ratio of claims in private sector to transferable and other 

deposits in Broad Money of Depository Corporations excluding central banks. CR is the 

domestic credit growth rate3. It is a useful measure for indicating the stage of the financial 

sector. Macroprudential variables such as leverage and credit growth are not tools but rather 

measures that can reinforce prudential regulations (see Oustry et al. 2010). G is the economic 

growth rate that is used as proxy for the state of a country’s business cycle. Fast growing 

economies are more likely to increase their capital inflow not only because of the potential 

needs for financing their investment, but also because investors (especially for equity flows) 

may be attracted to the potential productivity gains and corresponding returns. Therefore, real 

GDP growth rate is included in the model. MPI is a macroprudential policy instrument. There 

are two instruments: LTV, caps on loan-to-value ratios (aimed at borrowers), that restricts the 

amount of the loan so as not to exceed some percentage of the value of the collateral asset (see 

Shin, 2014) and RR,  reserve requirement (aimed at institutions)4.  

There are several econometric problems that may arise from estimating these equations. 

The first one is that credit growth and leverage growth variables are assumed to be endogenous 

and causality may run in both directions – from capital flow volatility to credit growth volatility 

and vice versa – these regressors may be correlated with the error term. The second one is that 

time-invariant country characteristics may be correlated with the explanatory variables. The 

fixed effects are contained in the error term that consists of the unobserved country-specific 

                                                             
3It mirrors the risk-taking attitudes or market risk premiums. 
4See appendix 7.1 for a detailed explanation of the variables used in the estimation equations. 
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effects and the observation specific errors. The last problem is that the panel has a short time 

dimension (T=21) and a larger country dimension (N=25).  

The Arellano – Bond (1991) difference GMM estimator was used to address and solve 

the above problems. This requires the use of first-differences of all variables in the model and 

their lagged levels as instruments5. By transforming the regressors by first differencing, the 

fixed country-specific effect is removed. Arellano – Bond (1991) is also better for small T 

larger N (see Rodman 2006). The results of the estimations are explained in Section 4. 

 

3. Propensity Score Matching  

 An important part of this study is to measure the effectiveness of macroprudential 

policy implications on capital flow management using the Propensity Score Matching (PSM) 

technique (Rosenbaum and Rubin 1983). Matching to improve causal inferences in observation 

data is a highly popular method for pre-processing data (Ho et al. 2007; Morgan and Winship 

2015). The question that this paper tries to find an answer to is what fraction of capital volatility 

has been prevented by the central banks’ macroprudential policy. This is a causal question 

because it requires some knowledge of the data generating process; it cannot be computed from 

the data alone, regardless of sample size. PSM is the most commonly used matching method 

for causal analysis in observational studies (Pearl 2010). It applies to all situations where there 

is treatment, a group of treated individuals and a group of untreated individuals. The nature of 

treatment may take various forms. In this study, the changes in macroprudential policy are 

considered treatment. The observations that receive treatment are considered participants, the 

observations that do not receive treatment are considered nonparticipants, and the outcome is 

the capital flow volatility. 

The focus is on pointing out the difference between participants’ outcomes, both with 

and without treatment. In other words, we want to see the effect of macroprudential policy on 

countries’ capital volatility with and without treatment. The problem arises with the desire to 

observe both outcomes (with and without policy changes) for the same country at the same 

time. Mean outcome of nonparticipant may not be appropriate since participants and 

nonparticipants usually differ in the absence of treatment. This problem is called as selection 

                                                             
5 Unit root test results show that all variables other than VIX and banking sector leverage ratio are found 

stationary. 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3144483/#R63
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bias and the matching approach is one possible solution to the selection problem. PSM is based 

on the idea that we try to find observations in a large group of nonparticipants that are similar 

to the participants in all relevant predetermined characteristics of X, called covariates. 

Rosenbaum and Rubin (1983) use so called balancing scores b(X), which are the functions of 

the relevant observed covariates X such that the conditional distribution of X given b(X) is 

independent of assignment into treatment. This is called propensity score, the probability of 

participating in a policy given observed characteristics X. Matching procedures based on this 

balancing score are known as propensity score. 

Basic steps for implementing PSM are defined by Sianesi (2001) to be as follows: 

1. Estimate propensity scores on the covariates using probit or logit and retrieve their 

predicted values6. 

2. Pair each participant with some group of comparable nonparticipant (on the bases 

of propensity score) by using different algorithms. 

3. Estimate the counterfactual outcome of participant as weighted outcomes of her 

neighbours in the comparison group. 

After the estimation of propensity scores of the covariates, the next step is to match 

participants with the same propensity scores. There are various types of matching algorithms 

used to pair nonparticipants with participants. One method is the nearest neighbour (NN) 

matching method used in this study. The individual from the comparison group is chosen as a 

matching partner for a treated individual that is closest in terms of propensity score. There are 

two possible ways to conduct NN matching: one way is ̀ with replacement', the other is ̀ without 

replacement'. In the former case, an untreated individual can be used more than once as a match, 

whereas in the latter case it is considered only once.  

Another algorithm used in this study is the five nearest neighbour matching (5NN). In 

this algorithm, the individuals from the comparison group are chosen as a matching partner for 

a treated individual that is five closest in terms of propensity score. 

The last algorithm is Kernel matching (KM),  a non-parametric matching estimator that 

uses the  weighted averages of all individuals in the control group to construct the 

                                                             
6This study followed Forbes et al. (2015) and used logit instead of probit model in order to “spread out” the density of scores 

at very low and high propensity scores. There are seven covariates used. 

 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3144483/#R63
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counterfactual outcome. Common support condition is an important factor that determines the 

quality of the matching. It is more important for the implementation of KM than it is for the 

implementation of NN-matching. In the latter, all untreated observations are used to estimate 

the missing counterfactual outcome whereas in NN-matching, only the closest neighbour (in 

5NN-matching the five closest neighbours) is used (Caliendo and Kopeinig 2005).  One major 

advantage of this approach is the lower variance achieved which can be attributed to the use of 

more information. A drawback of these methods is that possibly observations are used which 

may be poor matches. 

 

4. Estimation Results 

The focus of this analysis is to firstly attempt to measure the effects of some 

macroprudential variables on net capital flows and inflation in emerging market economies.  

Then, the study focuses on measuring the effect of changes in macroprudential policy measures 

on capital flows using propensity score matching methodology.  

 

Table 1. Determinants of Capital Inflows 

DEPENDENT VARIABLE: CAPITAL INFLOWS (KAI)       

C 0.0073 *** 0.0910 *** 0.0504 *** 

KAI(-1) -0.2570 *** -0.2536 *** -0.2545 *** 

i  0.0536 *** 0.0510 ** 0.0403 * 

i-ius -0.0597 *** -0.0677 *** -0.0588 *** 

VIX -0.0002 *** -0.0001 ** -0.0001 *** 

LEVG -0.0000  0.0000  -0.0000  
CR 0.0001 ** 0.0002 *** 0.0002 *** 

G 0.0000  0.0001  -0.0002  
LTV   -0.1508 ***  
RR     -0.0680 *** 

Instrument rank 21  21  21  
Sargan Test 0.18  0.38  0.30   

*, **, *** indicate statistical significance at 10%, 5% and 1% test levels, respectively. 
See section 6.1 Data for abbreviations. 

Data includes 25 emerging economies and the dataset covers the period 2008-2013 on 

a quarterly basis. Table 1 shows the estimation results for measuring the effects of monetary 

and macroprudential instruments on capital flow of foreign investors. Official interest rates and 
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interest rate differentials were used to measure the effects of policy responses in capital flow 

volatility and found them to be statistically significant. Their signs are consistent with the 

literature, in that, as the neoclassical theory predicts, the capital should respond to interest rate 

differentials between countries. There is capital flow from countries with low return (capital-

scarce EMEs). The positive sign of the interest rate means that it is more attractive for foreign 

financial investors to invest at high interest rate. Subsequently, as the federal funds rate 

increases, foreign investors leave emerging markets. 

It is common in literature to measure the effect of asset price volatility on capital flows. 

The coefficient of VIX, which represents risk aversion and uncertainty (Miranda-Agrippino 

and Rey 2012; Rey 2013), is statistically significant and it has a negative correlation to capital 

flow and VIX. Low VIX requires high carry trade and high VIX requires low carry trade. Low 

VIX means low uncertainty and risk aversion which in turn increases capital inflows. Nier et 

al. (2014) found the effect of VIX on capital flow to be significant. Over the past number of 

years, there has been growing concern that leverage - or risk taking in general – has been 

shifting from banks to non-banks both in mature and emerging economies7 (IIF 2015). The 

results of this study show that the banking leverage growth rate is not found to be statistically 

significant. Credit growth rate, on the other hand, is statistically significant yet the magnitude 

is relatively small. It shows that it is the non-banking sector borrowing rather than the financial 

sector borrowing that determines capital inflow fluctuations for emerging economies. The 

possible causes of this decline in banking sector leverage can be explained by regulatory 

changes, market pressure and changes in bank business strategies.  

 The estimation results show that the domestic business cycle fluctuation is not 

statistically significant. In other words, domestic production fails to explain capital flow 

volatility. This result contradicts standard economic theory predicting that capital should flow 

into countries with an increase in total factor productivity. However, over the last decade, 

evidence shows the opposite. Studies such as Prasad et al. (2007) and Gourinchas and Jeanna 

(2006) show capital outflows from countries with fast growing productivity. This study finds 

evidence that  foreign investors are not concerned with domestic production growth rates. Carry 

                                                             
7 The share of bond market funding in the US was more than 50%in 2007 and it was increased to 70% in 2014. 

This was 14% in euro area in 2007 and increase d to 21% in 2014. We see similar trends in emerging markets. 

For example, in Latin America, it increased from 27% in 2007 to 42% in 2014; in Asian markets, it increased 

from 25% in 2007 to 35% in 2014. Nevertheless, the share of non-financial corporate indebtedness to GDP in 

2000 was around 89% in mature markets and 53% in emerging markets. In 2014, this increased to 95% in mature 

markets and more than 80% in emerging markets (see IFF 2015, p.3) 
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trade is still important and this increases vulnerabilities in emerging markets. Finally, the GMM 

estimation used two dummies; loan-to-value (LTV) ratio and reserve requirements (RR). The 

observation took the value 1 when there was a change in these instruments and 0 otherwise. 

Both the LTV ratio and reserve requirement coefficients are statistically significant. Higher 

limitations lower capital inflow movement. 

 Table 2. Determinants of Capital Outflows 

DEPENDENT VARIABLE: CAPITAL OUTFLOWS (KAO)       

C 0.0109 *** -0.1346 *** -0.0492  
KAO(-1) -0.4800 *** -0.4832 *** -0.5229 *** 

i  0.0432 *** 0.1082 ** 0.0970 *** 

i-ius -0.0327 *** -0.0752 ** -0.0648 *** 

VIX -0.0002 *** -0.0003 *** -0.0003 *** 

LEVG -0.0000  -0.0001 *** -0.0000  
CR 0.0000  -0.0002 *** -0.0000  
G 0.0002 *** 0.0002 ** 0.0007 *** 

LTV   0.2687 ***  
RR     0.1021 ** 

Instrument rank 21  21  21  
Sargan Test 0.15  0.38  0.30   

*, **, *** indicate statistical significance at 10%, 5% and 1% test levels, respectively. 
See section 6.1 Data for abbreviations.  

 Table 2 shows the estimation results for capital flow of domestic investors. Both the 

official interest rate and the interest rate differential are statistically significant. A positive sign 

for the official interest rate means that if central banks raise interest rates there will be an 

increase in capital outflow for emerging economies. This means that domestic investors sell 

securities. Banking leverage rate and credit growth rate are statistically significant only in one 

of three estimates. The effect is relatively small. They both have negative signs. As the rates 

increase, domestic investors in emerging markets buy securities in foreign markets. Domestic 

business cycle fluctuations are statistically significant for domestic portfolio investors. A 

positive sign means that when the economic growth rate increases, domestic investors sell 

foreign securities. Finally, macroprudential instruments are statistically significant and have 

positive signs. When the limits for domestic borrowing are increased, domestic investors buy 

foreign securities. 

In table 3, official interest rates and interest rate differentials are both statistically 

significant. The domestic interest rate has the greatest value for determining price stability, 
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which is consistent with theory and literature. VIX, representing uncertainty and risk, is 

statistically significant but relatively small in magnitude. It has a positive sign, meaning that 

high uncertainty results higher inflation rates in emerging market economies. A negative 

correlation between inflation and the variables such as rate of credit growth, leverage growth 

and output growth shows that reduction in credit growth (borrowing) changes expectations and 

causes an increase in inflation (Bose 2002). Finally, macroprudential policy instruments are 

not a statistically significant variable for the inflation rate.  

Table 3. Determinants of Inflation 

DEPENDENT VARIABLE: INFLATION           

C -0.0668  -0.6961  -0.2350  
INF(-1) 0.2984 *** 0.3204 *** 0.2960 *** 

i  1.1567 *** 1.3937 *** 1.3552 *** 

i-ius -0.7719 *** -0.8863 *** -0.8562 *** 

VIX 0.0016 *** 0.0008  0.0013 * 

LEVG -0.0011 * -0.0014 * -0.0013 ** 

CR -0.0027 *** -0.0034  -0.0029 *** 

G -0.0035  -0.0037  -0.0022  
LTV   1.2413    
RR     0.3061  

Instrument rank 21  21  21  
Sargan Test 0.28  0.29  0.21   

*, **, *** indicate statistical significance at 10%, 5% and 1% test levels, respectively. 
See section 6.1 Data for abbreviations. 

The second part of the analysis aims to measure the effectiveness of any changes in 

macroprudential policy measures in managing capital flow volatility by using propensity score 

matching methodology. Table 4 shows the estimation output for binary regressions. It includes 

all the variables in equation 4, except this regression includes the growth of VIX and excludes 

dummy variables of LTV and RR as macroprudential policy instruments8. In addition, inflation 

rate and exchange rate growth have been introduced and credit growth rate has been excluded 

from the model to improve robustness. Three binary regressions are estimated; macroprudential 

policy includes any change in policy - both increasing and decreasing measures. Contractionary 

estimation includes only increased measures and expansionary estimation includes policy 

changes causing decreased measures. All macroprudential and monetary variables are 

                                                             
8 LTV, RR and other instruments are used to represent endogenous variables in binary regression.  
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statistically significant, especially for macroprudential policy estimate, and the signs of the 

coefficients are consistent with literature. 

Table 4. Estimation output for binary regression 

 

There is a negative correlation between interest rates and macroprudential policy 

measures. When domestic interest rates are high, emerging market economies are reluctant to 

intervene in capital markets and find it unnecessary to use any macroprudential policy 

measures. However, regression did not provide a statistically significant result when 

macroprudential policy was broken down into contractionary and expansionary dimensions. 

There is a positive correlation between interest rate differential and policy change. This means 

that when the US interest rate falls, emerging economies more likely reduce measures to attract 

foreign investment. VIX has similar behaviour with the GMM estimate. The negative sign 

implies that when there is uncertainty in the global markets, emerging economies reduce their 

macroprudential measures. Unlike in the GMM estimation, the effect of leverage growth rate 

on macroprudential policy is statistically significant and high in magnitude in the binary 

estimation. It shows that central banks respond to the level of risks in financial sectors. At 

higher growth rates central banks are more likely to intervene in capital flow management 

thereby using macroprudential policy instruments more frequently. The relationship between 

inflation and policy implication is similar with the results for the behaviour of inflation in 

GMM estimation. When inflation rises, these economies reduce their measures. A final variable 

is exchange rate growth, where depreciation causes reduction in the use of macroprudential 

policy instruments. 

The binary regression results are used to calculate propensity scores. The choice of 

covariates is based either on theory or on previous empirical findings. The next stage is to apply 

MACROPRUDENTIAL POLICY CONTRACTIONARY EXPANSIONARY

i -1.604 *** -0.982 -1.345

i-ius 1.537 *** 0.679 1.523 *

VIX -0.003 0.023 -0.067 **

LEV 7.873 *** 9.096 ** 0.008

G 0.024 ** 0.027 * -0.016

INF -0.015 ** 0.074 -0.016

EXR -0.030 ** -0.015 -0.020

Observations 545 545 545

Pseudo R2 0.120 0.090 0.197

*, **, *** indicate s tatis tica l  s igni ficance at 10%, 5% and 1% test levels , respectively.

Note: Equations include constant and lagged variables of the control variables.

FIRST-STAGE LOGIT REGRESSION RESULTS USED TO CALCULATE PROPENSITY SCORES 
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propensity score matching by using different algorithms. The aim is to match treated capital 

flows with similar untreated capital flows in order to evaluate the impact of macroprudential 

policy on different outcomes such as capital inflows and outflows. To make sure that these 

findings are not driven by the selection of a particular strategy, coefficients are estimated using 

different matching algorithms. These algorithms are: nearest neighbour matching, five nearest 

neighbour matching and Gaussian Kernel matching. Tables 5, 6 and 7 report the calculation of 

the average treatment effect on the treated for three different policy implications. Table 5 shows 

the use of macroprudential measures (both increased and decreased measures) in a single binary 

regression. Table 6 shows increased measures only and table 7 shows decreased measures for 

capital volatility. After the propensity scores are estimated, standard errors are bootstrapped 

for the ATT in order to evaluate if there is a significant difference between the treated and 

control groups (see Lechner 2002). 

The first two columns are the means of treated and control groups for each of the 

variables prior to matching. The third column shows the covariance balance, which is a 

criterion for standardised difference showing whether matching is necessary. The matching 

technique is meaningful for covariates if means of treated and untreated control variables are 

statistically different. A value higher than 20 indicates the necessity to balance out variables. 

The results of table 5 show that when the analysis covers expansionary and contractionary 

macroprudential policy mean of the treated and unmatched control is significantly different for 

variables other than leverage growth rate, domestic growth rate and exchange rates. So, 

matching is needed for variables such as central bank interest rate, interest rate differential, 

VIX and inflation rate. However, when the analysis is divided into either increased or decreased 

macroprudential measures, means of treated and unmatched control are statistically different 

for nearly all variables that allow us to use matching technique. The other columns show the 

mean matched values for ATT both for capital inflow (KAI) and capital outflow (KAO) by 

using three different matching algorithms and the t-statistics for tests of the hypothesis that the 

mean of each variable in the treated and control groups are equal. This means that all the 

covariates are well balanced and matching was effective in building a good control group. The 

NN matching for increased macroprudential measures on capital outflow successfully removed 

the significant differences across groups as measured by the seven covariates. The 5NN 

matching for increased macroprudential measures on capital outflow successfully removed the 

significant differences across groups as measured by the six covariates, on capital inflow only 

by five covariates. Alternatively, NN matching for increased measures on capital inflow 
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successfully removed the significant difference across groups as measured by covariates, 

except interest rates and growth rates. Results for the growth rates are statistically insignificant 

and consistent with results of the GMM.  

Table 5. Average Treatment Effect for Macroprudential Policy Measures 

 

Table 6. Average Treatment Effect for Increased Macroprudential Measures 

 

 

 

 

Mean: Mean:

Treated Unmatched Stand. Mean(KAI): Mean(KAO): Mean(KAI): Mean(KAO): Mean(KAI): Mean(KAO):

Group Control Diff. Matched   Matched   Matched   Matched   Matched   Matched   

(µt) (µc) Control t -stat Control t -stat Control t -stat Control t -stat Control t -stat Control t -stat

i 5.995 4.439 44.43 0.048 3.10 *** 0.012 1.55 0.037 2.67 *** -0.013 1.57 0.071 4.50 *** -0.013 -1.55

i-i
us

5.497 4.066 41.93 0.050 3.33 *** -0.011 -1.25 0.079 0.08 -0.005 -1.32 0.078 5.29 *** -0.002 -0.30

VIX -0.676 1.281 -20.84 0.051 2.43 *** -0.005 -0.56 0.011 -0.48 -0.007 -7.77 *** 0.051 3.39 *** -0.006 -0.69

LEV 0.647 0.662 -3.33 0.057 3.73 *** -0.037 -4.43 *** 0.039 2.60 *** -0.051 -4.47 *** 0.025 1.63 0.008 0.98

G 2.853 2.838 0.11 0.047 3.02 *** 0.001 0.19 0.031 2.49 *** -0.014 0.17 0.043 2.79 *** 0.001 0.10

INF 8.496 14.145 -24.06 0.031 2.06 *** -0.033 -3.83 *** 0.021 1.41 -0.142 -3.96 *** 0.019 1.06 *** -0.147 -7.13 ***

EXR 2.135 1.937 1.65 -0.051 -3.41 *** -0.315 -0.59 -0.031 1.60 -0.099 -0.62 -0.037 -2.43 -0.037 -4.61 ***

Mean Predicted 

p-value 0.59 0.55 0.50 0.52 0.51 0.51 0.50 0.51

Obs. 151 448 151 151 151 151 151 151

*, **, *** indicate statistical significance at 10%, 5% and 1% test levels, respectively (Bootstrap with 1000 repetitions)

Note: Equations include constant and lagged variables of the control variables.

MACROPRUDENTIAL POLICY MEASURES ON CAPITAL FLOWS:

MEANS FOR TREATED AND CONTROL GROUPS USING DIFFERENT MATCHING ALGORITHMS

NEAREST NEIGHBOUR 5-NEAREST NEIGHBOURS GAUSSIAN KERNEL

(No Replacement)

Mean: Mean:

Treated Unmatched Stand. Mean(KAI): Mean(KAO): Mean(KAI): Mean(KAO): Mean(KAI): Mean(KAO):

Group Control Diff. Matched   Matched   Matched   Matched   Matched   Matched   

(µt) (µc) Control t -stat Control t -stat Control t -stat Control t -stat Control t -stat Control t -stat

i 5.61 4.70 36.25 0.091 3.894 *** 0.001 0.08 0.057 2.51 ** 0.002 0.13 0.089 3.65 *** 0.002 0.12

i-i
us

5.07 4.32 63.21 0.037 1.612 0.020 1.57 0.020 0.87 0.080 6.55 *** 0.028 1.20 0.070 5.76 ***

VIX 0.99 0.72 5.09 0.031 1.304 0.010 0.65 0.018 0.79 0.000 0.01 0.070 2.89 *** 0.008 0.68

LEV 0.64 0.66 -25.29 0.076 3.232 *** 0.012 -1.76 0.064 2.76 *** -0.037 -1.84 0.024 1.06 -0.453 2.17 **

G 3.91 2.67 -42.25 0.065 2.840 *** 0.016 1.23 0.047 1.99 0.008 0.67 0.062 2.61 ** 0.015 1.20

INF 8.03 13.59 44.61 0.061 2.612 ** 0.017 1.36 0.040 1.79 -0.128 1.44 0.059 2.59 ** 0.002 0.15

EXR 1.08 2.14 11.88 0.055 2.289 ** 0.022 1.69 0.017 0.74 0.026 1.72 0.065 2.33 0.021 1.71

Mean Predicted 

p-value 0.55 0.53 0.50 0.50 0.51 0.51 0.50 0.52

Obs. 93 509 91 91 91 91 91 91

*, **, *** indicate statistical significance at 10%, 5% and 1% test levels, respectively (Bootstrap with 1000 repetitions)

Note: Equations include constant and lagged variables of the control variables.

INCREASED (CONTRACTIONARY POLICY) MEASURES ON CAPITAL FLOWS:

MEANS FOR TREATED AND CONTROL GROUPS USING DIFFERENT MATCHING ALGORITHMS

NEAREST NEIGHBOUR 5-NEAREST NEIGHBOURS GAUSSIAN KERNEL

(No Replacement)



19 
 

Table 7. Average Treatment Effect for Decreased Macroprudential Measures 

 

The results of PSM technique, as discussed above, were used in expressing causal 

assumptions to be cognitively meaningful. The observed macroeconomic variables used in this 

study were used in expressing a causal inference. Overall, the results show that the effect of 

increased measures for macroprudential policy are more meaningful on capital outflow than on 

capital inflow and, to a lesser extent, the effects of decreased measure for macroprudential 

policy is more meaningful on capital inflow. 

 

5. Concluding Remarks 

The recent financial crisis will continue to attract many researchers endeavouring to 

understand the nature of crises and their resulting consequences in global financial markets. 

The dynamics of any economic crisis may be grouped into several main areas, such as the 

causes of disruptions in the market, the aftermath and policy interventions for the prevention 

of distortions in the economic environment. The last dynamic deserves further attention, as 

history repeats itself and, to date, policy makers have failed to prevent economic crises. The 

behaviour of central banks, as well as the process of using policy instruments to realise central 

banking objectives have also evolved over time. The conventional approach to central banking 

with the objective of price stability through monetary policy instruments, especially during 

times of zero-lower-bound interest rates, have failed to create macroeconomic stability. The 

results presented in this study show that central banks in emerging markets have diversified 

Mean: Mean:

Treated Unmatched Stand. Mean(KAI): Mean(KAO): Mean(KAI): Mean(KAO): Mean(KAI): Mean(KAO):

Group Control Diff. Matched   Matched   Matched   Matched   Matched   Matched   

(µt) (µc) Control t -stat Control t -stat Control t -stat Control t -stat Control t -stat Control t -stat

i 6.76 4.62 74.46 0.041 3.44 *** -0.035 -6.96 *** 0.0409 0.59 -0.034 -6.88 *** 0.039 3.49 *** -0.034 -6.40 ***

i-i
us

6.25 4.23 74.32 0.023 -0.12 -0.015 -3.12 *** 0.0231 2.49 ** 0.000 -0.03 0.040 4.21 *** -0.036 3.63 ***

VIX -4.34 1.32 -64.30 0.021 0.41 -0.075 -15.47 *** 0.0211 -2.11 ** -0.040 -7.92 *** 0.020 1.87 -0.027 -1.51

LEV 0.66 0.66 -29.07 0.023 1.97 -0.100 -20.22 *** 0.0233 2.36 *** -0.034 -6.72 *** -0.009 1.62 -0.017 -2.20

G 0.60 3.09 -56.44 -0.030 -2.59 *** -0.296 -49.68 *** -0.03 0.63 -0.019 -3.79 *** -0.003 -0.33 -0.104 -6.43 ***

INF 9.61 13.06 54.63 0.003 0.27 -0.141 -26.70 *** 0.0032 -1.12 -0.185 -35.94 *** -0.006 -0.53 -0.157 -6.92 ***

EXR 4.92 1.67 44.11 0.013 1.25 -0.026 -5.39 *** 0.0126 -6.68 *** -0.167 -31.54 *** -0.043 -4.97 *** -0.106 -17.0 ***

Mean Predicted 

p-value 0.54 0.52 0.50 0.52 0.51 0.51 0.50 0.51

Obs. 59 541 59 59 59 59 59 59

*, **, *** indicate statistical significance at 10%, 5% and 1% test levels, respectively (Bootstrap with 1000 repetitions)

Note: Equations include constant and lagged variables of the control variables.

(No Replacement)

DECREASED (EXPANSIONARY POLICY) MEASURES ON CAPITAL FLOWS:

MEANS FOR TREATED AND CONTROL GROUPS USING DIFFERENT MATCHING ALGORITHMS

NEAREST NEIGHBOUR 5-NEAREST NEIGHBOURS GAUSSIAN KERNEL
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their strategies to include unconventional methods together with frequent use of 

macroprudential policy instruments. Soundness of the financial markets implicitly, together 

with price stability, are on the list of emerging market central banks’ macroeconomic 

objectives. This study shows evidence that both monetary and macroprudential policy 

instruments contribute to the stability of financial markets; however, it also shows a weak 

evidence that macroprudential policy instruments support price stability. Thus, the use of 

unconventional methods should be defined explicitly for effective central banking in pursuing 

internal and external objectives.  

Another conclusion of this study is regarding the exploration of the behaviour of foreign 

investors in emerging economies. If foreign investors continue to only heed short term 

variables such as asset price volatility and target interest rates and disregard long term variables 

such as domestic business cycle, credit growth rate and financial sector borrowing, the 

vulnerability of emerging markets will increase and policy makers will need to be on their toes 

in order to keep their economies from collapsing. Macroprudential policy instruments aiming 

to control capital flow volatility eventually, focus on foreign investors to prevent sudden stops. 

However, this study showed that it is domestic investors, rather than foreign, that respond to 

macroprudential policy changes. 

 

6. Appendices 

6.1 Data 

There are 25 countries included in this analysis. These are Albania, Brazil, Bulgaria, 

Chile, China, Czech Republic, Hong Kong, Hungary, India, Indonesia, Kazakhstan, Korea, 

Latvia, Lithuania, Malaysia, Mexico, Peru, Philippines, Poland, Romania, Russia, Singapore, 

Thailand, Turkey and Uruguay. The data range covers 2008Q1-2013Q4. All data have been 

obtained from International Monetary Fund (IMF) International Financial Statistics (IFS), 

national central banks and national statistical departments. Details for the sources of data are 

listed below. 

CAPITAL INFLOW (KAI) AND OUTFLOW (KAO): Portfolio investment inflow and 

outflow are used and data was obtained from the IMF. 
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GDP: Data for Argentina and Mexico was obtained from OECD; for all other countries, data 

was obtained from the IMF. 

INTEREST RATE (i): 3-month interbank rate for Poland, Romania Czech Republic, Hungary, 

Latvia and Lithuania, obtained from Eurostat. Bolivia, India, China, Hong Kong obtained from 

central banks. Others are monetary policy related interest rates from IMF. 

VIX: Chicago Board Options Exchange (CBOE) Rate Market Volatility Index obtained from 

Bloomberg and CBOE. 

LEVERAGE GROWTH (LEV): Banking leverage is calculated by claims on private sector 

divided by the sum of transferable deposits included in broad money and other deposits 

included in broad money. Data obtained from IMF. However, IMF data is not available for 

Czech Republic, Hong Kong, Hungary, India, Latvia, Lithuania and Singapore. Therefore, 

domestic economy leverage (domestic credits divided by GDP) was used and data was obtained 

from central banks and national statistical departments.  

DOMESTIC CREDIT GROWTH (CR): Domestic credits include the sum of net claims on 

central government, claims on other financial corporations, claims on public non-financial 

corporations and claims on private sector (for Bulgaria, only net claims on central government 

is used due to availability). Data for Bulgaria, Hong Kong, India, Latvia, Lithuania, Peru, 

Poland and Singapore obtained from national statistical departments, others from the IMF. 

LOAN-TO-VALUE (LTV) AND RESERVE REQUIREMENTS (RR): Dummy variables are 

used when there are policy changes, obtained from national central banks and other sources 

(Lim et al. 2011 and Shim et al. 2013). 

EXCHANGE RATES (EXR): Nominal exchange rates, national currency per US dollars, 

obtained from IMF International Financial Statistics. 
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