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Abstract

Recent studies propose that different dynamical systems, such as climate, ecological and financial systems, among others, present

critical transition points named to as tipping points (TPs). Climate TPs can severely affect millions of lives on Earth so that an

active scientific community is working on finding early warning signals. This paper deals with the development of a time series

segmentation algorithm for paleoclimate data in order to find segments sharing common statistical patterns. The proposed algorithm

uses a clustering-based approach for evaluating the solutions and six statistical features, most of which have been previously

considered in the detection of early warning signals in paleoclimate TPs. Due to the limitations of classical statistical methods, we

propose the use of a genetic algorithm to automatically segment the series, together with a method to compare the segmentations.

The final segments provided by the algorithm are used to construct a prediction model, whose promising results show the importance

of segmentation for improving the understanding of a time series.
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1. Introduction

In contrast to the famous statement of Linnaeus (1751) “na-

tura non facit saltus” (or nature makes no leaps), it has been

proven that some points of no return, thresholds and phase chan-

ges are widespread in nature and these are often non linear [1].

Such events can be rarely anticipated and some of them can

have detrimental consequences on Earth’s climate and large-

scale impacts on human and ecological systems. This increases

the imperious necessity of studying, analysing and developing

techniques for characterising them in order to construct reli-

able early warning systems. Although the human being have

influenced their local environment for millennia, e.g. reducing

biodiversity, it is now, since the industrial revolution, that truly

global changes are being noticed [2, 3]. Examples that are cur-

rently receiving attention include the potential collapse of the

Atlantic thermohaline circulation, the dieback of the Amazon

rainforest or the decay of the Greenland ice sheet [1]. Formally,

a climate “tipping point” (TP, also known as “little things can

make a big difference”) occurs when a small change in forcing

triggers a strongly nonlinear response in the internal dynamics

of part of the climate system, qualitatively changing its future

state.

The critical relevance of early TPs detection has produced

a growing attention of the scientific community. Lenton differ-

entiates between several types of TPs, and presents some indi-

∗This paper has been invited to be included in the “Special Issue

Neurocomputing-HAIS2014”.

cators that can help to detect them, such as the increase of auto-

correlation of the series values [4]. In [5], more concrete tech-

niques regarding data processing and indicators are presented.

They study a bank of methods using only simulated ecological

data, concluding in concordance with the literature that there

is no unique best indicator for identifying an upcoming transi-

tion. They also conclude that all the methods require specific

data-treatment. Up to our knowledge, all previous works tackle

the TP detection with statistical methods trying to select (by

trial and error) the method (and the time-window) most suit-

able to detect those transitions. They require an intensive data

preprocessing that includes, for instance, the use of Gaussian

filters or rolling windows that introduce extra parameters (such

as the width of the Gaussian function or size of the window)

that need to be optimised [4, 5]. The main limitation behind

these methods is that different TPs require specific treatment,

which is specifically the objective that this paper tries to tackle.

Time series segmentation is a research field, aiming to pro-

vide a compact representation of the time series values, divid-

ing it into segments and using an abstract representation of

each segment. It is very important for time series representa-

tion and time series mining [6, 7, 8] and is commonly used as

a pre-processing step for different mining tasks [8, 9, 10, 11]

(e.g. clustering, classification or motif detection) and for data

compressing [12, 13]. In this way, segmentation algorithms

have been used in many different fields, such as paleoecologi-

cal problems [14], phoneme recognition [15] or paleontological

climate [16]. Some recent works have proposed the use of alge-

braic segmentation for the specific case of short-term [17, 18]
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and short nonstationary time series [19].

In the context of time series segmentation, this paper deals

with climate time series segmentation to effectively analyse Dans-

gaard–Oeschger (DO) events (i.e. the consequence of different

tipping points occurred in the past).The main objective of the

paper is to improve the ability to understand paleo-records and

identify abrupt climate changes (in this case DO events). TPs

have been studied using predefined and fixed time-windows, or

specifying different windows for each one (as it has been sug-

gested that there are different types of TPs, represented by dif-

ferent time spans and statistical features). In other words, it

is well-known that there exist a nonlinear trigger (known as a

TP) which anticipates abrupt climate changes, but the way to

characterise and detect these triggers is uncertain to this point,

mainly because the nature of each TP is usually different from

the rest (they occur in different time spans and there exist dif-

ferent statistical features that help to detect them). Motivated

by this hypothesis, the main aim for using a segmentation al-

gorithm is to automatically detect and exploit these differences

between the TPs. The combined use of an evolutionary seg-

mentation algorithm, a clustering method and a set of features

previously linked to TP detection would ideally serve two dif-

ferent objectives: 1) Group similar patterns according to the set

of defined features (which should help to detect TPs) and 2)

find the best time span to detect each TP (this search is guided

by a measure of the compactness of the clustering). Note that

given the nature of both the evolutionary algorithm and fitness

function these two objectives are achieved jointly, optimising

the segmentation so that the differentiation between the clus-

ters is maximal (according to a set of predefined features which

have been linked to TP detection, which would guide the search

towards clusters composed of TPs against clusters of character-

istics radically different to the ones found in TPs). We believe

that this tool could help the expert to study and analyse the na-

ture of TPs and to construct a diagnostic-predictive model to an-

ticipate this type of events. We introduce an evolutionary time

series segmentation method as a first step to better understand

the paleoclimate data used. This segmentation provides a more

compact representation of the time series by splitting it into seg-

ments with similar statistical behaviour [7]. This segmentation

analysis avoids the necessity of specifying predefined sliding

windows for the different TPs, which is one of the main dif-

ficulties of previous TP detection methods [5]. Furthermore,

the segmentation algorithm is able to detect and exploit differ-

ences between the TPs (via the clustering phase), which could

be interesting for the prediction phase. We address the segmen-

tation problem as a heuristic search problem with the proposal

of a Genetic Algorithm (GA) to overcome the limitations of tra-

ditional statistical methods. The GA segments the data trying

to obtain diverse clusters of segments based on six statistical

properties (for more information about time series clustering

see [20]). These statistics have been selected given their po-

tential for the discrimination of paleoclimate TPs. The fitness

of each solution is estimated using different cluster validity in-

dexes that have been highlighted for their good behaviour in

the literature. However, measuring the quality of a segmenta-

tion can be only achieved by expert evaluation of the solutions

given by the algorithm. An important contribution of this paper

is a quantitative method to perform comparisons with respect

to an expected ideal segmentation of the series to assess the ro-

bustness and stability of the method. This method allows the

evaluation of an unsupervised segmentation algorithm (as the

one developed) with a minimal effort by the expert, who has

only to provide the ideal segmentation. We test the proposal

with two of the most studied paleoclimate proxy data series,

which demonstrates tipping behaviour using the oxygen isotope

δ18O of the Greenland ice cores [21, 22] and includes climate

records from -60,000 years to the present. Finally, our exper-

iments also demonstrate the feasibility of training a predictive

machine learning model as an early warning signal, using the

statistics computed for the resulting segments and the values of

the time series.

A preliminary study in this direction was presented in [16],

where an evolutionary segmentation algorithm was applied to

analyse the segments preceding TPs, using the quotient of the

number of segments divided by the sum of squared error of the

clustering as the fitness function. This paper extends the previ-

ous work with the following contributions:

• The evaluation of the segmentations obtained by the dif-

ferent versions of the algorithm has been automatised us-

ing two different metrics, the former comparing the seg-

mentation to an ideal segmentation and the latter eval-

uating the stability of the algorithm. These evaluation

metrics are used as a post-evolution analysis of the TP

detection capability of each version of the algorithm.

• Moreover, this automatic evaluation method has been used

to perform a battery of experiments comparing the re-

sults obtained by a total of 10 different cluster validity

indexes used as fitness functions. The new fitness func-

tions improve the results of [16] to a great extent. These

metrics, which measure cluster compression, are used to

guide the algorithm to different solutions, which are later

compared.

• The best segmentation obtained has been used to devise

a classification model able to recognise abrupt climate

changes based on the characteristics of the previous seg-

ment. This model can be used to better understand the

characteristics of potential early warning signals of TPs.

• Some improvements have been included in the algorithm,

such as the binary coding (which alleviates the computa-

tional load of the algorithm) and a restriction of the min-

imum segment size.

The rest of the paper is organised as follows. Section 2

presents the segmentation algorithm, while Section 3 presents a

proposal for segmentation comparison. Section 4 discusses the

experimental results and the last section depicts the conclusions

and future research.

2. Segmentation Algorithm

Given an univariate time series Y = {yn}
N
n=1

, our objec-

tive is to divide the values of yn into m consecutive subsets
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or segments. These segments should present a homogeneous

behaviour regarding the values of yn. This is done by parti-

tioning the time indexes (n = 1, . . . ,N) into segments: s1 =

{y1, . . . , yt1 }, s2 = {yt1 , . . . , yt2 }, . . . , sm = {ytm−1
, . . . , yN}, where

t’s are the cut points and are subscripted in ascending order

(t1 < t2 < tm−1). The cut points belong to two segments (the

one before and the one after to analyse consistently the transi-

tion from one segment to the next). The integer m and the cut

points ti, i = 1, . . . ,m − 1, are the parameters to be determined

by the algorithm. As done in [23], we extend this setting by

trying to group the segments into k different classes or clus-

ters (k < m), where k is a parameter defined by the user. In

this way, each segment, sl, will be associated to a class label:

(s1, z1), . . . ,(sm, zm), where zl, l = 1, . . . ,m, is the class label of

the l-th segment and takes values in a set of k different labels,

zl ∈ {C1, . . . ,Ck}.

2.1. Summary of the algorithm

The Genetic Algorithm considered in this paper can be in-

cluded in the area of time series segmentation [7, 24, 25, 26, 9,

10, 11, 17, 13]. Our main objective is to devise an unsupervised

methodology to identify time segments with similar statistical

behaviour [23]. This is a necessary step to study the characteris-

tics of these time segments and be able to analyse the temporal

transitions between different states (i.e., types of segments) or

to construct a prediction model with a dynamic-window [16].

In the algorithm, each possible segmentation is represented

as an array of binary values (chromosome representation), where

a value of 1 represents a cut point. The evolution starts from a

population of randomly generated segmentations. Mutation and

crossover operators are applied to explore and exploit the search

space. This procedure is repeated during g generations. To

evaluate a solution (or segmentation), we select a set of statis-

tics to be calculated for each segment. Then, similar segments

are grouped using a clustering process. A pseudocode of the

segmentation algorithm is included in Figure 1. A detailed de-

scription of each step of the GA are defined in the following

subsections.

Evolutionary time series segmentation algorithm:

Require: Time series.

Ensure: Best segmentation of the time series.

1: Generate a random population of P time series segmentation solutions.

2: Evaluate all segmentations of the initial population by using a set of statistics, a

clustering algorithm and a predefined fitness function f .

3: while not Stop Condition do

4: Store a copy of the best solution.

5: Select parents from current population.

6: Generate offspring: apply crossover and mutation to construct new candidate

segmentations.

7: Evaluate the fitness of the offspring.

8: Merge parents and offspring.

9: Replace current population with selected segmentations of the previous union.

10: end while

11: Compare with the ideal segmentation.

12: return Resulting segmentation.

Figure 1: Main steps for the GA. Note that in this case the stop condition is

controlled by a parameter g associated to the number of generations of the evo-

lutionary algorithm.

2.2. Chromosome representation

As stated before, each individual chromosome consists of

an array of binary values, where the length of the chromosome

is the time series length, N. Each position ci stores whether

the time index ti of the time series represents a cut point for

the evaluated solution1. In this sense, for a given segment si

delimited by the cut points ti−1 and ti (ti−1 < ti), the corre-

sponding chromosome values will be ci−1 = 1, ci = 1 and

cl = 0,∀l|ti−1 < l < ti.

2.3. Initial population

In order to initialise the population of P segmentations so-

lutions, an average segment length has to be specified by the

user (sl). Taking into account that the cut points belong to two

segments, the number of cut points will be m = ⌈ N

sl−1
⌉, so the

chromosomes are binary arrays where m random positions are

1s and the rest are 0s. In order to check that time segments

are not overly small we include the constraint that no consecu-

tive cut points are allowed (setting then a minimum length of 3

points per segment).

2.4. Fitness evaluation

As stated before, the main objective of the algorithm is not

only to segment the time series but also to find time patterns

with similar behaviour (whether they represent TPs or not).

Because of this, a clustering process is applied to group sim-

ilar segments. The evaluation of the quality of a segmentation

solution consists of three different steps: extracting the char-

acteristics of the segments, applying a clustering process and

measuring the quality of this clustering.

2.4.1. Extracting segment characteristics

Given that the segments in a chromosome can have differ-

ent length, an approach is designed to project all the segments

into the same dimensional space. Six statistical metrics are con-

sidered and measured for all chromosome segments (note that

each segment is an univariate time series). Then, the similar-

ities between segments can be calculated in the 6-dimensional

space. Consider ss as a segment fulfilling the previously stated

conditions (i.e., ss is a segment delimited by the cut points ts−1

and ts, where the segment length is ts − ts−1 + 1). The mapping

is done by the function f : R(ts−ts−1+1) → R
6, in the following

way:

f (ss) =
(

S 2
s , γ1s, γ2s, as,MS Es, ACs

)

(1)

where the different characteristics are defined as:

1. Variance (S 2
s ): It measures the variability of the segment:

S 2
s =

1

ts − ts−1 + 1

ts
∑

i=ts−1

(yi − ys)
2
, (2)

where yi are the time series values of the segment, and ys

is the average value of the segment.

1Note that the first and last points of the chromosome are considered as cut

points.
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2. Skewness (γ1s): It represents the (vertical) asymmetry of

the distribution of the series values in the segment with

respect to the arithmetic mean:

γ1s =

1
ts−ts−1+1

∑ts

i=ts−1
(yi − ys)

3

S 3
s

, (3)

where S s is the standard deviation of the s-th segment.

3. Kurtosis (γ2s): This statistic is related to the degree of

concentration that the values present around the mean of

the distribution:

γ2s =

1
ts−ts−1+1

∑ts

i=ts−1
(yi − ys)

4

S 4
s

− 3. (4)

4. Slope of a linear regression of the points of the segment

(as): A linear model is constructed for every segment try-

ing to achieve the best linear approximation of the points

of the time series in the evaluated segment. The slope is

a measure of the general tendency of the segment:

as =
S

yt
s

(

S t
s

)2
, (5)

where, for the s-th segment, S
yt
s is the covariance between

the time indexes, t, and the time series values, y; and S t
s

is the standard deviation of the time values. Covariance

S
yt
s is defined by:

S
yt
s =

1

ts − ts−1 + 1

ts
∑

i=ts−1

(i − ts) · (yi − ys). (6)

5. Mean Squared Error (MS Es): Considering the same lin-

ear model than the one used for the slope, we measure

the error (MS Es) of this linear fitting:

MS Es = S 2
s · (1 − r2

s ), where r2
s =

S
yt
s

S 2
s ·

(

S t
s

)2
. (7)

6. Autocorrelation coefficient (ACs): This a measure of the

correlation between the current values of the time series

and the previous ones:

ACs =

∑ts

i=ts−1
(yi − ys) · (yi+1 − ys)

S 2
s

. (8)

2.4.2. Clustering process: k-means

A clustering process is applied to group similar segments

(taking into account the six selected statistical measures). For

simplicity, the algorithm chosen for the clustering step is the

well-known k-means. Before the clustering algorithm, note

that a normalisation of the values of the segment metrics is

conducted, as the distance from each segment to its centroid

strongly depends on the range of values of each metric.

In the classic k-means, the initial centroids are randomly

chosen from the set of patterns. Instead, we have developed

a deterministic process to select these centroids which ensures

that a chromosome will always have the same fitness. First,

we choose the feature with the maximum standard deviation.

The first initial centroid will be the segment with the highest

value for this feature. The second one will be the segment with

the highest Euclidean distance from the first centroid. The third

centroid will be that which is farthest from both, and so on. This

assures a deterministic initialisation, at the same time that the

initial centroids are as far as possible from each other, favouring

centroid diversity.

2.4.3. Measuring the quality of the clustering process

The last step of the evaluation of the chromosome is to mea-

sure how well the segments are grouped (compactness of the

clustering). It is clear that different clustering algorithms usu-

ally lead to different clusters or reveal different clustering struc-

tures. In this sense, the problem of objectively and quantita-

tively evaluating the clustering results is particularly important,

and this is known in the literature as cluster validation. There

are two different testing criteria for this purpose [27, 28]: exter-

nal criteria and internal criteria. When a clustering is evaluated

based on the clustered data it is called internal evaluation. In

external evaluation, the clustering is evaluated using, for exam-

ple, known class labels. Based on these concepts, the internal

criteria evaluation metrics will be a suitable option for the evo-

lution, because the GA is not given a priori information of the

segments to be found. Note that the segments metrics are nor-

malised at this step as well. We have considered ten different

metrics:

• Sum of squared errors (S S E): The simplest error mea-

sure is the sum of squared errors (considering errors as

the distance from each point to their centroid), i.e.:

S S E =
1

N

k
∑

i=1

∑

x∈Ci

d(x, ci)
2, (9)

where k is the number of clusters, ci is the centroid of

cluster Ci and d(x, ci) is the Euclidean distance between

pattern x and centroid ci. This function does not prevent

clusters to fall very close in the clustering space. As this

index has to be minimised, the fitness will be defined as

f = 1
1+S S E

.

• Normalised sum of squared errors (NS S E): One of the

disadvantages with the S S E measure is that it is sensi-

tive to the number of segments in the solution (this in-

dex being generally lower as the number of segments

decreases). Because of this, a more consistent approach

would be to divide the error by the number of segments:

NS S E =

1
N

∑k
i=1

∑

x∈Ci
d(x, ci)

2

m
(10)

The fitness in this case will be also defined as f = 1
1+NS S E

.

• Caliński and Harabasz index (CH): This index has been

found to be one of the best performing ones for adjusting
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the value of k. It is defined as:

CH =
Tr(SB) · (N − k)

Tr(SW ) · (k − 1)
, (11)

where N is the number of patterns, and Tr(SB) and Tr(SW )

are the trace of the between and within-class scatter ma-

trices, respectively. Note that the value of k will be fixed

in our algorithm. As this index has to be maximised, the

fitness will be defined as f = CH.

• Davies-Bouldin index (DB): This index also attempts to

maximize the between-cluster distance while minimis-

ing the distance from the cluster centroids to the rest of

points. It is calculated as follows:

DB =
1

k

k
∑

i=1

max
i, j

αi + α j

d(ci, c j)
, (12)

where αi is the average distance of all elements in clus-

ter Ci to centroid ci, and d(ci, c j) is the distance between

centroids ci and c j. As this index has to be minimised,

the fitness will be defined as f = 1
1+DB

.

• Dunn index (DU) and variants: The Dunn index attempts

to identify clusters that are compact and well-separated.

In this case, the distance between two clusters is defined

as δ(Ci,C j) = minx∈Ci,y∈C j
d(x, y), that is, the minimum

distance between a pair of points x and y belonging to Ci

and C j. Furthermore, we define the diameter diam(Ci) of

cluster Ci as the maximum distance between two of its

members, such as: diam(Ci) = maxx,y∈Ci
d(x, y). Then,

the Dunn index is constructed as:

DU = min
i=1,...,k

(

min
j=i+1,...,k

(

δ(Ci,C j)

maxl=1,...,k diam(Cl)

))

. (13)

The Dunn index has been found to be sensitive to noise,

but this disadvantage can be avoided by considering dif-

ferent definitions of cluster distance or cluster diameter.

In this paper, we consider four different definitions of the

Dunn index (corresponding to different definitions of the

distance between clusters and the cluster diameter). For

example, as suggested in [27], the cluster diameter can

be computed as:

diam(Ci) =
1

NCi
(NCi
− 1)

∑

x,y∈Ci

d(x, y), (14)

where NCi
is the number of patterns belonging to cluster

Ci. This cluster diameter estimation has been found to be

more robust in the presence of noise and as such, it has

been included in the experiments (DU fitness function).

Moreover, as said, other variants exist for this index. We

selected the three variants that reported the best results

in [28], referred to as GD33, GD43 and GD53, which

correspond to the following variations of δ(Ci,C j):

δ3(Ci,C j) =
1

NCi
NC j

∑

x∈Ci

∑

y∈C j

d(x, y), (15)

δ4(Ci,C j) = d(Ci,C j), (16)

δ5(Ci,C j) =
1

NCi
+ NC j



















∑

x∈Ci

d(x,Ci) +
∑

y∈C j

d(y,C j)



















,

(17)

where Ci represents the mean of the cluster. The term

diam(Ci) is defined in this case as:

diam(Ci) =
2

NCi

∑

x∈Ci

d∗ps(x,Ci), (18)

where d∗ps(x,Ci) is the Point Symmetry-Distance between

object x and the cluster Ci defined in [29].

Since all the variations of this index have to be max-

imised, the fitness will be f = DU.

• Silhouette index (S I): For this index, the data cohesion

is computed based on the distance between all the points

in the same cluster, and the separation is measured using

the nearest neighbour distance. It is defined as:

S I =
1

N

k
∑

i=1

∑

x∈Ci

b(x,Ci) − a(x,Ci)

max(a(x,Ci), b(x,Ci))
, (19)

where a and b correspond respectively to the intra-cluster

and inter-cluster distances and are defined as follows:

a(x,Ci) =
1

NCi

∑

y∈Ci

d(x, y), (20)

b(x,Ci) = min
Cl,l,i



















1

NCl

∑

y∈Cl

d(x, y)



















. (21)

• COP index (COP): The cluster cohesion is estimated, for

this index, using the distance from the points to their clus-

ter centroid and the furthest neighbour distance. This in-

dex is defined as:

COP =
1

N

k
∑

i=1

∑

y∈Ck
d(y, ck)

NCk
·minx<Ck

maxy∈Ck
d(x, y)

. (22)

2.5. Selection and replacement processes

All individuals will be considered for reproduction and gen-

eration of offspring, promoting a greater diversity because all

individuals are potential parents. After the application of the

genetic operators, the offspring and the parent population are

joined and a replacement process is performed by roulette wheel

selection. The selection probability for each individual chro-

mosome is calculated from its fitness value. The roulette wheel

process is repeated as many times as the population size mi-

nus one, and the last place is kept for the best segmentation

of the previous generation, thus being an elitist algorithm. As

can be seen, the selection process promotes diversity, while the

replacement process promotes elitism.
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2.6. Crossover Operator

The algorithm includes a crossover operator, whose main

function is to perform an exploitation of the existing solutions.

For each parent individual, the crossover operator is applied

with a given probability pc. The operator randomly selects a

different parent and a time index. Then, the left and right parts

of the selected chromosomes are interchanged with respect to

the time index. After this step, the algorithm checks if the so-

lutions verify the minimum length per segment constraint. If

not, the crossover operator is repeated using the same parents,

until a maximum of three attempts is reached. If no feasible so-

lution is produced, a different parent individual is chosen. This

process is repeated until the crossover ends successfully.

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

00

0

1

1 1

1

1

0 0 0 0 0 0

0 0 0 0 0

0 0 0 01

1 1

1

0 000 1

Crossover time index

Parents

Offspring

Figure 2: Representation of the crossover operator: A time index is chosen as

cut point for the two parents, resulting in the offspring.

2.7. Mutation Operator

Two mutation operators are included in the GA with the aim

of reducing the dependency on the initial population and for

escaping from local optima. The probability pm of performing

any mutation is decided by the user. When a mutation is to be

performed, the type of perturbation is randomly selected from

the following two: 1) add or remove (with the same probability)

a given number of cut points; and 2) move a given number of cut

points towards the left or the right (with the same probability).

For all the mutations, the number of cut points to be mu-

tated is decided by an user parameter (mp) as a percentage of

the current number of cut points. When moving cut points to the

right or to the left, each selected cut point is randomly pushed

towards the previous or the following cut point (with the con-

straint that it has to maintain the minimum segment length). If

the mutation does not maintain this constraint, the same proce-

dure used in the crossover is considered.

2.8. Parameters of the algorithm

For the sake of clarity this section includes a summary of

all the parameters involved in the proposed segmentation algo-

rithm. Concerning the clustering step, the two parameters are k

(the number of clusters to be found) and it (number of iterations

for k-means). With respect to the evolutionary aspect of the al-

gorithm we have a wider range of parameters: g (number of

generations), P (population size), pm (mutation probability), pc

(crossover probability), s (seed), mp (percentage of cut points

to be mutated), sl (initial mean segment length) and f (fitness

function).

3. Automatic evaluation of the segmentation

In order to evaluate the results of the algorithm, two evalua-

tion metrics are proposed. These measures analyse both the ho-

mogeneity of cluster assignation with respect to the DO events

and the robustness of the results obtained from different seeds.

They are not included in the fitness function, serving only as

an automatic way of evaluating the quality of the segmentation,

avoiding the intervention of the expert. Both indexes compare

two different clustering partitions:

1. Rand index (RI): This metric is particularly useful for

data clustering evaluation [30]. It is related to the ac-

curacy or correct classification rate (since it measures the

correlation between the obtained clusters and the ideal

ones), but is applicable even when class labels are not

available, as in our case. A set Y = {yn}
N
n=1

is given

(in our case, the time series), and two clustering parti-

tions of Y are to be compared: X = {X1, . . . , Xr} and

Z = {Z1, . . . ,Zs}. For a given segmentation, the partitions

are defined in the following way: Xl is a set containing

every yi ∈ ss, ss ∈ Cl, i.e. the partitions are based on

the label assigned to each time series value yi from the

current segmentation. The following two numbers are

defined: a (number of pairs in Y that are in the same set

in X and Z) and b (number of pairs in Y that are in dif-

ferent sets in X and Z). Then, the Rand index is defined

as: RI = (a + b)/
(

N

2

)

. This metric has a value between

0 and 1, with 0 indicating that the two partitions do not

agree on any pair of points and 1 indicating that they are

exactly the same.

2. Adjusted rand index (ARI): It is a corrected version of the

RI [31] trying to fix some of its known problems, e.g. the

expected value of the RI for two random partitions does

not take a constant value and it approaches its upper limit

of unity as the number of clusters increases. ARI values

range from −1 to +1, yielding negative values if the index

is less than the expected one. The detailed formulation

can be found in [31].

In order to evaluate the segmentation returned by the algo-

rithm, we compare it with an ideal segmentation2. These ideal

segmentations have been designed by examining the literature

about Dansgaard-Oeschger (DO) events, which are associated

to TPs. The ideal segmentation for NGRIP has been included in

Figure 3. In the Figures, the onsets of the DO events (in a first

approximation, we do not consider the error margin) reported in

[22] are represented by vertical lines and the segments covering

the precursor period to the DO events are delimited by the slope

closest to the corresponding onset. The closer the segmentation

returned by the GA is to this ideal segmentation, the better the

segmentation. To perform this comparison, RI and ARI indexes

will be used (ARI Ideal and RI Ideal).

2It is a hypothetically ideal segmentation, based on the available data. The

hypothesis is that the onset of the DO events is detected from combined analysis

of benthic sediment and ice core data [32]. Those data do not always agree,

which could result in part of the error margin. The timing method contributes

the rest of the error.
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Given that the wishful ideal segmentation would be binary

(non DO event or DO event) and the segmentation returned by

the GA can have a value of k > 2, we need to binarise the

segmentation of the GA (i.e. decide which clusters represent

the DO events and which not). Preliminary experiments [16]

revealed that DO events were usually identified by two different

sequences of clusters, so we evaluated ARI Ideal and RI Ideal

for all possible combinations of one or two clusters. The final

value was the maximum ARI Ideal and RI Ideal values of all

these combinations.

Additionally, the stability of the GA was estimated by com-

paring the 30 segmentations from the 30 different runs. This

was done by averaging RI and ARI comparing all possible pairs

of segmentations (ARI Seeds and RI Seeds).

4. Experiments

As stated before, we study and analyse Dansgaard–Oeschger

(DO) events (i.e. the result of different tipping points occurred

in the past). To do so, the paleoclimate datasets chosen for this

study are the Greenland Ice Sheet Project Two (GISP2) and the

North Greenland Ice Core Project (NGRIP) δ18O ice core data

[21, 22]. The δ18O water isotope record is used as a proxy for

past atmospheric temperature variations. We focus on the 20-yr

resolution δ18O isotope records from both drilling sites. The

dataset is pre-processed by computing a 5-point average to re-

duce short-term fluctuations within the data. In this way, the

time series considered is {y∗n}
N/5

n=1
with y∗

i
= 1

5

∑5i+4
j=5i yi.

This paper considers three different objectives, which are

explored in this section: 1) Test our segmentation algorithm

which provides a set of clustered time segments; 2) analyse the

result of this clustering studying the clusters that best represent

TPs; and finally 3) study whether future TPs can be predicted

via a classification approach.

The source code in Matlab for the methodology developed

in this paper will be made available upon acceptance of the

manuscript.

4.1. Experimental setting

It is well-known that GAs usually involve adjusting a no-

table set of parameters. However, their search dynamics can

easily adapt to different problems, resulting in a performance

that is negligibly affected by minor changes in the parame-

ters. The GA was configured with the following parameters:

the number of individuals of the population is P = 100. The

crossover probability is pc = 0.8 and the mutation probability

pm = 0.2. The percentage of cut points to be mutated (mp) is

the integer part of the 20% of the number of cut points, and

the average segment length for the initialisation is sl = 4. The

maximum number of generations is set to g = 100, and the

k-means clustering process is allowed a maximum of 20 itera-

tions (it). These parameters were optimised by a trial and error

procedure, although the algorithm showed very robust perfor-

mance to their values. The most important parameters for the

final performance of the algorithm were sl and k.

We performed different experiments considering the 10 dif-

ferent fitness functions presented in Section 2.4.3. The value

of k = 5 for the k-means algorithm has been chosen given the

previous good results in the NGRIP data [33]. This result indi-

cates that the concept and nature of DO events is too complex

to only consider a binary approach. The climate system ex-

hibits a dynamical behaviour with intrinsic variability hence a

binary approach is not able to encompass all features present

within a DO event, being k = 5 a reasonable choice. Moreover,

the method can group several DO events together and is still a

useful tool to better understand the behaviour of DO events. It

is important to recall that the algorithm estimates the optimal

segments without any prior information of the DO events. The

only information given to the algorithm is the time series and

the statistics to use for the clustering (to validate whether the

statistics proposed in the literature are useful for characterising

paleoclimate TPs and DO events in general). The best segmen-

tation returned by the GA in the last generation is analysed by

an evaluation metric based on the onsets of the DO events. This

evaluation metric will be presented in the next subsection.

Finally, since GAs are stochastic optimisation algorithms

with a embedded random number generator, their results can be

different depending on the seed. To obtain more robust results,

the algorithm is run several times with different seeds. For each

dataset, the GA was run 30 times with different seeds.

4.2. Segmentation results

The results of these experiments for the two datasets are

included in Table 1. As can be seen, the fitness function that

results in the best set of segmentations for both datasets is the

CH index, which achieves very promising performance. How-

ever, as indicated by the ARI Seeds and RI Seeds metrics, it

presents a low stability. In this sense, both DB and DU present

an acceptable trade-off between all evaluation metrics.

To properly analyse the evolution process of our algorithm,

we have compared the initial and final solutions using the seed

that provides the best results with the CH fitness function, re-

sulting in the following performance: For NGRIP the initial

solution obtained 0.371 and 0.812 for ARI Ideal and RI Ideal,

respectively, and the final solution obtained 0.565 and 0.855.

For GISP2, the initial solution resulted in a 0.394 of ARI Ideal

and a 0.781 of RI Ideal, while the final solution obtained 0.576

and 0.864. This performance demonstrates the capability of the

proposed algorithm to capture statistical features of different

time segments and cluster together similar patterns, specially in

relation to paleoclimate data.

The segmentations obtaining the highest ARI Ideal metric

for the CH fitness function (with a value of 0.565 and 0.576 for

NGRIP and GISP2, respectively), along with a representation

of the 18 DO events can be seen in Figures 4 and 5. The seg-

ments have been coloured according to their cluster assignment.

Moreover, Figures 6 and 7 include the individual cut points ob-

tained by the algorithm. Note that those segments belonging to

the same cluster in Figures 6 and 7 are grouped together in Fig-

ures 4 and 5. For the sake of visualisation, Figure 8 represents

a zoom of Figure 6. The clusters related to the DO events are

C2 and C4 in both time series. If one compares the NGRIP seg-

mentation to the ideal one in Figure 3, it can be seen that almost

all DO events are correctly segmented by the algorithm (C2 and
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Figure 3: Representation of the ideal segmentation and the different DO events for the North Greenland Ice Core Project (NGRIP).

Table 1: Mean and standard deviation segmentation results for the different clustering indexes and time series used.

Fitness ARI Ideal RI Ideal ARI Seeds RI Seeds

NGRIP time series

DB 0.330 ± 0.079 0.791 ± 0.021 0.368 ± 0.079 0.729 ± 0.039

DU 0.307 ± 0.056 0.793 ± 0.014 0.381 ± 0.090 0.737 ± 0.042

CH 0.429 ± 0.074 0.823 ± 0.019 0.110 ± 0.031 0.602 ± 0.019

SSE 0.349 ± 0.068 0.793 ± 0.023 0.130 ± 0.033 0.613 ± 0.015

NSSE 0.332 ± 0.072 0.795 ± 0.017 0.126 ± 0.030 0.593 ± 0.023

SH 0.270 ± 0.050 0.787 ± 0.010 0.368 ± 0.095 0.712 ± 0.045

GD33 0.288 ± 0.062 0.791 ± 0.012 0.357 ± 0.091 0.731 ± 0.044

GD43 0.289 ± 0.059 0.792 ± 0.012 0.356 ± 0.091 0.726 ± 0.045

GD53 0.339 ± 0.063 0.797 ± 0.014 0.149 ± 0.070 0.573 ± 0.047

COP 0.394 ± 0.052 0.811 ± 0.020 0.103 ± 0.035 0.579 ± 0.024

GISP2 time series

DB 0.365 ± 0.073 0.788 ± 0.023 0.363 ± 0.082 0.716 ± 0.039

DU 0.363 ± 0.069 0.794 ± 0.016 0.360 ± 0.087 0.718 ± 0.042

CH 0.448 ± 0.063 0.817 ± 0.023 0.121 ± 0.028 0.601 ± 0.038

SSE 0.348 ± 0.055 0.788 ± 0.017 0.119 ± 0.030 0.620 ± 0.015

NSSE 0.354 ± 0.066 0.775 ± 0.025 0.133 ± 0.034 0.601 ± 0.025

SH 0.296 ± 0.051 0.775 ± 0.012 0.374 ± 0.087 0.702 ± 0.044

GD33 0.331 ± 0.068 0.792 ± 0.018 0.303 ± 0.081 0.689 ± 0.041

GD43 0.325 ± 0.079 0.792 ± 0.017 0.311 ± 0.096 0.698 ± 0.046

GD53 0.377 ± 0.073 0.797 ± 0.019 0.148 ± 0.066 0.577 ± 0.038

COP 0.385 ± 0.067 0.796 ± 0.021 0.104 ± 0.031 0.576 ± 0.032

C4 segments are usually close to the DO onset) and that there

are very few “false positives” labels (C2 and C4 segments are

not found in a non DO event part of the series). For the case of

NGRIP, there are four events that are not detected: 2, 9, 13 and

16. In the case of GISP2 there are only two events that have not

been detected: 9 and 13.

The clustering space of the best segmentations produced

can be analysed in Figures 9 and 10. These Figures confirm

that there are obvious differences between the two clusters as-

sociated to the DO events (C2 and C4), mainly from the values

of the MS Es and as metrics.

4.3. Prediction experiment

As stated before, the main motivation for using a segmen-

tation algorithm is to produce a set of time segments according

to a specific criteria (in our case a set of statistical features).

This segmentation will provide the expert with a predefined set

of time spans to analyse and study different patterns or events

(e.g. analyse time segments associated to TPs to validate the

hypotheses in the literature about the increase in different statis-

tics). In relation to paleoclimate data, tipping points have been

studied using different time-windows (usually, each window is

fixed depending on the DO event). In this section, we validate

the hypothesis that the time segments can be helpful both for

understanding the problem considered and for constructing a
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Figure 4: Best cluster assignation obtained in the NGRIP dataset after the evolutionary process using the CH clustering index.

Figure 5: Best cluster assignation obtained in the GISP2 dataset after the evolutionary process using the CH clustering index.

Figure 6: Time cuts obtained for the best cluster assignation obtained in the NGRIP dataset.

Figure 7: Time cuts obtained for the best cluster assignation obtained in the GISP2 dataset.
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Figure 8: Partial representation of the best clustering obtained in the NGRIP

series after the evolutionary process using the CH clustering index.

diagnostic-predictive model (which could anticipate a new TP).

For this experiment the time segments produced by the GA

have been binarised considering whether they represent a DO

event. Note that the first segment was not included in the analy-

sis (as there was no information available about previous points).

The main objective in this case is to construct an interpretable

classification model for this binary variable (to complement the

literature about the most influential statistics to detect TPs).

More specifically, the classification method will consider the

information preceding a given time segment ss and try to pre-

dict if this time segment ss is associated to a DO event. In the

analysis of the results of this paper, it has been seen that not

all TPs are classified in the same cluster or clusters (and there-

fore they present different statistical values). However, there

are clusters that are mainly composed of TPs, meaning this that

there are indeed a series of characteristics that define some of

the TPs considered, however, the rest of TPs do not follow this

characterisation, which could mean that they can be considered

as outliers or that the statistics needed to characterise them have

not been discovered yet. Because of this, it could be interesting

to use as an additional feature for the classification the cluster

associated to the previous segment. Thus, we propose to use

different sources of information for detecting TPs: the cluster

of the previous segment, the statistics of the previous segment

and a set of previous points. Given that the onset of the DO

events lasts several hundreds of years, as can be seen in the

time series, the segment under evaluation should have a length

of at least the same order of magnitude in order to enable the

diagnosis and prediction of its class.

As stated before, different input features can be considered

up to this point as arguments for the diagnostic-prediction step.

Firstly, the most direct and widely used approach would to con-

sider a fixed time-window. Secondly, a dynamic-window can

be considered (where the window is the size of each segment

and the features used are the associated statistics and cluster).

Finally, our proposal is to mix both sources of information (not

only use the statistical features associated to the previous seg-

ment but also a fixed time-window, which will ideally comple-

ment the statistics with a finer grain of information). In this

sense, the “Fixed-window” approach only uses as features for

the classification the previous points to a given segment; the

“Dynamic-window” uses the statistics of the previous segment

(independently of its size) and the associated cluster of this

previous segment; finally, our approach considers these three

sources of information.

The results have been reported in terms of two metrics, one

of them specially designed to deal with imbalanced datasets:

1. The well-known Accuracy metric (Acc), that corresponds

to the ratio of correctly classified patterns and measures

overall performance.

2. The Geometric Mean of the sensitivities (GM = 100 ·
√

S p · S n), where S p is the sensitivity for the positive class

(ratio of correctly classified patterns considering only this

class) and S n is the sensitivity for the negative one. The

importance of this metric lies in the imbalanced nature of

the dataset (note that we have information related to only

18 DO events).

The algorithm considered is a C4.5 decision tree, in order to

interpret the results and provide domain-knowledge. The con-

fidence factor used for pruning is set to 0.25 and the minimum

number of objects per leaf to 1. The results associated to this

experiment can be seen in Table 2, where the results are pro-

vided using all the data both for training and testing the model

(this experiment is referred to as Train in the table) and using

a leave-one-out approach (LOO column in the table). With the

purpose of extracting domain-knowledge we consider that the

Train approach describes better the training data (possibly in-

curring in overfitting), while the LOO approach can also pro-

vide information about the generalisation of the model. The

“Fixed-window” approach in Table 2 considers the three time

series values preceding each segment (i.e. the prediction is per-

formed using only three features). The “Dynamic-window” ap-

proach includes the six statistics and the cluster assignment of

the segment preceding the one to be predicted (i.e. seven fea-

tures). The “Combination” approach combines both sources of

information, thus resulting in a set of 10 features. In the case of

the fixed-window approach, different window sizes were tested,

although the results were the same in all the cases. For our pro-

posal, we checked that increasing the size of the window did

not have an influence in the model.

Several conclusions can be drawn from this experiment. Firstly,

it can be noted that in both cases the fixed-window approach

provides a trivial solution (resulting in a model that predicts that

all time segments are non DO events). In other words, none of

the DO events are classified (which can be inferred by the GM

result). This confirms the previous claim in the literature that all

TPs can not be predicted with the same window size and that

the proposed statistics can be used as triggers for TPs. Concern-

ing the sole use of the statistics (i.e. the “Dynamic-window”

approach), the result in GISP2 for Train is more promising,

although as seen it does not generalise well on unseen data,

which could mean that these statistics can be a good predictor

for past TPs, but they lack generalisation capabilities. However,
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Figure 9: NGRIP clustering space for the six statistical metrics considered (each point represents a segment).

Figure 10: GISP2 clustering space for the six statistical metrics considered (each point represents a segment).

Figure 11: Representation of the decision tree obtained in the complete dataset for the NGRIP time series.

the combination of both sources of information (values of the

time series using a fixed-window and statistics computed over

a dynamic-window) is successful (specially for GISP2, which

was the time series in which the GA obtained the best segmen-

tation results). Another important result is the fact that the seg-

mentation algorithm results in time segments and clusters that

are helpful for the prediction and that a diagnostic-predictive

model is feasible in the context considered.

The decision trees obtained from this experiment can be

seen in Figures 11 and 12. Each node of the tree represents a

condition. When the condition is met, the right part of the tree

is chosen. The two classes considered are: the negative class or

C− (associated to non DO events) and the positive class or C+
(DO events). Note that for the prediction of the class associated

to a segment ss the characteristics considered are those associ-

ated to segment ss−1 and the three time instants before ss (i.e.,

yts−1−1, yts−1−2, yts−1−3). Note that the conditions in the decision

tree are relative comparisons between the existing classes.

For both trees, the time instant previous to the beginning

of the segment (yts−1−1) is the most discriminating feature (as it

is the one that appears at the top of the tree) and is also used

in other nodes of the trees. In the case of NGRIP (Figure 11),

the cluster of the previous segment is an important character-

istic, being DOs usually preceded by C5. The used statistics

are in this case the autocorrelation and the variance. For GISP2

(Figure 12) the used statistics are kurtosis, skewness and slope.

There are two possible outcomes for segment ss, it either be-

longs already to a DO onset segment which is found by com-

parison to the statistics encountered in the previous segment,

or it does not belong to the DO onset, something that could
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Figure 12: Representation of the decision tree obtained in the complete dataset for the GISP2 time series.

change when the next observation in time is available (i.e. the

length of segment ss−1 increases by one additional point). That

could change significantly the statistical properties of the ex-

tended segment. At the addition of any point in observation

the segment evaluation should be repeated. It is important to

emphasize once again the duration of a segment before being

characterised to one of the classes of the DO sequence that ex-

ceeds the single next time step horizon.

Table 2: Acc and GM results for the prediction of DO events using the NGRIP

and GISP2 time series.

NGRIP Train LOO

Features Acc GM Acc GM

Fixed-window 90.16 0.00 90.16 0.00

Dynamic-window 90.16 0.00 89.07 0.00

Combination 93.99 62.26 89.62 40.81

GISP2 Train LOO

Features Acc GM Acc GM

Fixed-window 89.94 0.00 89.94 0.00

Dynamic-window 94.97 70.71 86.59 0.00

Combination 100.00 100.00 91.06 69.28

5. Conclusions

This work tackles the problem of time series segmentation

in the context of paleoclimate time series analysis. We propose

a Genetic Algorithm for time series segmentation. which also

clusters the time series by using six statistic characteristics that

have been found to reveal incoming tipping points (TPs). As

opposed to other proposals in the literature, which design TP-

specific descriptors, our algorithm considers a generic approach

(which has been shown to detect most abrupt climate changes

in the series considered). Our experiments also demonstrate

that the development of a machine learning-based diagnostic-

predictive model is feasible and leads to very promising re-

sults given that the predictive-monitoring period of the system

is several decades long and that the time series contains already

abrupt climate changes of the same type in its record. The above

aspects open an interesting avenue for future research.

Future work includes extending the segmentation method

to consider simultaneously other related time series to create a

more robust and generic decision tree in order to extract domain-

knowledge. Finally, other clustering strategies can be helpful

for the algorithm, e.g. the DBSCAN algorithm, which provides

an outlier detection framework (which could be helpful in a

time series as the one considered where there could be noise

and very different influencing factors).
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