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Abstract

■ This article characterizes impulsive behavior using a patch-
leaving paradigm and active inference—a framework for
describing Bayes optimal behavior. This paradigm comprises
different environments (patches) with limited resources that
decline over time at different rates. The challenge is to decide
when to leave the current patch for another to maximize
reward. We chose this task because it offers an operational
characterization of impulsive behavior, namely, maximizing
proximal reward at the expense of future gain. We use a Markov
decision process formulation of active inference to simulate be-
havioral and electrophysiological responses under different
models and prior beliefs. Our main finding is that there are at
least three distinct causes of impulsive behavior, which we

demonstrate by manipulating three different components of
the Markov decision process model. These components com-
prise (i) the depth of planning, (ii) the capacity to maintain
and process information, and (iii) the perceived value of
immediate (relative to delayed) rewards. We show how these
manipulations change beliefs and subsequent choices through
variational message passing. Furthermore, we appeal to the
process theories associated with this message passing to simu-
late neuronal correlates. In future work, we will use this scheme
to identify the prior beliefs that underlie different sorts of
impulsive behavior—and ask whether different causes of
impulsivity can be inferred from the electrophysiological
correlates of choice behavior. ■

INTRODUCTION

Our everyday lives present us with different paths that
lead to different outcomes. When choosing among alter-
native courses of action, we take into account the overall
reward we are likely to get if we were to follow a certain
path—and the time it would take to obtain the reward.
Although some of us care more about long-term goals,
others have a tendency to act for immediate gratification,
even when the latter is less beneficial in the long run
(Logue, 1995; Strotz, 1955). This sort of behavior can
be characterized as impulsive. More precisely, impulsive
behavior can be operationally defined as seeking proxi-
mal rewards over distal rewards. A common theme in
many impulsivity scales (Whiteside & Lynam, 2001;
Patton, Stanford, & Barratt, 1995; Eysenck & Eysenck,
1978) is a failure to plan ahead. In this article, we show
that at least three different factors can lead to impulsive
behavior. To show this formally, we use a Markov deci-
sion process (MDP) formulation of active inference in a
patch-leaving paradigm.
Under active inference, both perception and action

serve to minimize variational free energy (Friston et al.,
2015). Variational free energy is an upper bound on neg-
ative Bayesian model evidence, such that minimizing var-
iational free energy means maximizing model evidence.
This single imperative can account for a wide range of
perceptual, cognitive, and executive processes in cog-

nitive neuroscience and can be summarized as follows:
Perception minimizes surprise (e.g., prediction errors),
whereas action minimizes expected surprise or uncer-
tainty (e.g., epistemic foraging while avoiding sur-
prising absence of reward). Variational free energy is
a formal measure of surprise: It is a function of beliefs
about unobserved or hidden variables (that can be
subdivided into “states” of the world and “policies”)
and observed sensations they cause. The hidden states
define the unknown aspects of an environment that
generate observable outcomes. In active inference,
the transitions between the hidden states depend upon
the policies pursued. In other words, policies dictate
sequences of actions or state transitions. This means
that we have (some) control over the environment through
our actions, and we can act to produce the outcomes
that we desire.

In the patch-leaving paradigm (Charnov, 1976;
MacArthur & Pianka, 1966; Gibb, 1958), the problem is
deciding when to leave an environment with exhaustible
resources. In our version of this task, there are several
patches with unique reward–probability decay rates. Al-
though a general notion, we can make it more intuitive
with an example. A patch can be thought of as a bag of
chocolates and stones, where chocolate is a rewarding
and stone is a nonrewarding outcome. One can succes-
sively draw single items from the bag. Crucially, there is
a hole at the bottom of the bag, and the chocolates are
falling from the bag faster than the stones. This means
that the probability of drawing a chocolate decreases withUniversity College London
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time. At each time point, one is presented with the
choices “stay” and “leave.” Choosing to stay entails
drawing a chocolate from the same bag that one has
been foraging in. Choosing to leave entails moving onto
a new bag that might have more chocolates. However,
leaving has a cost—and the cost (i.e., switching penalty)
is to forfeit attempts at drawing a chocolate for the time
taken to find the new bag. The new bag can be a new
kind of bag or the same kind of bag as the previous.
Crucially, the holes at the bottom of each kind of bag
have different sizes. This means that the chocolates are
dropping from each kind of bag with a different rate.
This task requires one to decide when to leave a patch
to maximize reward. In this task, we equate staying
longer in a patch (compared with a simulated reference
subject) with more impulsive behavior. Intuitively, a
greater emphasis on proximal outcomes means a
greater reluctance to accept the switching penalty com-
pared with accepting a small probability of immediate
reward.

In the next section, we describe the MDP used to de-
fine the patch-leaving paradigm, and the active inference
scheme used to solve it. Through simulation, we illus-
trate the different deficits that can lead to impulsive
behavior. This illustration entails manipulating how
deeply a synthetic subject looks into the future (ex-
pressed in terms of her “policy depth”), her capacity to
maintain and process sequential information (expressed
in terms of the “precision” of beliefs about transitions),
and how much immediate rewards and penalties are
discounted compared with distant ones (expressed in
terms of a “discount slope” of preferences over time).
These manipulations may correspond to different cogni-
tive and psychological processes. We use policy depth in
a sense that it is analogous to processes such as planning
ahead or planning horizons (Huys et al., 2012). Manipu-
lating the precision of beliefs about transitions may cor-
respond to forgetting rate (Wickens, 1998) or working
memory (Baddeley, 1992). Discount slope can be seen
as a time preference over utilities, and varying it changes
how much distant rewards are discounted (Frederick,
Loewenstein, & O’Donoghue, 2002). These manipula-
tions will be unpacked in subsequent sections, and their
effects on the simulated responses will be compared with
an MDP model that serves as a point of reference (a
“canonical” model).

This article comprises three sections. The first de-
scribes an MDP formulation of active inference for the
patch-leaving task. In the second, we manipulate three
components of the MDP, one at a time, to produce im-
pulsive behaviors. These manipulations will underline the
prior beliefs that can lead to impulsive behaviors. We
present the associated (simulated) electrophysiological
responses and how these responses change with the
above manipulations. We conclude with a discussion of
how this paradigm could be used in an empirical setup
in the future.

METHODS

Active Inference

In the active inference framework, everything is de-
scribed in terms of minimizing variational free energy.
Minimizing variational free energy is equivalent to maxi-
mizing the evidence for a subject’s generative model in
actively sampled observations or outcomes.

F ¼ EQ − ln P ~o; ~xð Þ½ �−H Q ~xð Þ½ � (1)

¼ − ln P ~o mj Þ þ DKL Q ~xð Þ P ~x ~oj Þð �k½ð (2)

Here, F is the variational free energy, which is expressed
as the expected energy under a generative model and the
entropy of the approximate posterior. Rearranging this
expression shows that the variational free energy is an
upper bound on the negative Bayesian model evidence
−lnP(õ|m) (Beal, 2003). m is the generative model,
and Q and P are the approximate and true posterior
distributions over the hidden variables, respectively. Min-
imizing the KL divergence minimizes the divergence be-
tween Q and P, making Q an approximate distribution
over the true distribution, Q ~xð Þ ≈ P ~x ~oj Þð . Here, õ is
series of observations over time õ = [o1, o2, … ,oT]

T. ~x ¼
x1; x2;…; xT½ �T denotes a sequence of hidden variables.
The process of free energy minimization can be inter-

preted as maximization of an agent’s evidence for its own
existence (Friston, 2010) or their avoidance of states that
puts their existence at risk (i.e., states they are unlikely to
be found in). Minimizing variational free energy restricts
an agent to a set of states in which it is characteristically
found and, by definition, can exist (Friston, Kilner, &
Harrison, 2006).
In active inference, an agent is defined in terms of a

generative model of its observed outcomes. The genera-
tive model can be thought of as what an agent believes
the structure of the world is like. These models usually
use a discrete state space that map onto observations
at each discrete time step or epoch (Parr & Friston,
2018a, 2018b). The real structure of the environment is
called the generative process. The structure of the world
is defined through initial state vectors, transition matri-
ces, and likelihood matrices. The initial state vectors D
define beliefs about the initial states the world is in.
The transition matrix B is a probabilistic mapping from
the current state to the next state. The likelihood matrix
A is a mapping from hidden states to outcomes. In addi-
tion to these vectors and matrices, the generative model
also embodies an agent’s goals (Kaplan & Friston, 2017)
in the form of prior preferences C over outcomes. These
prior preferences indicate how much an outcome is ex-
pected relative to another in the form of log probabilities.
These goals can be achieved by sampling the actions that
would realize an agent’s preferred outcomes (see
Figure 1A for the form of generative model used in this
article).
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Crucially, in active inference, the state transitions are a
function of action. The sequences of actions are referred
to as policies. This means that outcomes do not only de-
pend on the hidden states but also on the actions that
control state transitions. Prior beliefs about policies are
defined such that an agent believes that it will minimize

expected free energy in the future. This means that an
agent is more likely to follow a path (i.e., policy) that
returns the lowest expected free energy (or greatest
Bayesian model evidence). A softmax function (i.e., normal-
ized exponential) of the expected free energies under com-
peting policies can then be used to define the posterior

Figure 1. Markovian generative model and variational message passing. (A) The equations specify the form of the Markovian generative model.
This generative model is a joint probability of outcomes and their hidden causes. This model constitutes a likelihood mapping (A) from hidden
states to outcomes and the transitions among hidden states are expressed in terms of transition matrices (B). The transitions among states
depend on actions (a), which are sampled from the posterior beliefs about the policies (π). Precision term γ (or inverse temperature 1/β) reports
a confidence in beliefs about policy selection. A policy is more likely if it minimizes the path integral of expected free energy (G). The prior
preference matrix (C) defines how much one outcome is expected relative to another outcome. The initial state probability vector (D) defines
the probability of each state in the beginning. (B) These equations summarize the variational message passing shown at the right. In the
perception phase, the most likely states are estimated using a gradient descent on the variational free energy. Here ετ

π ¼−dF/dsτ
π (the negative

derivative of the variational free energy with respect to the hidden states) and vτ
π = lnsτ

π. In the policy evaluation phase, the policies are evaluated
in terms of their expected free energies and the posterior distributions over the policies are obtained by applying a softmax function to the
expected free energies under all policies. In the action selection phase, an action is sampled from the posterior distribution over the policies.
Here, π corresponds to the beliefs about the policies. See the Appendix for details. (C) The top half shows the generative process. This
process specifies that the hidden state of the world in the current epoch (st) depends on the hidden state in the previous epoch
(st−1) and the action (at). The hidden state in the current epoch then produces a new observation (ot). The bottom half shows the
Bayesian belief updates (variational message passing). The new observations are used to infer the most likely causes (sτ) of the
observations. The beliefs about the hidden states (sτ) are then projected backward (sτ−1, …, s1) and forward (sτ+1, …, sτ+PD) in time.
Here, PD is a variable that specifies how far into the future these beliefs should be projected. This term will be used later in our
simulations. The expected hidden states in the future (sτ+1, …, sτ+PD) are used to specify expected observations in the future
(oτ+1, …, oτ+PD). Only sτ+1 and oτ+1 are shown for simplicity. Then these expectations are used along with the entropy of the
likelihood matrix (H) to compute the (path integral of ) expected free energy (G) under all policies. A softmax function of expected
free energies under all policies provides the posterior distribution over policies. Finally, an action is sampled from the posterior
distribution over the policies. The conditional dependencies in the generative process are shown with blue arrows, whereas the message
passing—implementing belief updates—is shown with black arrows.
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expectations over the policies—from which an action can
be selected. The expected free energy can be written as

G πð Þ ¼
X
τ

G π; τð Þ
G π; τð Þ ¼ E~Q½ lnQðsτjπÞ− lnQðsτjoτ; πÞ− ln P oτð Þ�

¼ −E~Q½ lnQðsτjoτ; πÞ− lnQðsτjπÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
epistemic value

−E~Q½ ln PðoτÞ�|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
extrinsic value

(3)

¼ EQðsτjπÞ½H½ PðoτjsτÞ��|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Ambiguity

þD½QðoτjπÞ‖ PðoτjmÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Risk

(4)

where ~Q ¼ Q oτ; sτ πj Þ ¼ P oτ sτj ÞQ sτ πj Þ≈P oτ; sτ ~o; πj Þðððð .
The expected free energy comprises two terms, namely

epistemic and extrinsic value. Epistemic value expresses
how much uncertainty can be resolved about the hidden
states of the world if a particular policy is pursued (Mirza,
Adams, Mathys, & Friston, 2018; Parr & Friston, 2017a).
Extrinsic value expresses the expected utility under a
policy (Friston et al., 2013), that is, outcomes with high
extrinsic value are those of high probability in the agent’s
prior preferences (C). These terms can be regarded as
contributing to expected surprise or uncertainty that
has both epistemic, information-seeking and pragmatic,
goal-seeking aspects. Rearranging the expected free
energy shows that it can be written in terms of ambiguity
and risk. Ambiguity is the expected uncertainty in the
mapping from hidden states to observations, whereas
risk is the expected divergence from preferred outcomes.
Policies that minimize both ambiguity and risk are more
likely to be chosen.

Given the definitions above, perception, policy eval-
uation, and action selection can be explicitly formulated
as minimizing variational free energy via a gradient
flow—that can be implemented by neuronal dynamics
(Figure 1B). In the perception phase, the most likely
(hidden) states causing observed outcomes are inferred
under a generative model. The perceptual flow is based
on the derivative of the variational free energy with re-
spect to the hidden states (first equation), which can be
interpreted as a state prediction error (Friston, FitzGerald,
Rigoli, Schwartenbeck, & Pezzulo, 2017). The second
equation in Figure 1B shows that the most likely states
can then be inferred via a gradient descent on state pre-
diction errors.

In the policy evaluation phase, expectations about the
hidden states are used to evaluate the policies π in terms
of their expected free energies (policy evaluation: first
equation). Please see the Appendix for more details.
Computing the variational free energy, under competing
policies, requires an agent to have expectations about the
past and future states of the world. Optimizing these
(posterior) expectations entails minimizing the varia-

tional free energy under a policy, given the current
observations. These posterior expectations are then
projected into the future to obtain the expected states
(and outcomes). How far into the future the posterior
expectations are projected depends on the “policy
depth.”
In the action selection phase, the action that is the

most probable under posterior beliefs about policies is
selected (see Figure 1B). An agent’s interaction with its
environment through action generates a new observa-
tion, and a new cycle begins. A graphical representation
of this cycle is shown in Figure 1C.
The policy depth (shown with the subscript PD in

sτ+PD
π in the lower half of Figure 1C) determines how
many epochs beliefs about hidden states are projected
into the future. An important feature of this scheme is
that a synthetic subject holds beliefs about “epochs” in
both the past and the future. This means that there are
two sorts of times. The first is the actual time that pro-
gresses as the subject samples new observations. The
second (epoch) time is referenced to the onset of a
trial and can be in the past or future, depending on
the actual time. Posterior expectations about the hid-
den states of the world can change as the actual time
progresses and are projected to both future and past
epochs. In this (variational message passing) scheme,
it is assumed that beliefs at the current epoch are pro-
jected: (i) back in time to all epochs from the current
epoch to the initial epoch and (ii) forward in time (to
form future beliefs) to a number of epochs correspond-
ing to the policy depth.
The ensuing belief updates are used to mimic electro-

physiological responses obtained in empirical studies.
We have previously used a similar approach to simulate
electrophysiological responses during a scene construc-
tion task (Mirza, Adams, Mathys, & Friston, 2016). We will
use the example shown in Figure 2 to explain these re-
sponses. The left panel in Figure 2A shows how beliefs
about hidden states change at different epochs as new
observations are made, and how these beliefs are passed
to other epochs. The actual time that progresses as new
observations are made is shown on the x-axis. After each
observation, expectations about the hidden states are op-
timized. In this case, there are four hidden states. Each
set of four units on the y-axis corresponds to expecta-
tions about these hidden states on different epochs
(e.g., first, fifth, 9th and 13th rows show the expectations
about the first hidden state in epochs one to four). Ex-
pectations about hidden states in each epoch are up-
dated as new observations are made. In the left panel
of Figure 2A, the current time is shown on the diagonal
(with blue squares), whereas the past and future epochs
are shown above and below the diagonal, respectively. In
this example the policy depth is one, which means that
expectations about hidden states at the current time are
projected one epoch into the future (i.e., there is only
one epoch represented below the diagonal in each
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Figure 2. Simulated electrophysiological responses. (A) The left shows how the expectations about hidden states are optimized at the current
time and projected to (past and future) epochs. The actual time—that progresses as new observations are made—is shown on the x-axis.
Epochs occupy a fixed time frame of reference and are shown along the y-axis. In this example, there are four hidden states that repeat over
epochs on the y-axis. This figure shows that expectations about hidden states at the present time (shown on the diagonal in blue squares) are
projected backward to the past (above diagonal) and forward into the future (below the diagonal) epochs. The right shows the variational
message passing in the context of identifying someone by accumulating evidence in a sequential manner across different epochs. Here,
one sees someone that resembles one of four people at 12:30 p.m. These four identities are Gabi, Jane, Sophie, and Lisa. Over time, the identity
is disclosed as one gets a better view of the person. Finally at 12:33 p.m., the person that was seen is identified as Gabi. In this example,
the policy depth is one. This means that expectations about hidden states are projected one epoch into the future. (B) The left shows the
expectations of hidden state that encodes the identity of Gabi over different epochs, using curves rather than using a raster plot (as shown
above). These epochs correspond to 12:30, 12:31, 12:32, and 12:33 p.m. The middle shows this for all possible identities. Each color in
the legend corresponds to the identity of each person. The right shows the LFPs, defined in terms of rate of change of expectations about
hidden states, that is, the gradient of each curve in the middle. (C) These show that using different policy depths project expectations about
hidden states to n number of epochs in the future, where n is chosen as 2, 4, and 6 from left to right, respectively.
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column). This shows that beliefs about hidden states
reach one epoch into the future.

To gain further intuition about this way of how we
might model sequences of states and actions, consider
the example on the right panel of Figure 2A. Assume that
you are walking behind someone who you think you rec-
ognize. At 12:30 p.m., you can only see this person from
behind—and she resembles one of four people you
know, for example, Gabi, Jane, Sophie, and Lisa. These
identities are the four hidden states in this case. At
12:31 p.m. you get closer, and now, you are sure that
she is not Lisa. At 12:32 p.m. you catch up and see her
from the side. Now, you are convinced this person is not
Sophie either. At 12:33 p.m. you finally see the person’s
face, and you recognize her as Gabi. This resolves all
uncertainty over the identity of the person. The belief
that the person you see at 12:33 p.m. is projected back-
ward in time to 12:30 p.m.—this can be seen clearly in
the final column. Intuitively, at 12:33 p.m., you know that
the person you saw at 12:30 p.m. was Gabi.

The left panel of Figure 2B shows the same expecta-
tions about the hidden states that encode Gabi’s identity
as in the right panel of Figure 2A over all epochs (see the
1st, 5th, 9th, and 13th rows in the right panel of
Figure 2A). The figure in the middle panel of Figure 2B
shows the same as the left panel, but for each identity.
The right panel of Figure 2B shows the simulated local
field potentials (LFPs) in terms of the rate of change in

the expectations about the hidden states (shown in the
middle panel of Figure 2B).
The panels in Figure 2C show how far the beliefs are

projected into the future when different policy depths
are used. From left to right, the policy depths are two,
four, and six. One can see that the number of epochs
current beliefs are projected to is two, four, and six from
left to right, respectively. Later, we will show how the
policy depth changes the simulated electrophysiological
responses mentioned above—and can have a substan-
tial effect on policy evaluation and subsequent choice
behavior.

MDP Model of the Patch-leaving Paradigm

This section describes an MDP model of active inference
for the patch-leaving paradigm. The model is used to sim-
ulate behavioral responses (i.e., choosing to stay or
leave) when the reward probability in a patch declines
exponentially as one stays in a patch. In this paradigm,
there are several patches with their own unique reward
probability decay rates. Choosing to leave a patch war-
rants one epoch to be spent in a reward-free state (i.e.,
a switch state). In the next epoch, one enters a patch ran-
domly, and all reward probabilities reset to their initial
values. This means one needs to consider how many
epochs to spend in a patch before leaving to realize prior
preferences, that is, being rewarded as much as possible.

Figure 3. Graphical
representation of the generative
model. (A) The left shows the
set of transition matrices
(shown with B) and the
likelihood matrices (shown with
A) that define the structure of
an environment. The transition
matrices specify the transition
probabilities between hidden
states and the likelihood
matrices specify how likely
outcomes are given the hidden
states. An agent’s prior
preferences over outcomes are
encoded in the C matrix. A
precision term γ (or inverse
temperature 1/β) reflects the
confidence in policy selection.
Essentially, the belief about
policies is a softmax function of
(negative) expected free
energies under all policies
divided by β. A smaller β can be
interpreted as an agent being
more confident about what
policy is selected. The expected free energy, G, has two components, namely extrinsic value and epistemic value. Extrinsic value is the expected
utility (pragmatic value) expected under a policy, whereas epistemic value is the expected information gain about the hidden causes of observations
under a policy. The state transitions among hidden states s depend on two things, the hidden state and the action in the previous epoch. (B) The
right shows different sets of hidden states and outcome modalities in the patch-leaving task. There are two sets of hidden states, namely the patch
identity and the time since a switch state ts (where and when, respectively). There are two outcome modalities, namely the feedback and where. The
feedback modality signals whether an agent receives a reward or not, whereas the where modality signals on which patch an agent is in.
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In this MDP (see Figure 3), we considered two dimen-
sions of hidden states, namely “where” and “when.” The
first hidden dimension, where, corresponds to the “patch
identity.” There are four hidden states under this di-
mension, namely Patch 1, Patch 2, Patch 3, and a “switch”
state. Under the action stay, the where state does not
change unless it is in the switch state. Under the action
leave, the where state changes to the switch state, except
for the switch state itself. Under both stay and leave, the
switch state transitions to one of the first three patches
with equal probabilities. The second hidden state dimen-
sion, when, keeps track of the number of time steps
since a switch state. The time since a switch state is rep-
resented by ts. This state ts increases by 1 up to a maxi-
mum of 4. The hidden state associated with the fourth
epoch since a switch state ts ¼ 4 is an absorbing state
and does not change over subsequent epochs. The re-
ward probability in a given patch declines with ts and
does not change after ts ¼ 4, even if one chooses to stay
after the fourth epoch, that is, reward probability under a
patch is the same for ts > 4 as ts ¼ 4. Choosing to leave at
any point in time resets ts to 1, that is, ts ¼ 1.
There are two outcome modalities. The first modality

signals the “feedback” (reward or no reward). The prob-
ability of reward declines exponentially under all patches
as ts increases (up to a maximum of 4). There are three
different patches with unique rates of decline in reward
probability. The rate at which the reward probability de-
clines under the first patch exp((1− ts)/16) is slower than
the second exp((1 − ts)/8) and the third exp((1 − ts)/4)
patches, where ts 2 {1, 2, 3, 4}, respectively. The reward
probabilities under different patches are shown on the
left panel in Figure 4A. The second outcome modality,
where, signals the patch identity. Notice that the patch
identity (where) appears both as an outcome and as a
hidden state. This is because where (patch identity) as
an outcome is used to inform the agent about the where
hidden state.
In this MDP scheme, we consider prior preferences

over only the feedback modality, such that the agent ex-
pects reward (utility or relative log probability of 2 nats)
more than no reward (utility of −2 nats). We defined no
prior preferences over the where modality, which means
that there were no preferences over patch identity. See
Figure 4 for the likelihood transition and prior preference
matrices provide a complete specification of this patch-
leaving paradigm.

RESULTS

Simulating Impulsivity

Impulsivity can be characterized as a tendency to act to
require immediate rewards, rather than planning to se-
cure rewards in the long run. In the patch-leaving para-
digm, one is always presented with the choices stay and
leave. The experimental design for this paradigm is such

that it requires one to spend one epoch in a reward-free
switch state upon leaving a patch (i.e., switching penalty).
However, staying in a patch always has the prospect of
reward. Acting on the proximal reward requires one to
choose stay, whereas acting on the distal reward requires
one to choose leave at some point. Here, we operation-
ally define “impulsivity” as staying longer in a patch be-
cause only stay has the prospect of an immediate—if
less likely—reward. This raises the question, “longer than
what?” To address this, we introduce an agent who serves
as a reference or “canonical” model.

In this section, we show how impulsive behavior can
be underwritten by changes in prior beliefs about the dif-
ferent aspects of the MDP model. For this purpose, we
use the MDP described in Figure 4 as a canonical model.
The simulated responses obtained under the canonical
model will be compared with the models that deviate
from this reference, in terms of the policy depth, the
precision of the transition matrices, and the discount
slope of the prior preferences over time (i.e., time
discounted reward sensitivity). These models will be
compared with the canonical model in terms of dwell
times. “Dwell time” is the average time spent in a patch
upon entering it. The models that induce an agent to stay
longer than the canonical model are considered to exhib-
it impulsive behavior. The models we entertained are as
follows:

• Varying the policy depth. The policy depth of the
canonical model is 4. This model is compared with
the models where the policy depth is varied over
three levels, namely PD ¼ 3 (deep policy), PD ¼ 2
(intermediate policy), and PD ¼ 1 (shallow policy)
models. See Figure 5A for a comparison between
the canonical model and the models above. The pol-
icy depth for all remaining models was PD ¼ 4.

• Varying the precision of the transition matrices.
Here, the precisions of state transitions were ren-
dered less precise. In other words, we modeled a loss
of confidence in beliefs about the future. Operation-
ally, this is implemented by multiplying the columns
of the (log) transition matrices (shown on Figure 4B)
with a constant, bij ¼ ωlnBij and then applying a soft-
max function. This ensures each column corresponds

to a probability distribution, Bij ¼ ebij=
X
k

ebkj . The

precision, also known as an inverse temperature,
was varied over three levels: ω ¼ 16 (high precision),
ω ¼ 8 (medium precision), and ω ¼ 0 (low precision).
The lower the precision, the more uniform the dis-
tributions over state transitions become from any
given state. This manipulation is only applied to the
transition matrices in the generative model (i.e., the
subject’s beliefs about transitions) and not to the gen-
erative process (that actually generates the data pre-
sented to the subject). See Figure 5B for the dif-
ference between an example transition matrix with a
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Figure 4. ABC of generative model. (A) The left shows how the reward probability decreases in different patches as a function of time since a
switch state ts. The subsequent two panels show the likelihood (A) matrices. The likelihood matrices specify the probability of outcomes given two
sets of hidden states, namely where (the patch the agent is in, shown with magenta color) and when (ts is shown with blue color). Here, the
likelihood matrices are shown for Patch 3 (shown with red color) as a function of when hidden state ts. The first likelihood matrix A1 shows
that the probability of reward (shown with green tick) decreases as ts increases. The second likelihood matrix A2 signals the patch the agent is in
(in this case Patch 3) with respect to the when hidden state. (B) This shows the transition matrices for where and when (ts) dimensions of
hidden states. The state transitions depend on the actions. The first (where) transition matrix shows that, under the action stay B1(a = stay), the
agent stays in the same patch it is in currently, except when the agent is in the switch state. Under the action leave B1(a = leave), the agent enters
the switch state, given that the agent is not in the switch state. The probability of entering one of the three patches is equally likely when
the agent takes the actions stay or leave given it is in the switch state. The second (when) transition matrix under a stay B2(a = stay) increases
by 1—up to a maximum of 4. The fourth epoch is an absorbing state—and an agent would have to take the action leave to leave this state.
Under a leave B2(a = leave), ts is reset to one (i.e., ts = 1). (C) This shows the prior preferences over outcomes as a function of time (relative to
the current time). We only define a prior preference over reward and no reward outcomes under the feedback modality and do not define
any preference over the patches (where modality). Plus and minus signs show the valence of the utilities, whereas different shades of gray indicate
their magnitude. The model described in this figure is the canonical model. The policy depth in this model is chosen as 4.
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Figure 5. MDP models that
were compared with the
canonical model. This figure
shows the difference between
the canonical model and
models in which the certain
model components are
changed. These elements are
the policy depth, the precision
of the transition matrices,
and the slope of the prior
preference matrices. (A) This
shows the difference between
the canonical model and the
model in which the policy
depth is changed. The policy
depth in the canonical model is
four. The policy depths in the
models that are compared with
the canonical are one, two,
and three. (B) This shows
the difference between the
canonical model and the model
in which the precision of
transition matrices is changed.
For illustrative purposes only,
the transition matrix for where
under the action stay is used;
however, the changes are
applied to all transition matrices
under all actions. The precision
of the transition matrices are
changed over three levels.
These are high, medium, and
low levels of precisions. The
higher the precision, the more
similar the transition matrices
approach those of the canonical
model. With lower precisions,
the uncertainty in the
probability distributions over
the columns of the transition
matrices increases. (C) This
shows the difference between
the canonical model and the
model in which the discount
slope is changed. In the
canonical model, the prior
preferences over a reward and
no reward are fixed at 2 and
−2 (i.e., they are not time
sensitive). However, the model
in which the discount slope is
changed is subject to the
following equation Creward(τ) =
2 + slope × x(τ) and CNo reward

(τ) =−2− slope × x(τ), where
x= [−3,−1, 1, 3] and τ 2 {1, 2,
3, 4}. Here, τ represents the
future the box, for example,
τ = 1 means 1 epoch into the
future. The intercepts of these
equations are set to the prior preferences over reward (and no reward) in the canonical model, which is 2 (and −2). The slope term endows
prior preferences with time sensitivity, when planning future actions. The slope is changed over three levels, namely high slope (0.75), medium slope
(0.5), and low slope (0.25). The bottom shows how the utility of reward changes over future epochs with different slopes. The utility of no reward
(under different slopes) is just a mirrored version of this figure (since the utility of no reward is negative). With these equations, the agent discounts
the utility of reward and no reward outcomes as it plans further into the future.
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low precision. In this figure, although only one tran-
sition matrix is shown (transition matrix for where
under the action stay), the precision of all transition
matrices under all actions are subject to the same
manipulation. The precision was ω ≫ 16 in all other
models.

• Varying the discount slope. In this model, the prior
preferences over outcomes are equal to the prior pref-
erences in the canonical model on average. In the
canonical model, the utilities for reward and no reward
are fixed at 2 and −2, respectively. These utilities are
not discounted as the agent plans into the future. How-
ever, in models where we manipulate the slope of prior
preferences, they change in the following way:

Creward τð Þ ¼ 2þ slope� x τð Þ and

CNo reward τð Þ ¼ − 2− slope� x τð Þ

where x ¼ [2.25, 0.75, −0.75, −2.25] and τ 2 {1, 2, 3,
4}. Here τ represents the future epochs, for example,
τ ¼ 1 means 1 epoch in the future. These equations
show that the agent discounts utilities as it plans into
the future. The term “slope” took the following values:
0.75 (high slope), 0.5 (medium slope), or 0.25 (low
slope). Manipulating the slope makes the utility of re-
ward in the near future appear larger (and no reward
smaller) and the opposite effect for the distant future.
This means that proximal rewards will always be re-
garded as more valuable and distal rewards as less
valuable, compared with the canonical model (this
comparison is illustrated in Figure 5C). The slope term
was slope = 0 in all other models.

We have chosen the policy depth in the canonical
model such that the model can look ahead long enough
to see how the reward probabilities under different
patches change as a function of time since a switch state.
Crucially, the reward probabilities changed in the first
four time steps after entering a patch and staying in it.
Precision of the transition matrix in the canonical model
was very high. This allowed the canonical model to main-
tain its confidence about the future. Finally, the discount
slope in the canonical model was flat. This meant that the
agent’s preference for immediate and future rewards were
equal. These parameters were chosen such that the agent
would not discount the future abnormally. These choices
are somewhat arbitrary, and we do not assume that the
reference model represents neurotypical behavior. As
such, we are unable to categorize impulsive versus non-
impulsive behavior according to any objective threshold.
We are only able to describe more or less impulsive
behavior.
Comparing the simulated behavior of the canonical

model and the above models shows that all manipula-
tions resulted in longer dwell times. In other words, all
of the above manipulations induced more impulsive,
short-term behavior, in which synthetic subjects found it
difficult to forego the opportunity for an immediate
reward—and overcome the switching cost of moving to
a new patch. The bar plots in Figure 6 show the increase
in dwell times under the three models (over three differ-
ent levels of each model) compared with the canonical
model. The average increase in dwell times over all
patches is shown on the left panel of Figure 6. The subse-
quent three panels show the same results for each patch
separately.

Figure 6. Average time spent in patches under different models. This figure show the increase in dwell time under the alternative models,
compared with the canonical model. In the alternative models, the policy depth, the precision of transition matrices, and the slope of prior
preference matrices are changed (over three levels) with respect to the canonical model. The policy depth in the canonical model is chosen as four.
In the models compared with the canonical model, the policy depth is varied over three levels, namely deep (PD = 3), intermediate (PD = 2),
and shallow (PD = 1), respectively. The precision of the transition matrices is varied over three levels, namely high (ω = 16), medium (ω = 8), and
low (ω = 0). The discount slope are changed over three levels, namely high (slope = 0.75), medium (slope = 0.5), and low (slope = 0.25). The
leftmost panel shows the increase in dwell time, averaged over patches, whereas the subsequent three panels show the increase in dwell times
in each patch separately. This figure shows that manipulating the policy depth, the precision of the transition matrices, and the discount slope all
cause the dwell time (our metric of impulsivity) to increase.
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The policy depth, the precision of the transition
matrices, and the slope of the prior preference matrix
have similar kinds of effects on dwell times. With deeper
policies, the agent leaves the patches earlier to exploit
the distal rewards. With shallow policies, the agent stays
longer in the patches and exploits proximal rewards (see
blue bars in Figure 6). With less precise transition ma-
trices, the agent remains longer in any patch. This is be-
cause imprecise transition matrices mean that the further
one looks ahead, the less precise one’s beliefs become
and the future becomes uncertain. These beliefs are
about both where (which patch) and when ts the agent
is. With uncertainty over where and when, the agent pre-
fers proximal rewards, rather than risking leaving a patch
for an uncertain outcome (see green bars in Figure 6).
With more time-sensitive prior preferences, the agent
discounts the utility of reward more steeply over time.
This means that the agent prefers proximal rewards, how-
ever unlikely they may be over distal rewards; hence, the
agent stays longer in each patch to exploit rewards in the
near future (see the red bars in Figure 6).
In the following, we ask whether the different models

examined above can be distinguished by observing their
choice behavior. This entails fitting models to the simu-
lated choice behavior and using the resulting Bayesian
model evidence to perform Bayesian model selection
(assuming uniform priors over models; Mirza et al.,
2018; Schwartenbeck & Friston, 2016; Friston, Mattout,
Trujillo-Barreto, Ashburner, & Penny, 2007). The models
that were used to generate (synthetic) behavioral data
were the above models, in which the policy depth, the
precision of the transition matrices, and the discount
slope varied over three levels (see Figure 5) and the ca-
nonical model (10 models in total). These 10 models
were then fit to the data generated with each model to
create a confusion matrix of model evidences (i.e., the
probability that any one model was evidenced by the data
from itself or another). The posterior distributions over
the models suggest that these models can indeed be dis-
ambiguated in terms of their Bayesian model evidence
(see Figure 7). This shows that, although the resulting
behavior under these models looks similar—namely,
staying longer in patches (greater dwell times)—subtle
differences in choice behavior can still inform model
comparison.
In summary, we have shown distinct differences in the

form and nature of prior beliefs that underlie generative
models of active inference can all lead to impulsive
behavior. In the next section, we will simulate and
characterize the electrophysiological responses we
would expect to observe under these distinct causes
of impulsivity.

Simulated Electrophysiological Responses

In this section, we show how simulated electrophysiolog-
ical responses vary with the policy depth, the precision of

the transition matrix, and the slope of prior preferences.
The simulated responses under question are LFPs. As
new observations are made, evidence for the competing
hypotheses (hidden states) is acquired. Variational mes-
sage passing that mediates belief updates over these hy-
potheses, where we assume that activity in different
neural populations reflects belief updating over different
hypotheses. The simulated depolarization of these “neu-
ral populations” is combined to simulate LFPs. The deriv-
ative of the free energy (with respect to the sufficient
statistics of a posterior belief ) can be expressed as a pre-
diction error (cf. ε in Figure 1B). One can think of this
prediction error as driving fluctuations in an auxiliary
variable vτ

π = lnsτ
π (log beliefs about the hidden states)

that plays the role of a membrane potential. It is this
depolarization that we associate with the generation of
LFPs (see Figure 1B). By passing vτ

π through a softmax
function (that we can think of as a sigmoid firing rate
function of depolarization), we obtain the sufficient sta-
tistics sτ

π, putatively encoded by firing rates (please see
Friston et al., 2017, for details). There are 16 epochs in
each trial, and on each epoch, the expectations are up-
dated with 16 variational iterations of the above gradient
descent. We have (arbitrarily) chosen the time scale of
each decision point to fit within the theta rhythm

Figure 7. Model inversion and parameter estimation. This figure shows
the posterior distribution over models, when these models are
fit to data generated by the same models. The simulated data are
generated with the models on the y-axis. The models shown on the top
are fit to the data to estimate the log evidence for each model. These
simulations show that these models considered (see previous figures)
can be distinguished in terms of their model evidence. In this figure
BLP, BMP, and BHP correspond to low, medium, and high precision
transition matrices, respectively. CLS, CMS, and CHS correspond to low,
medium, and high slopes over the prior preferences, respectively. PD1,
PD2, and PD3 correspond to Policy Depths 1, 2, and 3, respectively. The
canonical model PD4 is included in these simulations.
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Figure 8. Simulated LFPs under different models. This figure represents simulated LFPs. Here, LFP is defined as the rate of change in the beliefs about
the hidden states. This is basically the rate of change in vτ

π (see Figure 1B). (A) This shows the updates over expectations about (where) hidden
states when the agent stays in different patches for four consecutive epochs. As the reward probability decreases faster with ts the LFP peaks are
attenuated and it takes longer for them to converge. The inconsistency in the degree of belief updating in later epoch—in Patch 3 compared with the
other patches—is because the agent expects to leave this patch; however, it ends up staying in it due to an unlucky sampling of the action stay
(sampling low probability stay rather than high probability leave), which induces more belief updating in later epochs. (B) This shows the effect of the
policy depth on LFPs: With deeper policies, the LFPs peak less, and it takes longer for them to converge. (C) The LFPs obtained with different
precisions of transition matrices are shown: With more precise transition matrices, the LFPs peak higher and converge more quickly. (D) This shows
how the LFPs change when the discount slope varies over three levels while keeping the average utilities over time fixed. With higher slopes, the LFPs
peak at higher levels, whereas the convergence does not appear to be sensitive to the different slopes.
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(≈0.25 sec). In theory, one can estimate the time scale of
the temporal dynamics in the real brain by finding the
time scale in which the simulated behavioral responses
and the behavioral responses in empirical studies are
comparable.
The LFPs can be characterized by their amplitude and

convergence time. Higher amplitudes are associated with
greater belief updates that can be thought of in terms of
larger state prediction errors. Convergence time can be
defined as the time it takes before the LFPs returned to
zero, as belief updating converges on a new posterior
belief. These two characterizations speak to the confi-
dence in beliefs about hidden states and how quickly that
confidence is manifest.
We characterized the responses of units encoding the

hidden state dimension where (patch identity). First, we
examined belief updates when the agent stays in the
three patches for four consecutive epochs. The corre-
sponding LFPs are shown in Figure 8A. Smaller LFPs
are generated when the reward probability decreases at
a greater rate with ts (compare Patches 1–3 from left to
right in Figure 8A). This follows because the subject’s
belief about staying in a patch reaches a higher level of
confidence when the reward probability declines at a
slower rate (e.g., Patch 1). This results in larger LFPs be-
ing generated under that patch. A second observation
here is that the LFPs at the first epoch are greater than
the LFPs in the subsequent epochs under all patches.
This is because, before entering a patch, the agent has
uniform beliefs about what patch it will end up in. This
means that once a patch is entered, there will be more
belief updates initially, whereas later epochs just modify
those beliefs already held.
Second, we examined how the LFPs change with differ-

ent policy depths. The LFPs have higher peaks, when the
agent entertains a shallow representation of the future
(PD = 2) and peak less when it looks deeper into the
future (PD = 4; see Figure 8B. With deeper policies,
the beliefs (expectations) about the hidden states are
projected further into the future, causing future epochs
to be informed by the expectations over the hidden
states at the present time. This causes the beliefs about
being in a certain patch during an epoch to change less
over time. A second observation here is that the expecta-
tions converge faster under shallow policies. Before these
expectations are projected to any future epochs, the
agent maintains uniform distributions over the hidden
states. The further the expectations about the hidden
states in the current epoch are projected to future, the
more imprecise these expectations become, taking
longer to converge, especially in the epochs in the distant
future. This is why deeper policies require longer for
expectations to converge.
Third, the effect of the precision of the transition

matrices on the LFPs is characterized. With precise tran-
sition matrices, the LFPs have greater amplitude—and it
takes less time for these expectations to converge (see

Figure 8C). This follows because—with precise transition
matrices—the expectations about the hidden states in
the current epoch are projected forward with greater
fidelity than with less precise transition matrices. This
induces large updates over expectations and more rapid
convergence.

Finally, the effect of the discount slope on the LFPs is
shown on Figure 8D. As shown in Figure 5C, the utility
over reward declines at different rates under different
slopes, whereas the average over future times is con-
served. When the discount slope is high, the agent values
rewards in the immediate future more than the distant
future. With a high slope over the prior preferences,
the agent believes that it will stay in the same patch with
a greater degree of confidence than with lower slopes.
This causes the LFPs to peak higher. However, this does
not affect the convergence time.

DISCUSSION

In this work, our objective was to show that there are
different computational mechanisms that can lead to im-
pulsive behavior by abnormal temporal discounting
(Story, Moutoussis, & Dolan, 2015). For this purpose,
we introduced an MDP formulation of active inference
for the patch-leaving paradigm. We defined three compu-
tational mechanisms that may lead to abnormal temporal
discounting, namely lower depth of planning (Patton
et al., 1995), poor maintenance of information (Hinson,
Jameson, & Whitney, 2002), and preference for imme-
diate rewards (Lejuez et al., 2002; Leigh, 1999). Each of
these may be interpreted in relation to other established
concepts in the impulsivity literature. For example, pref-
erences are defined in terms of a distribution over pre-
ferred outcomes, so they incorporate both the cost of
different policies (in terms of expectations) and also
the risk preferences associated with this (in terms of
the spread of the distribution over different outcomes).
One could, of course, propose an alternative “motor”
definition of impulsivity in which the subject is always
more likely to change patch, irrespective of the reward
statistics of the patches. We defined impulsivity as acting
to gain temporally proximal rewards at the expense of
more distal rewards. The patch-leaving task allows us to
address impulsivity, as it places proximal and distal re-
wards in conflict. Although the reward probability de-
clines as one stays in the same patch, only choosing to
stay can deliver an immediate reward, however unlikely
it may be. This means that acting to secure proximal re-
wards requires one to stay in a patch for longer.

We have suggested that staying in a patch is analogous
to acting on proximal rewards, whereas leaving corre-
sponds to acting for delayed rewards. This is a common
theme in delay discounting paradigms. Under this inter-
pretation, overstaying can be considered as impatient,
whereas leaving can be seen as patient behavior. Having
said this, there is still some controversy—especially in

Mirza et al. 13



animal studies—about whether the accepted impulsive
behaviors in intertemporal choice paradigms have ex-
ternal validity (Blanchard & Hayden, 2015). Ecological
rationality hypothesis reconciles this by stating that the
same short-sighted impulsive decision rule can lead to
poor performance by choosing smaller-sooner rewards
in delay discounting paradigms and better performance
by staying longer in patch foraging tasks (Stephens,
2008; Stephens, Kerr, & Fernández-Juricic, 2004). This
is because the patch foraging paradigms bear more re-
semblance to the real situations the animals encounter
in their habitats, and this short-sighted decision rule
works well in those situations.

It is important to note that there are several possible
definitions of impulsivity. We have chosen an operational
definition that can be precisely (mathematically) articu-
lated and is consistent with previous accounts of the
topic (Stephens, 2008). The motivation for the definition
in this article is as follows. For our account of impulsivity
to hold, the following conditions need to be met. First,
one should know the reward probabilities under different
patches and how they change over time. Possessing
imprecise knowledge about patches may lead to under-
estimating (or overestimating) the reward in the environ-
ment. An agent that underestimates background reward
would be more likely to stay in a patch. Second, we as-
sumed that there could be only one forager in the envi-
ronment at a time. Staying longer in the current patch
can be advantageous and would not be considered im-
pulsive if there is a competitor that depletes the reward
in the environment (i.e., other patches) rapidly. There
may be other cases in which repetitive exploitation of a
patch can be considered as impulsive behavior, for
example, overfishing can reduce the replenishment rate
of marine life and decrease the amount of fish caught in
the long run.

We introduced a canonical model that serves as a point
of reference for the dwell time in various patches. This
model was compared with deviant models in which the
policy depth, the precision of the transition matrix, and
the discount slope were manipulated. With shallow poli-
cies, the agent stays longer in each patch (see the light
blue bars in Figure 6). An agent that uses deep policies
realizes how quickly (or slowly) the reward probabilities
decline (see dark blue bars in Figure 6). This realization
causes the agent to leave before the reward probability
declines a great deal under the prospective belief it will
secure rewards elsewhere.

With imprecise beliefs about probability transitions,
the agent places less confidence in its beliefs about future
hidden states and outcomes. This means that it is difficult
to infer what might happen after leaving a patch, because
this requires the subject to look at least two epochs into
the future to see if reward can be obtained. In compari-
son, the expected outcome of staying in the same patch
requires the agent to consider only one epoch into the
future (anticipating the reward probability in the very

next outcome). Because the agent is relatively more con-
fident about the outcome of staying in a patch (and thus
more certain about getting a reward upon staying in a
patch), it chooses to stay for longer under less precise
transition matrices than more precise transition matrices
(see light and dark green bars in Figure 6). This result
suggests that impulsivity can result from not being able
to anticipate the future confidently.
Finally, manipulating the discount slope over time

proves to have a profound effect on dwell times as well.
When the time sensitivity of preferences is high, the
agent values the immediate future much more—and
hence dwells longer—than when the slope is low (see
the light and dark red bars in Figure 6). This causes the
agent to value proximal rewards more, even when they
are less likely.
The underlying causes of impulsivity under the three

models mentioned above speak to different personality
traits. The explanation for impulsivity under shallow pol-
icies is due to steep discounting of the future (Alessi &
Petry, 2003), which may be due to a lack of planning
(Patton et al., 1995). Imprecise beliefs about environ-
mental transitions impair an agent’s ability to maintain
and process information when planning its future actions
(Parr & Friston, 2017b). The kind of response obtained
here is similar to acting impulsively due to high working
memory load (Hinson, Jameson, & Whitney, 2003) or
poor working memory (Hinson et al., 2002). The high
temporal sensitivity of prior preferences causes the agent
to act impulsively, despite an ability to plan deep into the
future. This is because it prefers immediate rewards
more than rewards in the distant future. These prior pref-
erences can lead to risk-taking behavior (Lejuez et al.,
2002; Leigh, 1999) or “venturesomeness” (Eysenck,
1993; Eysenck, Pearson, Easting, & Allsopp, 1985), as
the perceived risk decreases with discounting of prefer-
ences in the distant future.
There are other personality traits that we have not

considered in our paradigm but may lead to varieties of
impulsivity (Evenden, 1999), such as lack of inhibitory
control, lack of persistence, sensation seeking (Buss &
Plomin, 1975), high novelty seeking, low harm avoidance,
low reward dependence (Cloninger, 1987), inability to
maintain attention (Dickman, 1993), and positive and
negative urgency (Lynam, Smith, Whiteside, & Cyders,
2006). Although some of these personality traits may
predict similar behaviors as above, others may predict
different behaviors in the patch-foraging paradigm. For
example, people who find it difficult to wait (i.e., inhibi-
tory control) may avoid leaving a patch, as leaving can be
interpreted as waiting for the new patch. Similarly, peo-
ple who are less sensitive to negative outcomes (i.e., low
harm avoidance) may stay longer in a patch, even if
staying is more likely to result in a nonrewarding out-
come. In contrast, people who tend to jump between dif-
ferent interests (i.e., lack of persistence), who get bored
easily (i.e., sensation seeking), or who want to try new
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things (i.e., novelty seeking) may leave patches earlier
than expected. These traits could be modeled within this
framework as a loss of precision over policies, such that
an agent becomes less likely to consistently choose the
same policy (and instead, choose either exploitative or
exploratory policies). Being less able to focus (i.e., in-
attention) on different aspects of the patch-leaving task
makes mixed predictions about behavior. The extent to
which one focuses on the current patch relative to the
other patches in the environment may cause one to
either overestimate or underestimate the reward in the
environment and may lead to overharvesting or under-
harvesting. Similarly, overreacting to positive and negative
feelings (positive/negative urgency) can make mixed
predictions.
One of the key advantages of adopting an active infer-

ence framework, as opposed to approaches based upon
the marginal value theorem (MVT), is that the imperative
to minimize expected free energy forces us to define ex-
ploration and exploitation in the same (probabilistic)
currency and reveals the interplay between the two. As
such, any disruption to goal-directed planning (in the
sense of trying to obtain preferential outcomes) will
lead to more exploratory, novelty seeking (Clark, 2018;
Schwartenbeck, FitzGerald, Dolan, & Friston, 2013) be-
haviors. Furthermore, flatter distributions over prefer-
ences would lead to behaviors less constrained by the
threat of surprising (costly) outcomes and might appear
to an observer as riskier behavior.
We have also shown how the belief updates relate to

(simulated) LFPs under these different models. Compar-
ing the LFPs obtained with the canonical model on the
first and subsequent epochs, we showed that the LFPs
peak less as time progresses (see Figure 8A). Comparing
different patches, the LFPs peak less as the reward prob-
ability declines faster in a patch (compare Patches 1–3 in
Figure 8A). This suggests that the amplitude of the LFPs
correlate positively with the reward probability. Compar-
ing different policy depths, the LFPs peak less with shal-
low policies (compare PD = 2 with PD = 4 in Figure 8B).
The LFPs peak higher with more precise transition ma-
trices than less precise transition matrices (compare high
to low precision in Figure 8C). Finally, with high slopes
over the prior preferences, the LFPs peak higher (com-
pare high to low slope in Figure 8D). The findings in
the ERP literature show that the different components
of ERPs can indeed be manipulated by reward probability
(Walsh & Anderson, 2012; Eppinger, Kray, Mock, &
Mecklinger, 2008; Cohen, Elger, & Ranganath, 2007)
and reward magnitude (Meadows, Gable, Lohse, & Miller,
2016; Bellebaum, Polezzi, & Daum, 2010; Goldstein et al.,
2006). Using the simulated LFPs, we have shown that
similar reward probability and magnitude effects are an
emergent property of belief updating and neuronal (var-
iational) message passing in synthetic brains.
These simulated electrophysiological responses show

that, although the observed behaviors under different

models (i.e., staying longer in a patch) are similar, dif-
ferent LFPs are generated. Comparing a shallow policy
model (see the left panel of Figure 8B) with the model
in which the slope of the preferences is high (see the left
panel of Figure 8D), the amplitude of the LFPs looks
similar; however, the LFPs in the model with shallow pol-
icies converge sooner. Comparing the model with low
precision transition matrices (see the right panel of
Figure 8C) with the above two models, the LFPs neither
peak as high nor do they converge as quickly.

The MVT represents the “standard model” in the opti-
mal foraging literature (Charnov, 1976). Under this
theorem, the time spent in a patch is optimal when the
average rate of reward in a patch is equal to the long-term
average rate of reward everywhere. There are other
models that define optimal foraging in particular ex-
perimental paradigms, largely based on the MVT. These
foraging decisions involve learning average reward rates
in the environment (Constantino & Daw, 2015; Ward,
Austin, & Macdonald, 2000; Bernstein, Kacelnik, &
Krebs, 1988), inferring patch type using Bayes’ theorem
(McNamara, 1982), describing patch-leaving time
in terms of a hazard function (Tenhumberg, Keller, &
Possingham, 2001), and model free reinforcement learn-
ing approaches that learn state–action values (Constantino
& Daw, 2015).

The solution offered by active inference complements
the MVT. Our model evaluates the expected utility it
would acquire under each policy and is more likely to
choose the policy it expects to yield the greatest utility
(i.e., extrinsic value). Comparing a policy comprising se-
quential stay actions with a policy that starts with a leave
action and followed by sequence of stays is very similar to
comparing the average rate of reward in a patch with the
average reward in the environment. Our repertoire of
policies includes all possible combinations of stay and
leave actions across time, where time is determined by
how deeply into the future the agent plans, namely policy
depth.

Computational modeling is used increasingly in psy-
chiatry to provide computational accounts of behaviors
seen in psychiatric disorders (Addicott, Pearson, Sweitzer,
Barack, & Platt, 2017; Rutledge & Adams, 2017; Montague,
Dolan, Friston, & Dayan, 2012). In the context of im-
pulsivity, aberrant temporal discounting has been a prev-
alent explanation for impulsive behavior (Story et al.,
2015). Computational methods provide different expla-
nations for temporal discounting, including uncertainty
about acquiring a promised delayed reward or missed op-
portunity of reinvesting a smaller-sooner reward (Story
et al., 2015; Cardinal, 2006; Sozou, 1998). Other compu-
tational accounts of impulsivity emphasize parameters
encoding the degree to which actions are chosen based
on previous outcomes, preference for action over inac-
tion, and learning rate (Williams & Dayan, 2005). The
three parameters that we considered in our model gen-
erate impulsive behavior mainly through temporal dis-

Mirza et al. 15



counting. Although varying the discount slope changes
the degree to which the future rewards are discounted,
the policy depth controls how much the future itself is
discounted. Varying the precision of the transition matrix
can be interpreted as inducing uncertainty about acquir-
ing a future reward.

Our model differs from the above models and decision
rules in a number of ways. First, our model makes a
distinction between the beliefs about the patchy environ-
ment (i.e., generative model) and the real-world dynam-
ics that describe the patchy environment (i.e., generative
process). This allows for different optimal policies de-
pending on prior beliefs, making our framework more
suitable to studying individual differences and psycho-
pathologies. As an example, the MVT cannot make behav-
ioral predictions in regard to different prior beliefs about
the policy depth, the precision of the transition matrices,
and the discount slope—as these quantities are not rep-
resented in the MVT. An agent with shallow planning
would not infer what might happen after leaving a patch,
which would cause the agent to leave unrewarding
patches later than MVT. An agent with imprecise transi-
tion matrices would leave poorly rewarding patches later
than MVT, because the rewards in the distant future
would become more ambiguous. An agent that discounts
the utility of future rewards steeply would stay longer in
poorly rewarding patches than MVT due to a high pre-
ference over proximal rewards (and low preference over
distant ones). Second, our objective function can be
reformulated in terms of ambiguity and risk (see Equa-
tion 4), where policies that lead to more ambiguous, un-
certain outcomes are less likely to be chosen. The risk
term means that the policies that are less likely to fulfill
an agent’s prior preferences are less likely to be chosen
(Parr & Friston, 2018a, 2018b). This means that the agent
not only acts to maximize reward (as in MVT) but also
resolves uncertainty. This means that an agent is more
likely to leave the patches sooner than MVT-like ap-
proaches, if uncertainty about outcomes increases with
the time a patch is occupied. More generally, policy selec-
tion in active inference is equipped with epistemic value.
Although epistemic value does not play a crucial role in
the patch-leaving paradigm described in this work, it can
easily come into play if the second outcome modality
where, which signals the patch identity, is withdrawn.
Removing this source of information means that patch
identity (i.e., the where hidden state) can only be in-
ferred by observing a rewarding or nonrewarding out-
come under the feedback modality. Because active
inference tries to resolve uncertainty about hidden
states, epistemic behavior corresponds to staying in
patches longer to acquire information about patch
identity.

An influential model (Gläscher, Daw, Dayan, &
O’Doherty, 2010) assesses the degree to which subjects
are “model based” (i.e., learn the transition matrix and
then use it to plan) versus “model free” (i.e., just repeat-

ing previously rewarded actions). It has been shown that
various disorders of compulsivity (e.g., OCD, binge eat-
ing, drug addiction) are less “model based” in this task
(Voon et al., 2015), as are high impulsivity subjects
(Deserno et al., 2015), and that compulsivity in a large
population sample also relates to this task measure
(Gillan, Kosinski, Whelan, Phelps, & Daw, 2016). How-
ever, this model does not explain why the subjects are
less model based. Our formulation suggests that one
possibility for this is a less precise transition matrix and
another is lower policy depth.
The policy depth, the precision of the transition ma-

trices, and the discount slope can be manipulated in dif-
ferent ways in an experimental paradigm. For example,
previous work—investigating the depth of planning—
used a sequential decision-making task that is entailed
searching through subbranches of a decision tree. Sub-
jects were asked to find the optimal sequence of choices
that would yield the greatest reward (Huys et al., 2012).
This study showed that subjects performed poorly when
the decision tree was deeper. This task was adapted to
manipulate the policy depth in an experimental setup.
In the same task, some sequential decisions involved
an early large loss, which was compensated with a large
reward further down the decision tree. Although accept-
ing the large loss would eventually yield larger reward
than other sequences of decisions with smaller losses
early on, subjects tended to choose the latter. A similar
approach could be taken to manipulate the discount
slope empirically. Finally, by varying the transition matri-
ces over time, the precision of the transition matrices
may be manipulated in an empirical setup.
In the context of the patch-leaving paradigm, these

manipulations are more difficult to induce. However,
the fact that we can recover the policy depth, the dis-
count slope, and the precision of transitions used by
our synthetic subjects from their behavioral choices sug-
gests that we could disambiguate between these causes
of impulsivity in a between-subject study, comparing a
clinical (or subclinical) population to neurotypicals or un-
derstanding, at an individual level, the causes of impul-
sive behaviors among neuropsychiatric populations
(e.g., impulsive behavior associated with Parkinson’s
medication). Classifying such patients according to their
individual phenotypes could help to direct the develop-
ment of individualized therapies. In other words, instead
of inducing the above changes experimentally, we would
aim to discover the differences that give rise to distinct
behavioral phenotypes.
This work has some limitations. The policy depth, the

precision of the transition matrices, and the discount
slope cannot be manipulated experimentally in a straight-
forward way. This means model selection given empirical
choice behavior can only be validated in relation to in-
dependent variables, for example, correlations between
working memory measures and transition matrix preci-
sion. Furthermore, we have only looked at model features
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that explain impulsivity relating to depth of planning, work-
ing memory, and value discounting: We have not con-
sidered other causes, for example, motor disinhibition or
effort cost (Klein-Flugge, Kennerley, Saraiva, Penny, &
Bestmann, 2015).

Conclusion

This theoretical work has demonstrated several possible
causes for impulsive behavior. Crucially, we have also
shown that it is possible to disambiguate between these
causes using choice behavior. Finally, we showed that
there is a distinct (simulated) electrophysiological profile
associated with each putative explanation for impulsive
behavior. Formally speaking, we have provided proof of
principle of a degenerate (i.e., many to one) mapping
between the structure of generative models and the func-
tional or impulsive aspects of behavior. This degeneracy
is potentially important in the sense that any etiological
or remedial approach to impulsive behavior needs to
accommodate a plurality of underlying causes—both at
the level of pathophysiology and belief updating—even
if the resulting psychopathology looks very similar.
In future work, we intend to leverage the theoretical

findings in an empirical setup. In principle, one can fit
different models (like the ones introduced in this article)
to the observed responses (series of stay and leave but-
ton presses on a button box) of the subjects and estimate
subject-specific priors. Our objective is to search for
evidence that there are distinct electrophysiological pro-
files associated with these computational phenotypes as
predicted by our model.

Data Accessibility

The simulations in this article have been generated using
the spm software routine spm_MDP_VB_X.m. The simu-
lated responses shown in this article can be reproduced
by invoking DEM_demo_MDP_patch.m.

APPENDIX

The variational free energy for MDP model described in
the text is as follows:

F ¼ −EQ ~s ;πð Þ ln P ~o ;~s ; πð Þ½ �−H Q ~s ; πð Þ½ �

¼ −EQ ~s;πð Þ½ ln Pð~o ;~s jπÞ�−H½Qð~s jπÞ� þ DKL½QðπÞ‖ PðπÞ�

¼ EQ πð Þ F πð Þ½ � þ DKL½QðπÞ‖ PðπÞ�

¼ π⋅ ln πþ FþGð Þ þ lnZ

Rearranging the first equation shows that the varia-
tional free energy comprises three terms, namely F(π),
Q(π), and P(π), and a normalization constant lnZ =
�πexp(−Gπ).

F(π) is the free energy of hidden states

F ¼ F πð Þ
F πð Þ ¼

X
τ

F π; τð Þ
F π; τð Þ ¼ E~Q½DKL½QðsτjπÞ jjPðsτjsτ−1πÞ��|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

complexity

− E~Q½ ln PðoτjsτÞ�|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
accuracy

¼ sπτ⋅ ln sπτ − lnBπ
τ−1s

π
τ−1− lnA⋅oτ

� �

G(π) is the expected free energy

G ¼ G πð Þ

G πð Þ ¼
X
τ

G π; τð Þ

G π; τð Þ ¼ D½QðoτjπÞ‖ PðoτÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
expected cost

þ E~Q½H½PðoτjsτÞ��|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
expected ambiguity

¼ oπ
τ⋅ lnoπ

τ −Cτ

� �þ sπτ⋅H

Here, H is the entropy over each outcome under the like-
lihood matrix for each hidden state combination. Q(π) is
the posterior distribution over the policies. This term can
be obtained by setting the derivative of the variational
free energy with respect to this term, that is, solving
for ∂F(π, τ)/∂π = 0.
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