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Melting properties from ab initio free energy calculations: Iron at the Earth’s inner-core boundary
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We present a general scheme to accurately determine melting properties of materials from ab initio free ener-
gies. This scheme does not require prior fitting of system-specific interatomic potentials and is straightforward
to implement. For the solid phase, ionic entropies are determined from the phonon quasiparticle spectra (PQS),
which fully account for lattice anharmonicity in the thermodynamic limit. The resulting free energies are nearly
identical (within 10 meV/atom) to those from the computationally more demanding thermodynamic integration
(TI) approach. For the liquid phase, PQS are not directly applicable and free energies are determined via TI
using the Weeks-Chandler-Andersen (WCA) gas as the reference system. The WCA is a simple, short-range,
purely repulsive potential with established equation of states. As such, it is an ideal reference for ab initio TI
of liquids. We apply this scheme to determine melting properties of hexagonal close-packed (hcp) iron at the
Earth’s inner core boundary (P = 330 GPa), a subject of great significance in Earth sciences. The important
influences of system size and pseudopotentials are carefully analyzed. The results (melting temperature equals
6170 ± 200 K, latent heat 56 ± 2 kJ/mol, Clapeyron slope 8.1 ± 0.2 K/GPa) are consistent with experiments as
well as previous calculations.
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I. INTRODUCTION

The melting properties of materials are important in many
fields, including metallurgy [1], nuclear technology [2], chem-
ical engineering [3], etc. In the context of Earth sciences,
melting properties of minerals form the basis for understand-
ing the Earth’s thermal structure, dynamics, and evolution
[4,5]. For instance, the melting temperature (Tm) of iron at
the Earth’s inner-core boundary (ICB) is an important anchor
for estimating the temperature at the center of the Earth [6,7].
Melting properties of silicates dictate magma formation [8],
igneous differentiation [9], and other key geological processes
[10]. In spite of this importance, melting properties of miner-
als at conditions of the Earth’s deep interior have not been
well constrained [11]. Experimental measurements at high
pressures (P ) and temperatures (T ) are challenging and the
results are hampered by substantial uncertainties. Indeed, Tm

of iron at ICB conditions (P = 330 GPa and ∼6000 K) in-
ferred from various experiments ranges from 4850 to 7600 K,
a difference of nearly 3000 K [11]. The large discrepancy is
partly due to competing phenomenological criteria adopted to
identify the onset of melting [7], and a consensus is yet to be
reached on which criterion is more appropriate [11]. As well
as experiments, melting properties can also be determined by
ab initio free energy calculations [12–14]. Such calculations
are known to exhibit good accuracy in spite of extreme P−T

conditions [15]. The criterion of melting in the calculation is
also less ambiguous. However, existing procedures for com-
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puting ab initio free energies are rather involved, hindering
their applications.

As highlighted by earlier studies [12–14], precise pre-
diction of melting properties requires highly accurate free
energies. An error of 10 meV/atom shifts the predicted Tm

by ∼100 K [13]. Accordingly, melting properties are often
calculated via thermodynamic integration (TI) [16], a for-
mally exact technique relating the system under study to a
reference system whose free energy is known. For classical
systems, the procedures to perform TI are well established
[16,17], whereas for ab initio systems, conducting TI remains
a challenge. Part of the difficulty comes from finding suitable
references. In the pioneering works by Alfè et al. [13,14],
the references comprise particles interacting with classical
potentials specifically fitted to mimic the ab initio systems.
Using such ad hoc references reduces the amount of ab
initio calculations required for TI. However, it also makes the
procedure unduly complicated. Fitting classical potentials is a
nontrivial task, especially for complex systems [18]. Besides,
the free energy of the reference is not known in advance
and a separate TI is needed to evaluate it [13,14]. To avoid
such complications, simpler and more general references are
needed. For the solid phase, a natural choice is the harmonic
force field [12,19,20], which can be readily determined via
density functional perturbation theory (DFPT) [21] or finite
differences [22]. For the liquid phase, a preferable reference
is less apparent. Attempts have been made to use a Lennard-
Jones fluid [12] or an ideal gas [23] as references. The
Lennard-Jones fluid is not a universal choice as in some
circumstances the liquid system freezes in the transition [24].
The ideal gas is more general and widely used in classical TI
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of liquids [25–28]. However, it is not suitable for ab initio
simulations [13,14]. To reach the state of ideal gas, one needs
to either expand the system to very large volumes (reversible
expansion) [25,26], or gradually switch off the interaction
(adiabatic switching) [27,28]. As ab initio systems contain
long-range attractive interactions, they cannot be expanded
reversibly without discontinuities (phase transitions) [25,26],
except for very high T where the system is supercritical.
Similarly, when the interaction is critically reduced, atoms can
move very close to each other and electronic minimizations
break down [13,14]. This inhibits evaluating the integrand of
TI for all regions and leaves the result indeterminate.

As well as needing a suitable reference for the liquid phase,
the size dependence of free energies also requires careful
consideration [17]. The liquid phase lacks long-range ordering
and the mild size dependence of its free energy is mostly
related to the permutation of identical atoms [29]. The free
energy of the solid phase converges more slowly with sys-
tem size because molecular dynamics (MD) simulations only
sample phonons whose wavelengths are commensurate to the
simulation cell. In general, long wavelength (low frequency)
phonons have larger entropies compared to short wavelength
(high frequency) phonons. Accordingly, one needs to use very
large cells comprising thousands of atoms to get converged
free energies [30,31]. Such large cells are impractical for
ab initio simulations, where typical numbers of atoms are
∼100. To overcome this size limitation, Polson et al. [32]
introduced a correction to the free energy associated with
the fixed center-of-mass (CM). Accounting for this correc-
tion significantly improves the agreement between melting
properties predicted by MD and those of experiments [17,33].
Alternatively, one may separate the free energy of the solid
phase into harmonic and anharmonic parts [12,19,20]. The
dominant harmonic part is strongly size dependent, thus it
is computed on a dense q-mesh with Fourier interpolated
phonon frequencies. The subsidiary anharmonic part is less
sensitive to cell size. Accordingly, it is evaluated with a
relatively small cell using TI. More recently, a new approach
based on the concept of phonon quasiparticles has been pro-
posed [30,34]. This approach is computationally less intensive
than TI, yet achieves similar accuracy. Moreover, it is able to
overcome the finite-size effect and yield free energies in the
thermodynamic limit.

Here we present a general scheme to determine melting
properties from ab initio free energies. In this scheme, vi-
brational entropies of the solid phase are determined from its
phonon quasiparticle spectra. Free energies of the liquid phase
are evaluated via TI using the Weeks-Chandler-Andersen
(WCA) gas as reference. The WCA was initially constructed
[35] as a reference system for perturbative free energy cal-
culations of liquids. It shares many characteristics with the
classic hard-sphere potential, yet, without discontinuities of
the latter, is more suitable for MD simulations. The WCA
has been widely employed to study the physical properties of
liquids. Here we find it is also a good general reference for ab
initio TI. To demonstrate the effectiveness of this scheme, we
apply it to the melting properties of hexagonal close-packed
(hcp) iron at the Earth’s ICB. The effect of system size on
melting properties is thoroughly analyzed. Moreover, we find
that melting properties are sensitive to the pseudo-potential

employed in the simulation. The final results are obtained
with the pseudo-potential that most resembles the all-electron
interaction.

The paper is organized as follows. In Sec. II we sum-
marize the techniques to calculate free energies: phonon
quasiparticles, TI, and free energy perturbation. Simulation
details are reported in Sec. III. Free energies of individual
phases and melting properties are presented in Sec. IV. Con-
clusions are in Sec. V.

II. METHODS

Thermodynamically, melting properties are determined
from the Gibbs free energies (G). For simulations conducted
in the NV T ensemble, it is more convenient to first com-
pute the Helmholtz free energy (F ), then convert F to G

via G = F + PV . Due to their distinct dynamics, the way
to compute F differs for the solid and liquid phases: the
former uses phonons in reciprocal space, whereas the latter
samples potential energy surfaces in real space. Details of
these techniques are described below.

A. Free energy of the solid phase

Phonons are the fundamental concept in describing thermal
properties of crystalline materials. The renowned quasihar-
monic approximation (QHA), which treats crystals as assem-
blies of noninteracting harmonic phonons, is highly effective
for many materials when T is less than half of the melting
temperature [36]. However, QHA becomes inadequate at high
T where anharmonic effects are nonnegligible. A natural
extension of QHA accounting for anharmonicity is to replace
harmonic phonons with phonon quasiparticles. [37,38] In
contrast to their harmonic counterparts, phonon quasiparticles
exhibit T -dependent frequencies and lifetimes, making them
applicable even in strongly anharmonic systems where har-
monic phonons are unstable [34,39].

Numerical determination of phonon quasiparticle spectra
(PQS) consists of two steps [30,34]. In the first step, one
evaluates the power spectra of mode projected velocity auto-
correlation functions, i.e. projected vibrational density of
states (VDoS), as

〈v�
qj vqj 〉ν =

∫ ∞

0
〈v�

qj (0)vqj (t )〉ei2πνtdt, (1)

where vqj (t ) is the mode projected velocity at time t . Fit-
ting these power spectra yields the frequencies of phonon
quasiparticles whose wavelength are commensurate to the
simulation cell. Next, an effective harmonic force constant
matrix is constructed such that the complete PQS can be
determined via Fourier interpolation. Once the PQS is known,
the ionic entropy per atom Sion can be determined as

Sion = kB

N

∑
qj

[(nqj + 1) ln(nqj + 1) − nqj ln nqj ], (2)

where nqj ≡ 1/[exp(hνqj /kBT ) − 1] is the number of
phonons with wave-vector q and branch index j . h and kB

are the Planck and Boltzmann constant, respectively. νqj is
the frequency of phonon quasiparticle at T . N is the total
number of atoms, determined as the number of q vectors times
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the number of atoms in the unit-cell. To ensure convergence,
Eq. (2) needs to be evaluated on a dense q-mesh such that Sion

remains constant upon further increases of N . The Helmholtz
free energy per atom can then be determined as

F PQS
s = Uk + Fel − T Sion, (3)

where Uk is the kinetic energy per atom. For a finite N -
atom system with fixed CM, Uk = 3

2
N−1
N

kBT , whereas in
the N → ∞ thermodynamic limit, Uk = 3

2kBT . This latter
formula is what we use in determining the free energy of an
infinite crystal. Fel is the time-averaged electronic free energy
per atom [40]. It contains both the potential energy and the
entropic contribution from electrons. Note it is incorrect to
apply the formula of harmonic free energy,

Fh = kBT

N

∑
qj

ln

[
2 sinh

hνqj

2kBT

]
, (4)

with quasiparticle frequencies to determine the total vibra-
tional free energy due to double counting in the anharmonic
energy [41,42]. By contrast, the entropy formula [Eq. (2)] is
valid for both harmonic phonons and phonon quasiparticles
[41,42].

To crosscheck the results from phonon quasiparticles, we
further calculate free energies using TI. The reference of TI
is set to be the harmonic force field [12,19,20]. The transition
path is sampled by a series of MD simulations with interaction

�λ = �h + λ(� − �h). (5)

Here � is the electronic free energy from ab initio calcula-
tions, �h is the potential energy from the harmonic force field,
λ is the coupling parameter ranging from 0 to 1. The total free
energy per atom is then evaluated as

F TI
s = F 0

el + Fh + Fa = F 0
el + Fh + 1

N

∫ 1

0
〈� − �h〉λdλ,

(6)

where F 0
el is the electronic free energy per atom of the static

lattice, Fh is the harmonic free energy determined by Eq. (4),
Fa ≡ 1

N

∫ 1
0 〈� − �h〉dλ denotes the anharmonic free energy

per atom, 〈〉λ represents the ensemble average with �λ being
the potential energy of the ensemble.

Equation (6) is formally exact only for the N -atom sim-
ulation cell. To get the free energy in the N → ∞ thermo-
dynamic limit, some form of extrapolation or correction is
necessary. One effective approach is to consider the size de-
pendence of Fh and Fa separately. The harmonic free energy
per atom in the N → ∞ limit, Fh(∞), is easily determined on
a dense q-mesh with Fourier interpolated phonon frequencies.
The size dependence of Fa is weak [20], thus it can be
approximated as size-independent, i.e., Fa (∞) = Fa (N ). As
such, the free energy per atom of an infinite crystal equals
F 0

el + Fh(∞) + Fa . The difference,

�Fh(N ) = Fh(N ) − Fh(∞), (7)

quantifies the size dependence of the free energy of the solid
phase.

Besides adopting Fourier-intepolated phonon frequencies,
the size effect can also be partly compensated by considering

the free energy correction from the fixed CM [32], defined as

�Fcm = kBT

N
ln

(
�3

cm

V

)
, (8)

where �cm = h/
√

2πNmkBT , m is the atomic mass, V is the
volume per atom. Note Eqs. (7) and (8) are not equivalent and
their effects on melting properties are analyzed in Sec. IV.

B. Free energy of the liquid phase

As mentioned in the Introduction, the main difficulty in
performing ab initio TI on liquids is finding a suitable ref-
erence. Here we advocate the WCA gas as a general reference
for ab initio TI. The WCA is a shifted and truncated variation
of Lennard-Jones potential, defined as

φWCA(r ) =
{

4ε
[(

σ
r

)12 − (
σ
r

)6] + ε, r � 21/6σ

0, r > 21/6σ
, (9)

where ε and σ are energy and length parameters, respectively.
The WCA has several nice features: (i) it is short ranged,
(ii) it is purely repulsive, (iii) it has no discontinuity in energy
and force, (iv) it possesses a simple phase diagram with
no liquid-gas transition, and (v) it has an established EOS
[43,44], making it an ideal reference for ab initio TI. If we
denote the interaction along the transition path as

�λ = �WCA + λ�, (10)

where � is the electronic free energy from ab initio calcu-
lation, �WCA is the potential energy from WCA, then when
λ → 0, �λ becomes WCA, whose repulsive nature prevents
the atoms from getting too close. This is crucial for ab initio
simulations as electronic minimization cannot proceed un-
der unphysically close atomic separations. By circumventing
direct sampling of such phase spaces, the TI also becomes
substantially more efficient. When λ → 1, �λ = �WCA + �,
and if the minimal atomic distance in MD is larger than the
range of the WCA potential (21/6σ ), �WCA will always be
zero and in effect �λ = �. The free energy of the liquid can
then be determined as

F TI
l = FWCA + 1

N

∫ 1

0
〈�〉λdλ

= FWCA + 1

Nm

∫ 1

0

〈�〉λ
λm−1

dλm. (11)

The transformation from λ to λm (m = 0.25) [45] is purely
mathematical to ensure the integrand may be represented by
low-order polynomials. Alternatively, �λ can be defined as
�λ = (1 − λ)�WCA + λ� and the integrand of TI becomes
〈� − �WCA〉λ. The first formalism [Eq. (10)] is slightly sim-
pler and we employ it in the present study.

Before the calculations proceed, the two parameters ε and
σ need to be set to suitable values. There are two general
conditions they should meet: (i) the reduced temperature
T � ≡ kBT /ε should be sufficiently large to ensure the WCA
system is in the gas phase (ii) the range of the potential,
21/6σ , should be smaller than the minimal atomic distance
in MD simulations, yet not too small to be effective. These
conditions are satisfied when we set ε and σ such that T � =
1.5 and η = 0.1, where η is the packing fraction defined as
η ≡ πσ 3/6V with V the volume per atom. In principle, any ε
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and σ that meet the above two conditions are legitimate. We
find it convenient to fix them at the same T � and η as one can
use a single FWCA for all simulations.

The free energy of the WCA gas is expressed as

FWCA = Fig + F ′
WCA, (12)

where Fig and F ′
WCA are the ideal gas and excess free energy,

respectively. At T � = 1.5, η = 0.1, the excess free energy per
atom F ′

WCA = 0.454kBT [44]. The ideal gas part is deter-
mined as

Fig = −kBT

N

[
ln

(
�N

N !�3N

)]
(13)

≈ kBT

[
ln

(
�3

V

)
− 1 + ln(2πN )

2N

]
, (14)

where � = h/
√

2πmkBT , � ≡ NV is the volume of the
system. The last term, �Fstl ≡ kBT ln(2πN )/2N , originates
from the Stirling approximation. �Fstl accounts for most of
the size-dependence of Fl and needs to be included when
evaluating melting properties of finite systems. However, it
approaches zero when N → ∞ and does not affect Fl in the
thermodynamic limit.

C. Free energy perturbation

Ab initio free energies calculations are computationally
intensive. To improve efficiency, one often performs calcula-
tions with a setup that is less demanding. Results from this
setup can then be refined to better precision by free energy
perturbation (FEP) [13,14,19,20]. According to FEP [46],
the free energy difference between two systems A and B is
determined as

FA − FB = −kBT

N
ln[〈exp(−(�A − �B )/kBT )〉B], (15)

where �A (�B ) is the energy of the same configuration in
system A (B ), 〈〉B denotes the ensemble average in system
B. In practice, B is the coarse but efficient setup, A is the
more accurate and more demanding one. FB is determined
by the aforementioned techniques. The ensemble average is
obtained by taking random snapshots from a MD trajectory
in B, then evaluating the energies of these snapshots in A.
Equation (15) is formally exact. Its main difficulty in practice
is that the ensemble average 〈〉B converges slowly if A and B

are very different. When A and B are similar, i.e., the standard
deviation of (�A − �B ) is less than kBT , 30 to 50 snapshots
are sufficient to converge 〈〉B to within 2 meV/atom.

III. SIMULATION DETAILS

We performed Born-Oppenheimer MD using the PAW
method [47] as implemented in VASP [48] at 330 GPa and
temperatures ranging from 5600 to 6800 K. At each T , the
electron occupancy was set according to the Fermi—Dirac
distribution and the corresponding electronic free energy was
determined by minimizing the Mermin functional [49]. The
electron-electron exchange-correlation interaction was treated
by the Perdew-Burke-Ernzerhof generalized gradient approx-
imation (PBE-GGA) [50]. There are three PBE potentials
shipped with VASP. Each has valence electrons of 8 (3d74s1),

14 (3p63d74s1), and 16 (3s23p63d74s1), respectively. We
find the static EOS predicted by PAW-8 and PAW-16 agree
well with the all-electron LAPW result, whereas the EOS
from PAW-14 exhibits noticeable deviations at high pressures
(see Appendix A for details). We therefore focused on PAW-8
and PAW-16. The more efficient PAW-8 was employed for
most of the calculations, the more precise PAW-16 was used
in FEP to get the final results. The plane-wave cutoff was set
to be 400 (750) eV for PAW-8 (16) and the MD time step was
fixed at 1 fs.

To quantify the size effect, we conducted two sets of
simulations involving 64 and 180 atoms. Simulation cells
were set to be cubic for the liquid phase and orthorhombic for
the hcp phase. The latter were constructed by expanding the
4-atom C-centered unit cell of the hcp structure to 4×2×2
(64 atom) and 5×3×3 (180 atom) supercells. A 2×2×2
Monkhorst-Pack [51] k-point mesh sampling was adopted for
simulations with 64 atoms, whereas for those involving 180
atoms, a special k point (0.25, 0.25, 0.25) was used for the
hcp phase, and �-point was used for the liquid phase. Such
samplings were sufficient to converge the pressure to within
0.4 (1.5) GPa and the total energy within 0.5 (6) meV/atom
for 64 (180) atoms. To reach the hydrostatic state of 330 GPa
(σxx = σyy = σzz = 330 GPa, σyz = σzx = σzy = 0), we per-
formed constrained [52] NPT simulations [53]. Each NPT

simulation lasted 5 to 10 ps to ensure the convergence of the
time-averaged cell parameters. These parameters were then
used for NV T simulations, with the 180-atom cell propor-
tional to the 64-atom cell so that their densities were identical.
The NV T simulations lasted 10 (5) ps for 64 (180) atoms,
which was sufficient to converge the time-averaged electronic
free energy Fel to 5 meV/atom. The time averaged thermal
stresses were nearly hydrostatic (within 0.6%) at 330 GPa,
both for the 64-atom and the 180-atom simulations.

Extracting phonon quasiparticles from MD requires har-
monic phonons. To this end, we accompany each NV T simu-
lation of the hcp phase with harmonic phonon calculations. In
these calculations, the atoms took their equilibrium positions
as in the static hcp lattice. The electronic temperatures were
set to be identical to those in MD to ensure consistency. The
resulting harmonic force constants, combined with the MD
trajectory, were fed into the DynaPhoPy code [54] to compute
PQS and vibrational entropies Sion. To ensure convergence,
the PQS were calculated by Fourier interpolation on a dense
q-point mesh equivalent to a supercell containing 64 000
atoms. Free energies F PQS

s were then determined from Eq. (3).
As a crosscheck to the phonon quasiparticle approach, free

energies of the hcp phase were also evaluated by TI. With the
harmonic force field as reference, the VASP code allows one
to perform MD with the coupled interaction �λ defined in
Eq. (5). The coupling parameter λ was set according to the
roots of the nth order Legendre polynomial. Once 〈� − �h〉λ
was determined from MD, the integral

∫ 1
0 〈� − �h〉λdλ was

computed via the Gaussian-Legendre quadrature. Compared
to the Newton-Cotes quadrature where λ is equally spaced,
the Gaussian-Legendre quadrature requires only half as many
intermediate points to reach the same precision [55]. Test
calculations showed that a six-point quadrature was sufficient
to fully converge the integral.
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To determine the free energy of the liquid phase, we
revised the VASP code to let it perform MD with the coupled
interaction �λ as defined in Eq. (10). This revision is straight-
forward. The WCA potential is short range and the minimum-
image convention is sufficient to ensure all the interacting
pairs are accounted for. By contrast, long-range potentials
would require more involved techniques such as the Ewald
sum or face truncation errors [13]. The two parameters in
the WCA potential, ε and σ , were set at the start of the
simulation to ensure T � = 1.5 and η = 0.1. For instance, at
T = 6400 K ε = 0.3677 eV and σ = 1.105 Å. The minimal
atomic distance extracted from the radial distribution function
is 1.40 Å, ∼10% larger than the range of WCA (21/6σ =
1.24Å). The integral in Eq. (11) was then evaluated via a
6-point Gaussian-Legendre quadrature, in the same fashion as
the solid phase.

The above procedures determine the Helmholtz free energy
F . To get melting properties, F needs to be transformed
to G. A caveat in this transformation is that P from MD
simulations are not exactly the target pressure P0 (330 GPa),
but P ≡ P0 + δP . If one uses the definition G = F + PV

to conduct the transformation, one gets G(P ) instead G(P0).
Even for δP = 1 GPa, G(P ) and G(P0) differ by 44 meV

at V = 7 Å
3
/atom, quite significant for determining melting

properties. One way to avoid such uncertainties is to perform
multiple simulations along the isotherm and get F (V0) via
interpolation, where V0 is the volume corresponding to P0,
then determine G(P0) as F (V0) + P0V0. However, this would
significantly increase the computational cost. We thus took
a different approach. Define G̃ = F (V ) + P0V, where V ≡
V0 + δV , we have

G̃ = F (V0 + δV ) + P0(V0 + δV )

= F (V0) + ∂F

∂V

∣∣∣∣
V0

δV + P0V0 + P0δV + O(δV 2)

= G(P0) + O(δV 2). (16)

G̃ is a far better approximation to G(P0) as the first-order
terms in δV get canceled. The next order term 1

2
∂2F
∂V 2 |V0

δV 2 ≡
− δP 2V0

2B0
, with B0 the bulk modulus at V0, is tiny (<

0.1 meV/atom) when δP is only a few GPa. This perturba-
tive analysis is substantiated by direct calculations along the
T = 6400 K isotherm, where the difference between G̃ and
G(P0) was found to be less than 1 meV/atom. The same
trick is applied in computing the enthalpy H ≡ U + PV ,
where the internal energy U = Uk + Fel + T Sel with Sel the
time-averaged electronic entropy.

Once G is determined from F at one temperature T0, G at
other temperatures along the isobar can be determined via

G

T
= G0

T0
−

∫ T

T0

H

T 2
dT , (17)

where G0 is shorthand for G at T0. This is more preferable
than computing G from F at all temperatures because H is
much easier to evaluate than F . In practice, we chose T0 =
6400 K and determined G0 from F , then applied Eq. (17) to
obtain G at other temperatures.

IV. RESULTS AND DISCUSSION

A. Free energy of the solid phase

As detailed in Secs. II and III, computing free energies
of the solid phase involves two key respects: (i) accounting
for lattice anharmonicity; (ii) overcoming the finite-size effect
and getting free energies in the thermodynamic limit. We first
show how these respects are handled in practice using phonon
quasiparticles. Then, results from TI are presented as a cross-
check. Finally, we discuss how system size affects the free
energies and the preferred routine to reach the thermodynamic
limit.

In the framework of phonon quasiparticles, lattice an-
harmonicity manifests in T -dependent phonon frequencies
and lifetimes. Both features can be extracted from the
mode projected VDoS, as exemplified in Fig. 1(a). Here the
low-frequency peak corresponds to the doubly degenerate
transverse optical (TO) modes, the high-frequency peak cor-
responds to the longitudinal optical (LO) mode. These peaks
exhibit nice Lorentzian line-shape, indicating well-defined
phonon quasiparticles [38]. The TO modes exhibit red shifts,
with frequencies decreasing from the harmonic value of 9.75
to 7.09 THz (−27%). In contrast, the LO mode undergoes blue
shift, with frequency increasing from the harmonic value of
19.17 to 20.26 THz (+6%). The large frequency shifts indi-
cate that lattice anharmonicity of hcp iron is quite significant
at high T .

Mode projected VDoS depict only phonon quasiparticles
whose wavelengths are commensurate to the simulation cell.
To get the complete PQS, we further construct effective
harmonic force constant matrices in real space, from which
frequencies of other quasiparticles are determined via Fourier
interpolation. This is in line with the standard procedure
[56] to determine harmonic phonon dispersion, which also
involves constructing harmonic force constant matrices from
relatively small supercells and Fourier interpolation for arbi-
trary phonons. The physics behind such approaches is that
atomic interactions decrease rapidly with distance and only
those within certain spatial range are significant. Indeed, we
find the harmonic phonon dispersions interpolated from the
64-atom and 180-atom force constant matrices are identical,
indicating the 64-atom orthorhombic supercell is sufficient to
spatially converge the harmonic interaction [57]. As anhar-
monic interactions are shorter range than their harmonic coun-
terpart [37], the 64-atom supercell should also be good for
effective harmonic force constants. Figure 1(b) compares the
dispersions of phonon quasiparticles and harmonic phonons
interpolated from the 64-atom force constant matrices. We
see that most phonon quasiparticles, except those of high-
est frequencies in the LO branch, have lower frequencies
than their harmonic counterparts. This trend is prominent
also in the interpolated VDoS as shown in Fig. 1(c). The
predominant red-shifts in phonon frequencies increase the
overall ionic entropy. At 6400 K, the harmonic entropy is
10.15 kB/atom, whereas the entropy of phonon quasiparticles
is 10.48 kB/atom. Note it is critical to use the converged PQS
to compute entropies, as the original VDoS of the 64 atom
cell [blue dashed line in Fig. 1(c)] is very different from
the interpolated VDoS. The ionic entropy associated with
the 64-atom cell (without interpolation) is 10.25 kB/atom,
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FIG. 1. Phonon quasiparticles of hcp iron at V = 6.957 Å
3
/atom and T = 6400 K. (a) Mode projected VDoS at � [q=(000)]. Vertical

lines correspond to the frequencies of harmonic TO (left) and LO (right) phonons. Results from the 64 (180)-atom cell are denoted by red solid
(dotted) lines, respectively. (b) Dispersions of phonon quasiparticles (red) and harmonic phonons (gray). Those from force constant matrices
of 64 (180)-atom supercell are denoted by solid (dotted) lines, respectively. (c) Complete VDoS of phonon quasiparticles, where the effective
harmonic force constant matrices are from MD involving 64 atoms (red solid line) and 180 atoms (red dotted line). Gray area denotes the VDoS
of harmonic phonons, where the harmonic force constant matrix is from the 64-atom supercell. For both phonon quasiparticles and harmonic
phonons, Fourier interpolations are performed on a dense q-point mesh equivalent to a supercell containing 64000 atoms. Blue dashed line
denotes the VDoS of MD involving 64 atoms without interpolation. (d) The Gibbs free energy per atom (G) in the thermodynamic limit as
a function of temperature (T ). Red circles (crosses) denote results from the PQS approach using simulation cells with 64 (180) atoms. Blue
solid (dotted) lines denote results from TI using 64 (180) atoms. Inset: the differences with respect to G from TI using 64 atoms. Uncertainties
in G from phonon quasiparticles are estimated from the variance of five independent simulations at 6400 K as 6 (4) meV/atom for the 64-atom
(180-atom) simulations, respectively. Uncertainty associated with TI is estimated to be 3 meV/atom.

0.23 kB/atom lower than the converged value. As the entropy
change at melting is ∼1kB/atom, such differences would
cause profound changes (∼20 %, 1000 K) in the predicted Tm.
However, the interpolated VDoS based on effective harmonic
force constants of 64 [red solid line Fig. 1(c)] and 180
[red dotted line in Fig. 1(c)] atoms are very similar, with
the associated entropies differing by merely 0.015 kB/atom.
This shows that the 64-atom supercell is indeed sufficient to
spatially converge the effective harmonic force constants.

Once the ionic entropies are known, the Gibbs free energies
(G) at P0 = 330 GPa are readily determined via Eqs. (3)
and (16). To check the size dependence, calculations were
conducted with 64 and 180 atoms, respectively. The results are
summarized in Fig. 1(d). At all temperatures, the differences
between the 64- and 180-atom simulations are tiny (within

8 meV/atom). With Fourier interpolated PQS in the thermo-
dynamic limit, free energies from the phonon quasiparticle
approach are insensitive to the size of the simulation cells,
insofar as they are sufficiently large to spatially converge the
harmonic force constant matrix.

To verify these predictions from phonon quasiparticles, we
perform TI using the harmonic force field as reference. In this
approach, the free energy is separated into the harmonic (Fh)
and anharmonic (Fa ) parts. Fh in the thermodynamic limit
is readily calculated from the interpolated harmonic phonon
spectrum using Eq. (4); Fa is evaluated via TI using Eqs. (5)
and (6). Previous studies [20] have found that Fa does not
depend strongly on system size. Our simulations confirm this.
As shown in Fig. 2(a), the integrands from the 64-atom cell
and 180-atom cell are very similar. Once the free energy at

224301-6



MELTING PROPERTIES FROM ab initio FREE … PHYSICAL REVIEW B 98, 224301 (2018)

(a)

(b)

FIG. 2. (a) The integrand of TI along the transition path at V =
6.957 Å

3
/atom and T = 6400 K. (b)The H/kBT 2 as a function of

T . It is used in Eq. (17) to determine G along the isobar. Inset: H as
a function of T . Colored (gray) symbols denote data associated with
the solid (liquid) phase. Circles and solid lines (crosses and dotted
lines) denote results from simulations involving 64 (180) atoms.

6400 K is known, G along the isobar is obtained by integrating
over H/T 2, as shown in Fig. 2(b). The results [blue solid and
dashed lines in Fig. 1(d)] again exhibit little size dependence
(within 10 meV/atom) and are in very good agreement with
those from phonon quasiparticles.

Besides Fourier interpolation, a separate strategy to over-
come the finite size effect is to take into account the free
energy associated with the center of mass [32]. This strategy
is mostly used in simulations where the reference system of
TI is an Einstein crystal with a single predefined frequency
[17,23,33]. The Einstein crystal is a simpler reference com-
pared to the harmonic force field; however, it does not allow
one to perform Fourier interpolation. Figure 3 compares the
free energy associated with �FCM and the change in the
harmonic free energy �Fh for various cell sizes. We see
that for systems with 64 atoms, �FCM and �Fh are −0.162

FIG. 3. Size dependence of free energies at T = 6400 K.

to 0.093 eV/atom, respectively. Free energy corrections of
such magnitudes can significantly affect melting properties
(see Appendix B for more details). The inclusion of �FCM

compensates �Fh, however they are not equivalent. Only for
large systems (N > 1000) are their effects indistinguishable.
For ab initio simulations with limited number of atoms (∼
100), Fourier interpolation on harmonic phonons or phonon
quasiparticles is the preferred routine to reach the thermody-
namic limit.

B. Free energy of the liquid phase

In contrast to the solid phase, the liquid phase contains
substantial atomic diffusion which inhibits a phonon de-
scription. The free energy of the liquid phase is therefore
calculated differently with key issues as (i) the choice of the
reference system; (ii) the size dependence of the free energy.
We first describe the main features of the simulation when
WCA serves as reference, demonstrating that this choice is
indeed appropriate. We then analyze how various free energy
components depend on system size.

With WCA as reference, the transition potential �λ =
�WCA + λ�, where � and �WCA are the ab initio and WCA
potential energy, respectively. Figure 4(a) shows the time
evolution of � and �WCA at coupling parameters λi ≡ (0.5 +
0.5ξi )1/m, where m = 0.25, ξi is the ith root (in descend-
ing order) of the 6-order Legendre polynomial. Specifically,
λ2 = 0.4759677 and λ6 = 1.299809 × 10−6. For all λi , �

and �WCA do not exhibit discontinuities, indicating that there
is no phase transition in the simulation. At λ2, forces from
the ab initio part of the potential (λ�) are less than half of
the values given by �. Nevertheless, they are strong enough
to keep the atoms outside the range of WCA. Accordingly,
�WCA remains zero during the simulation. At λ6, forces
from λ� are minuscule and the repulsive WCA potential
comes into effect, preventing the atoms from getting too
close. This allows electronic minimization to proceed and
� to be accurately determined. With λ6 ∼ 10−6, λ� is tiny
and �λ is dominated by �WCA. The time average 〈�λ〉/N
equals 33.9 ± 0.3 meV/atom, in excellent agreement with the
reported potential energy (0.092ε at T � = 1.5 and η = 0.1, or
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(a)

(b)

FIG. 4. TI of the liquid phase at V = 7.063 Å
3
/atom and T =

6400 K. (a) Time evolution of � (solid line) and �WCA (dotted line)
at λ2 (red) and λ6 (blue). As �WCA is close to zero, for clarity it is
multiplied by a factor of 10. (b) The integrand of TI after integral
transformation. Inset: the original integrand as a function of λ.

33.8 meV/atom) of WCA gas [44]. In summary, for large λ

the atoms are outside the range of WCA and the system is
fully ab initio; for λ close to zero, the system is essentially
WCA gas. The transition from ab initio liquid to WCA gas
is continuous with no sign of phase transition, which can be
attributed to the short range and purely repulsive nature of the
WCA potential.

Figure 4(b) shows the time-averaged ab initio potential
energy at different λ. The overall shape of the integrand is
similar to those of classical simulations using ideal gas as
reference [27,28]. After all, a dilute WCA gas is thermody-
namically not very different from ideal gas. Moreover, the data
from the 64- and 180-atom simulations overlap, indicating
that within uncertainties the excess free energy of the liquid
phase is independent of system size.

TABLE I. Free energy differences with respect to PAW-8 at
6400 K (in meV/atom). δFs (δFl) correponds to the free energy
difference of the solid (liquid) phase. δFls equals δFl − δFs . Note
PAW and LAPW calculations were conducted with two different
codes whose basal energies are quite different. For convenience, all
the energies from the LAPW calculations are shifted by a constant
such as δFs equals 0.

δFs δFl δFls

PAW-14 57(1) 136(2) 79(3)
PAW-16 −100(2) −53(1) 47(3)
LAPW 0 44(2) 44(4)

While system size has little effect on the excess free energy,
it remains relevant to the total liquid free energy due to
the �Fstl term in Fig, as defined in Eq. (13). A comparison
of �Fstl with the N -dependent terms for the solid phase is
shown in Fig. 3. At N = 64, �Fstl equals 0.026 eV/atom,
appreciable but smaller than �Fh(0.093 eV/atom) and
�FCM(−0.162 eV/atom). All these terms approach zero in
the thermodynamic limit and do not contribute to the free en-
ergies of macroscopic materials. However, they are important
for finite systems with hundreds of atoms. Further analysis
can be found in Appendix B.

Once the free energy at 6400 K is determined, G(T )
along the isobar are determined by integrating over H/T 2

[Fig. 2(b)], in the same fashion as the solid phase. Note in the
temperature range we are considering, H of the liquid phase
is 0.5 to 0.6 eV/atom higher than the solid phase. Nearly half
of this difference comes from the internal energy: the liquid
phase is more disordered and has a higher potential energy.
The other half is from the pressure-volume term as the volume
of the liquid phase is ∼1.6% larger than the solid phase. The
enthalpy difference at Tm (latent heat) will be discussed later
with other melting properties.

C. From 8-valence to 16-valence

The aforementioned results are obtained with the PAW-8
potential. At high pressures, semicore electron orbitals (3s

and 3p) of neighboring atoms can overlap and contribute to
metallic bonding. To quantify this effect, we perform FEP
using PAW-14 and PAW-16. The results are listed in Table I.
The inclusion of semi-core electrons stabilizes the solid phase
with respect to the liquid phase by 47 meV/atom for PAW-16
and 79 meV/atom for PAW-14. Such differences far exceed
the uncertainty (10 meV/atom) in the free energy method
itself, and would increase the predicted Tm by 7% and 12%,
respectively. In contrast, the thermal EOS predicted by PAW-8

and PAW-16 are very similar, with pressures at ∼7 Å
3
/atom

and 6400 K differing by less than 1%. It seems that compared
to EOS, melting properties are more sensitive to the chosen
pseudopotentials.

To identify the PAW potential whose results are most sim-
ilar to all-electron calculations, we performed FEP using the
full-potential linearized augmented plane wave (FP-LAPW)
method as implemented in the wien2k code [58]. In this
calculation, the 3s, 3p, 3d, and 4s electrons were treated as
valence, the rest were treated as core electrons. The RKmax
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TABLE II. Melting properties of hcp iron under inner core conditions (P = 330 GPa).

PAW-16 PAW-8 Alfè et al.a Laio et al.b Zhang et al.c

Tm (K) 6170 (200) 5730 (200) 6350 5400 6345
�Sm (kB/atom) 1.09 (3) 1.14 (3) 1.05 0.86 0.87
�Hm (kJ/mol) 56 (2) 54 (2) 55 39 46
�ρm/ρ (%) 1.7 1.6 1.8 1.6 1.8
dTm

dP
(K/GPa) 8.1(2) 6.9(2) 9.0 10.0 11.0

aRef. [13].
bRef. [59].
cRef. [60].

for basis expansion was set to be 10.0, with muffin-tin radius
R equaling 1.5 Bohr. The electronic temperature and k-mesh
sampling were the same as those of the PAW calculations. We
find that δFls from LAPW is nearly identical to that of PAW-
16, indicating that PAW-16 closely resembles the all-electron
potential. Accordingly, we perform FEP using PAW-16 for all
thermal states. The results are then used to determine melting
properties.

D. Melting properties

The melting properties of iron under inner core conditions
have great significance in Earth science [11]. For instance, Tm

is critical for inferring the temperature at the center of the
Earth [6], the latent heat released from the growth of inner
core is a main contributor to the Earth’s total heat budget
[61] and, together with the Clapeyron slope dTm/dP , is a key
parameter in generating the Earth’s magnetic field [62]. We
first present our results, then compare with experiments and
previous simulations.

FIG. 5. Gibbs free energies of the hcp (circles) and liquid
(crossed) phases from PAW-8 (dashed lines) and PAW-16 (solid
lines) potentials.

Figure 5 shows the Gibbs free energies of the liquid (Gl )
and solid (Gs ) phases at 330 GPa. The melting temperature
Tm is determined from the intercept of �G = Gl − Gs . As
shown in the upper panel of Fig. 5, Tm predicted by PAW-16 is
6170 K. Since the uncertainties in the free energy calculation
is ∼10 meV/atom, the uncertainty in the predicted Tm is
about ±200 K. The change in slopes ∂G/∂T corresponds to
the entropy change �Sm, from which the latent heat �Hm

is evaluated as �Hm = Tm�Sm. The density change �ρm/ρ

is determined by comparing the thermal EOS of the liquid
and solid phases. The Clapeyron slope is then evaluated from
dTm/dP = �Vm/�Sm. These results, as well as those from
previous studies, are tabulated in Table II.

Experimentally, the Tm of iron at the ICB has not been well
constrained [11]. Extrapolations from low pressure diamond
anvil cell (DAC) measurements yield a relatively low Tm

(∼4850 ± 200 K) [6], whereas shock wave measurements
give Tm ∼ 5800 ± 600 K [63]. More recently, DAC measure-
ments based on a new criterion to identify the onset of melting
found Tm ∼ 6230 ± 500 K [7]. Despite the uncertainties as-
sociated with PAW potentials, the Tm we obtained are within
the uncertainties of the shock wave and new DAC experiment
and thus support the view that the Earth has a relatively hot
core [7].

In comparison to previous simulations, our results are
closest to those of Alfè et al. [13]. The small discrepancies
are mainly due to the differences in pseudopotentials. Alfè
et al. employed a nonstandard PAW consisting of 8 valence
electrons and a classical repulsive potential to mimic PAW-14
[64]. The Tm it predicts is about 600 K higher than the value
we found for PAW-8 and 200 K higher than PAW-16. The
latent heat values, however, are quite similar as the differences
in Tm and �Sm get canceled. More significant discrepancies
are found between ab initio and classical simulations [59,60].
This is because ab initio simulations include both electronic
and ionic excitations, whereas classical simulations contain
only the latter. Accordingly, �Sm and �Hm from classical
simulations are underestimated by about 20%, whereas the
Clapeyron slope is overestimated by similar amount. This
demonstrates the importance of including electronic excita-
tions in determining melting properties.

V. CONCLUSIONS

We have developed a general scheme to accurately
determine melting properties of materials from ab initio free
energies. In this scheme, free energies of the solid phase
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(a) (b)

FIG. 6. Static equation of state of hcp iron determined from different PAW potentials. (a) P−V curves, (b) pressure differences with
respect to LAPW calculations.

are determined from phonon quasiparticle spectra, while
free energies of the liquid phase are evaluated by TI using
the WCA gas as the reference. The scheme is specifically
designed for ab initio simulations and allows one to obtain
converged results using relatively small simulation cells.
Moreover, it avoids the complications associated with fitting
system-specific potentials and is well suited for complex
materials whose absolute free energies are difficult to evaluate
with existing procedures. The effectiveness of this scheme is
demonstrated by computing the melting properties of hcp iron
at the conditions of the Earth’s ICB. The predicted Tm is in
good agreement with shock wave data and recent DAC mea-
surements, confirming that the Earth has a relatively hot core.
The refined predictions on latent heat and Clapeyron slope
will be useful for geodynamic modeling of the Earth’s core.
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APPENDIX A: PAW POTENTIALS

As a measure of the accuracy of PAW potentials, we calcu-
lated the static EOS of hcp iron using a 2-atom primitive cell
and a 16×16×16 k-mesh sampling. The plane-wave cutoff
was set to be 400 eV for PAW-8, and 750 eV for the PAW-14
and 16, respectively. To reach the electronic ground state at
0 K, we employed the Methfessel-Paxton smearing [65] with
a width of 0.2 eV. As such, the total energy is well-converged

(<1 meV/atom) and the Pulay stress is negligible (<0.2 GPa).
The results are compared with those of Alfè et al. [64] and
LAPW calculations by Stixrude et al. [66] as shown in Fig. 6.
Alfè et al. employed a nonstandard PAW consisting of 8
valence electrons and a classical repulsive potential. Its EOS
exhibits somewhat larger deviation than other PAW potentials.
Meanwhile, the EOS of PAW-16 is nearly parallel to that of
LAPW with a small difference of ∼1 GPa, indicating that
PAW-16 resembles the all-electron potential quite well.

APPENDIX B: SIZE DEPENDENCE
OF MELTING TEMPERATURE

To better appreciate the effect of finite-size corrections
when using thermodynamic integration, here we consider
Tm of a finite system containing N atoms. Denote the free
energy of the solid phase as Fs (N ), we have Fs (N ) = F 0

el +
Fh(N ) + Fa , where F 0

el is the electronic free energy per atom
of the static lattice, Fh(N ) is the harmonic free energy of the

FIG. 7. Size dependence of melting temperature. Free energies
are from PAW-8.
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N -atom system, Fa is the anharmonic free energy. Among
these components, only Fh exhibits strong N -dependence.
Recall �Fh(N ) = Fh(N ) − Fh(∞), Fs (N ) can be rewritten
as Fs (N ) = F TI

s (∞) + �Fh(N ), where F TI
s (∞) is the free

energy of the solid phase in the thermodynamic limit.
In MD simulations, the CM of the system is fixed, and the

above Fs (N ) corresponds to the free energy of a solid with
fixed CM. To remove this constraint, a correction �FCM(N )
as defined by Eq. (8) needs to be included. As such,

Fs (N ) = F TI
s (∞) + �Fh(N ) + �FCM(N ). (B1)

Similarly, the free energy of the liquid phase Fl (N ) can be
expressed as

Fl (N ) = F TI
l (∞) + �Fstl (N ), (B2)

where F TI
l (∞) is the free energy of the liquid phase in the

thermodynamic limit. Note Fl (N ) is based on the free energy
of N -particle ideal gas whose CM is not fixed. The inclusion
of �FCM(N ) in Fs (N ) is crucial to align the free energies of
the two phases to the same footing.

Once Fs (N ) and Fl (N ) are known, they are converted into
the Gibbs free energies Gs (N ) and Gl (N ) whose intersection
corresponds to Tm. The results are shown in Fig. 7. At N =
64, Tm is about 6700 K, 1000 K higher than Tm in the
thermodynamic limit. As N increases, Tm drops rapidly and
reaches a plateau near N ∼ 1000. To get fully converged
Tm directly from MD, one needs to employ simulation cells
containing more than 1000 atoms. By contrast, the approach
we present allows one to get converged results using much
smaller simulation cells.
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