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Treating branch cuts in quantum trajectory models for photoelectron holography
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Most implementations of Coulomb-distorted strong-field approaches that contain features such as tunneling
and quantum interference use real trajectories in continuum propagation, while a fully consistent approach must
use complex trajectories throughout. A key difficulty in the latter case are singularities of the Coulomb potential
in the complex time plane. These singularities have the form of branch points which generate corresponding
branch cuts. We present a method for treating branch cuts in quantum-trajectory models, which is subsequently
applied to photoelectron holography. Our method is not numerically intensive and is applicable to Coulomb-
free and Coulomb-distorted trajectories. We show that the presence of branch cuts leads to discontinuities and
caustics in the holographic fringes in above-threshold ionization (ATI) photoelectron momentum distributions.
These artifacts are removed with our method, provided no hard recollision takes place during the interaction. A
comparison with the full solution of the time-dependent Schrödinger equation is also performed, and a discussion
of the applicability range of the present approach is provided.
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I. INTRODUCTION

Above-threshold ionization (ATI) has allowed unprece-
dented control in light matter interactions and enabled probing
of targets via imaging processes. One such imaging technique
associated with ATI is photoelectron holography [1–3], where,
similar to light holography, an electron freed from a target
atom or molecule takes (at least) two paths to the detector: a
direct path and one via further interaction with its parent ion.
These paths undergo quantum interference, which will yield
information about the interaction and binding potential. Quan-
tum interference is not only vital for photoelectron holography
but plays an important role in molecular imaging [4] and
in the study of other phenomena. Examples are high-order
harmonic generation (HHG) [5], and, possibly, laser-induced
nonsequential double ionization (NSDI) [6–9]. Besides this,
different interpretations of the ionization process, in terms of
paths, appeared pivotal for verification of such theoretical con-
cepts as the tunnel exit, the tunneling time, and the attoclock
setup [10–22].

Traditionally, the strong-field approximation (SFA)
[23–27] has been widely used for this type of problem. The
power of the SFA is due to the simple analytic solution given
for the continuum, which is approximated by field-dressed
plane waves. This, coupled with the ability to build transition
amplitudes from many alternative paths to the detector,
makes the SFA an ideal method for the analysis of quantum
interference in strong fields. The specific formulation using
the steepest descent method leads to the concept of “quantum
orbits,” which are associated with classical trajectories
satisfying Newton’s equation but in general in complex
time and space. Such orbits may interfere or undergo tunnel
ionization [28]. Application of the quantum-orbit formalism
requires the computation of integrals in complex time, which

are straightforward for the SFA. Also, various representations
for quantum-mechanical amplitudes of strong-field processes
in terms of other types of paths were proven to be very
efficient both in computations and illuminating of the
underlying physics; see Refs. [29–33] for a review and
references.

In the past decade, however, it has become clear that
the residual Coulomb potential plays an integral role in
holographic patterns [34–40] observed in photoelectron mo-
mentum distributions. Examples are the fan-shaped structure
that forms near the ionization threshold [41], the spiderlike
structure near the field-polarization axis that extends up to
high photoelectron energy, and holographic sidelobes [1,42].
There have also been other, non-interference-based, striking
discrepancies between the SFA and ab initio solutions of
the time-dependent Schrödinger equation (TDSE) or exper-
iment, the most significant of these being the low energy
(LES) [43–45], very low energy (VLES) [46], and zero
energy (ZES) [47,48] structures, respectively. For that very
reason, orbit-based models that include the Coulomb poten-
tial, such as the eikonal Volkov approximation (EVA) [49],
the time-dependent analytical R-matrix (ARM) method [50],
the Coulomb-corrected strong-field approximation (CCSFA)
[51], and the Coulomb quantum-orbit strong-field approxima-
tion (CQSFA) [37] from one side and models of ionization in-
corporating interference via the semiclassical treatment of the
post-tunneling photoelectron dynamics in the two fields [52]
from the other, as well as methods based on a purely classical
consideration of the postionization dynamics [53,54] have
become increasingly popular. Depending on the model, the
influence of the Coulomb potential may be introduced either
in the semiclassical action or in the electron trajectories or in
both simultaneously. An efficient alternative to methods based
on the quantum-orbit representation of transition amplitude,
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known as the the Coulomb-Volkov approximation (CVA)
[41,55–58], relies on the use of Coulomb-distorted scatter-
ing wave functions with the time-dependent asymptotic mo-
mentum dressed by the laser field. Finally, the quantitative
rescattering theory (QRS) [59,60] and the low-frequency
approximation (LFA) [61–63] combine to some extent both
approaches by using SFA quantum orbits without Coulomb
distortion and exact field-free crosssections. All three ap-
proaches have their own advantages, shortcomings, and ap-
plicability ranges for the description of different strong-field
effects. Here we focus on the quantum orbit approach.

In introducing the Coulomb interaction within the method
of quantum orbits, a number of issues must be faced, namely
the following: (i) The initial conditions of the electron dic-
tate that it must start from the origin, where the Coulomb
potential is singular. This will cause a divergence. Replacing
the singular Coulomb potential by a soft core one does not
actually solve this problem, because this does not change the
very fact that semiclassical approaches fail in the vicinity
of the core. Thus, the necessity to part the space into two
subspaces and to match either trajectories or wave functions
at the boundary is inevitable for ionization theories with
the Coulomb interaction included [29,64]. (ii) The transition
amplitude must not be dependent on the integration con-
tour chosen from the complex time of ionization to the real
time of detection. (iii) In order to satisfy (ii), a calculation
based on the quantum orbits must necessarily use complex
trajectories throughout. Hence, the Coulomb potential must
be extended to the complex-valued position space r. As

√
r2

is a multivalued function, this extension raises the question
of determining a physically meaningful branch of the square
root. The problem of a choice of the “physical” Riemann sheet
for values which are initially determined in the theory as real
and then extended into the complex time plane is generally
well known in physics, particularly in the theory of scattering
[65]. Finally, the only real quantity that remains in the theory
is the electron momentum, which is measured at the detector.
These issues have been investigated for Coulomb-free tra-
jectory models (i.e., such where trajectories satisfy Newton’s
equation in the external laser field while the atomic potential
is discarded; see Sec. II for details), where the dynamics are
still only determined by the laser field but a phase related to
the Coulomb potential is included in the action. Solutions (i),
(ii), and (iii) have been explored in Refs. [51,66,67], [67,68],
and [67,69], respectively. Complex Coulomb-free trajectories
have also been used in Ref. [64] in conjunction with the EVA
for circularly polarized fields. Therein, it has been shown that
the imaginary parts of the trajectories lead to an effective
deceleration of the wave packet. This deceleration was found
to improve the agreement with ab initio methods.

The methods [49,67] which use Coulomb-free trajectories
and correct only the complex-valued Coulomb phase are
rigorously justified in the case when the Coulomb interaction
only weakly distorts trajectories without changing the topol-
ogy properties of these trajectories including their mapping
onto the final momentum space. The latter means that, in
particular, the number of trajectories bringing the electron into
a given final state, the number of close revisits for a given
trajectory, and other qualitative characteristics which can be

expressed in terms of natural numbers do not change under
the influence of the Coulomb interaction. However, it was
shown that, in many practically interesting cases, the Coulomb
interaction considerably changes their topology, leading to
the emergence of new classes of trajectories which do not
exist in the Coulomb-free case [1]. These new classes of
trajectories were shown to be responsible for the generation
of the side lobes, the LES, VLES, and other pronounced
structures observed in ATI spectra experimentally and in
numerical TDSE solutions. In particular, the Coulomb po-
tential is essential for the holographic patterns to form. In
fact, our previous work [39,40,70] has shown that Coulomb-
distorted trajectories (i.e., those found by solving Newton’s
equation in the two fields without considering any of them
as a perturbation) are required to reproduce the well-known
fanlike or spiderlike structures. Without Coulomb distortion,
the softly forward-scattered trajectories involved in producing
the spiderlike structure do not even exist. It is, however,
a nontrivial problem to employ complex trajectories if the
Coulomb potential is incorporated. For that reason, in many
Coulomb-corrected approaches, the continuum propagation is
performed using real variables, which can be justified within
the semiclassical picture of the photoionization dynamics
[17,30,52,71]. Despite the good agreement between the out-
come of such approaches and ab initio methods, all of them
have to consider the ionization step separately, by postulating
some initial conditions for the photoelectron emerging at the
tunnel exit. This reduces the applicability of these models to
the tunneling limit of ionization and limits the account of
nonadiabatic effects. To the best of our knowledge, none of
the issues (i)–(iii) have been dealt with for Coulomb-distorted
complex trajectory models.

A method for dealing with the Coulomb potential energy
calculated along a classical trajectory in the complex time
plane has been proposed for Coulomb-free trajectories in
Refs. [67,69] and later explored in Ref. [68] for a qualitative
calculation of photoelectron spectra. These methods either
require all branching points and branch cuts to be found or
find points of closest approach. From this, a contour that
avoids these branch cuts and remains on a fixed Riemann
leaf is constructed accordingly. Thus, a different contour must
be used for each value of momentum in a photoelectron
momentum distribution.

In the present work, we propose a more efficient method
for dealing with branch cuts. Instead of finding integration
contours that avoid branch cuts, we keep the contour fixed
by directing it first to the real time axis and then along it.
If a branch cut is encountered along the contour, we take
the point for which the branch cut meets the real time axis
and the branching point, continue the contour along the cut,
circumvent the branch point, and return to the real part along
the other side of the same cut. This implies that branch
cuts need only be found if they cross that part of the real
time axis where the second arm of the integration contour is
located, which requires a one-dimensional (1-D) search along
the simple predetermined contour. We apply this method to
Coulomb-free and Coulomb-distorted orbits. Finally, we ap-
ply the developed algorithm for a calculation of photoelectron
momentum distributions and demonstrate how discontinuities

063423-2



TREATING BRANCH CUTS IN QUANTUM TRAJECTORY … PHYSICAL REVIEW A 98, 063423 (2018)

generated by branch cuts are removed when the contour is
kept within the physical leaf. Apart from bringing a further
quantitative progress in the analytic theory of strong-field
ionization, our approach paves a way to development of an
essentially self-consistent method of complex-time quantum
orbits which considers the photoelectron interaction with a
laser field and with the parent ion on an equal footing.

This article is organized as follows. In the next section,
we introduce the basic equations of the theory and specify
the two models which deal with Coulomb-free (Subsec. II A)
and Coulomb-distorted (Subsec. II B) trajectories correspond-
ingly. Subsection II C explains the choice of the integra-
tion contour and gives general expressions for the Coulomb-
corrected action. In Sec. III, the contribution of branch cuts
into the Coulomb action is calculated and analyzed again
for the Coulomb-free (Subsec. III A) and Coulomb-distorted
(Subsec. III B) cases, and the topology of the branching points
for different types of photoelectron trajectories is discussed.
We also perfrom a brief study of the error picked up along
different integration contours (Subsec. III C). Section IV is
devoted to a comparative discussion of photoelectron mo-
mentum distributions calculated employing different methods.
The concluding section summarizes results and open ques-
tions. We use atomic units throughout.

II. BACKGROUND

The full transition amplitude from a bound state |�0(t ′)〉 =
exp[iIpt ′]|�0〉 with ionization potential Ip to a final momen-
tum state |p̃f (t )〉 reads as [37]

M (pf ) = −i lim
t→∞

∫ t

−∞
dt ′〈p̃f (t )|U (t, t ′)|HI (t ′)|�0(t ′)〉.

(1)

The tilde indicates dressing by the external field, i.e., p̃(t ) =
p + A(t ). In Eq. (1), U (t, t ′) gives the full time evolution
operator

U (t, t ′) = T exp

[
i

∫ t

t ′
H (τ )dτ

]
, (2)

which relates to the full Hamiltonian

H (t ) = p̂2

2
+ V (r̂) + HI (t ) (3)

evolving from an initial time t ′ to a final time t ; T denotes
time ordering. We choose V (r̂) to be the Coulomb potential

V (r̂) = − Z√
r̂ · r̂

, (4)

with Z being the atomic charge and the interaction HI (t ) =
r̂ · E(t ) with the external field is taken in the length gauge and
dipole approximation is applied. Throughout, the hats denote
operators.

In order not to lose generality, we present the theory below
without making any assumption on A(t ), except the standard
agreement that A(−∞) = A(+∞) = 0. Numerical calcula-
tions will be made for the common case of a monochromatic
linearly polarized field of frequency ω, with the vector poten-

tial

A(t ) = E0

ω
cos ωt. (5)

The electric field amplitude E0 is connected to the pondero-
motive energy Up as Up = E2

0/(4ω2) and the electric field is
given by E(t ) = −dA(t )/dt .

A. Coulomb-free trajectory model

The SFA is recovered by neglecting the binding potential
in the evolution operator U (t, t ′) entering Eq. (1). In this case,
the drift momentum is conserved, i.e., p̃f (t ) = p̃(0)(t ′), where
t, t ′ give the final and initial times, respectively. Under such
conditions, the transition amplitude reduces to

M (0)(p(0) ) = −i lim
t→∞

∫ t

−∞
dt ′〈p̃(t )|HI (t ′)|�0〉eiS (0) (p(0),t,t ′ ),

(6)

where

S (0)(p(0), t, t ′) = Ipt ′ −
∫ t

t ′
dτ

1

2
(p(0) + A(τ ))2 (7)

gives the Coulomb-free action associated with the ATI direct
electrons. The time integral in (6) is calculated by the steep-
est descent method with the well-known expression for the
saddle-point equation ∂S (0)/∂t ′ = 0

1
2 [p(0) + A(t ′)]2 + Ip = 0, (8)

which can be interpreted as the conservation of energy at
the instant of ionization and has only complex solutions. The
action (7) calculated at the stationary point can be associated
with a trajectory

r(0)(τ ) = −∂S (0)

∂p(0)
=

∫ τ

t ′
dτ ′(p(0) + A(τ ′)), (9)

which starts at the origin at t ′ and propagates under the influ-
ence of the laser field only. Below we refer to such trajectories
as Coulomb free. They appear in general as complex valued,
and become real only for the most probable photoelectron
momentum minimizing the imaginary part of the action (7)
[72]. Along these trajectories, the Coulomb contribution to the
action can be calculated in the form

S
(0)
C (r(0), t, t ′) = −

∫ t

t ′
dτV [r(0)(τ )]

=
∫ t

t ′
dτ

Z√
r(0)(τ ) · r(0)(τ )

, (10)

where the superscript (0) indicates that Coulomb-free trajec-
tories were taken.

Within the approximation of Coulomb-free trajectories, the
Coulomb effect on the action appears linear with respect to
the charge Z. The relative value of the action (10) compared
to that of the SFA (8) is given by dimensionless parame-
ters whose value depends on the regime of interaction (see
Refs. [67,72,73], where such parameters have been introduced
in the tunneling and multiphoton regimes of ionization). Tak-
ing the Coulomb distortion of trajectories into account, as we
explain in the following, makes the full action a nonlinear
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function of Z. Below, we consider only hydrogen and there-
fore set Z = 1.

The transition amplitude calculated within the saddle-point
approximation using Eq. (6) and including the Coulomb phase
(10) reads

M (p(0) ) =
∑

s

Cs (ts , p(0) )eiS (0) (p(0),ts )eiS
(0)
C (r(0),ts ), (11)

with

Cs (ts, p) =
√

2πi

∂2Sd(p, ts )/∂t2
s

〈p + A(ts )|HI (ts )|�0〉, (12)

where ts gives the sth saddle-point solution obtained from
Eq. (8) for the ionization time t ′. In the above equation,
S

(0)
C (r(0), ts ) = limt→∞ S

(0)
C (r(0), t, ts ). Within this approxi-

mation, there is no need to calculate linear Coulomb cor-
rections to the Coulomb-free trajectories, because their con-
tribution into the action vanishes as shown, e.g., in Ap-
pendix B of Ref. [27]. Calculation of the prefactor (12) is
straightforward for short-range potentials, while in the case
we are interested in here it requires additional caution. For
potentials with the Coulomb tail, for which the radial part
of the bound-state wave function behaves at large distances
as R(r ) ∼ rν−1, where ν = 1/

√
2Ip is the effective principal

quantum number, this calculation is described in detail in
Refs. [27,74].

B. Coulomb quantum-orbit strong-field approximation

Inserting the closure relation
∫

dp̃0|p̃0〉〈p̃0| = 1 into
Eq. (1) gives a transition amplitude

M (pf ) = −i lim
t→∞

∫ t

−∞
dt ′

∫
dp̃0〈p̃f (t )|U (t, t ′)|p̃0(t ′)〉

× 〈p̃0(t ′)|HI (t ′)|�0(t ′)〉, (13)

in which the electron reaches the continuum via the initial
momentum state |p̃0(t ′)〉 = |p0 + A(t ′)〉.

The matrix element between the initial and final momen-
tum states enables us to compute Eq. (1) using path-integral
methods via time-slicing techniques [37]. This gives

M (pf ) = −i lim
t→∞

∫ t

−∞
dt ′

∫
dp̃0

∫ p̃f (t )

p̃0

D′p̃
∫ Dr

(2π )3

× eiS(p̃,r,t,t ′ )〈p̃0|HI (t ′)|ψ0〉, (14)

where D ′̃p and Dr denote integration measures and the prime
indicates a restriction. The action in Eq. (14) reads

S(p̃, r, t, t ′) = Ipt ′−
∫ t

t ′
[ṗ(τ ) · r(τ ) + H (r(τ ), p(τ ), τ )]dτ,

(15)

with

H (r(τ ), p(τ ), τ ) = 1
2 [p(τ ) + A(τ )]2 + V (r(τ )). (16)

The integrals in Eq. (14) can also be calculated using saddle-
point methods. Minimizing the action (15) with regard to the

intermediate momentum p, the intermediate coordinate r and
the ionization time t ′ gives

∇rS(p̃, r, t, t ′) = 0 ⇒ ṗ = −∇rV (r(τ )), (17)

∇pS(p̃, r, t, t ′) = 0 ⇒ ṙ = p + A(τ ), (18)

and

[p0 + A(t ′)]2

2
+ V (r(t ′)) = −Ip, (19)

respectively. The latter equation obviously fails for r(t ′) =
0 for the good reason that the semiclassical approximation
employed here does not apply at short distances from the
nucleus. Within the saddle-point approximation, the CQSFA
transition amplitude becomes

M (pf ) ∝ −i lim
t→∞

∑
s

{
det

[
∂ps (t )

∂rs (ts )

]}−1/2

× C(ts, ps )eiS(p̃s ,rs ,t,ts ), (20)

where ts , ps , and rs are determined by Eqs. (17)–(19) and
C(ts, ps ) is given by Eq. (12). In practice, we use the stability
factor ∂ps (t )/∂ps (ts ), which is obtained with a Legendre
transformation. This transformation will lead to the same
action and thus not alter the overall dynamics if the electron
starts from the origin. Note that, owing to the Coulomb
potential, Eqs. (18) and (19) are singular at r(t ′) = 0, so that
a series of approximations introduced in the next subsection
are required to make them meaningful.

C. Choice of contours and regularization

Actions (7), (10), and (15) have to be calculated taking the
stationary point ts for the lower integration limit, t ′ = ts , while
the upper integration limit is some real value t when the laser
field is off and the electron momentum p is measured at the
detector. Throughout, unless stated otherwise, we consider a
two-pronged contour whose first and second arms are parallel
to the imaginary and real time axes, respectively. The first
arm goes from the imaginary time t ′ = t ′r + it ′i to its real
part t ′r , while the second part goes from t ′r to the real final
time t . This is the most widely used contour in the literature
(see, e.g., Refs. [36,50,51,64]). In the presence of branch cuts
generated by the Coulomb potential energy, this contour must
be deformed as soon as any of them cross the real axis between
t ′r and t .1 The value of the electron coordinate r(0)(t ′r ) taken at
the time t ′r for which the electron reaches the continuum is
commonly known as the tunnel exit. In the standard version
of the CQSFA used in our previous publications [37–40,70],
we consider only the real part of the tunnel exit. This renders
all variables in the second part of the contour real, which
considerably simplifies the computations. In the present work,
we will not make this assumption unless otherwise stated.

For the Coulomb-free trajectory model, this will be taken
into consideration when computing the trajectory r(0) and

1In special cases, this deformation must be applied when the branch
cut crosses the tunnel trajectory. This is, however, a rare occurrence
in comparison to it crossing the real axis.
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the Coulomb phase S
(0)
C (r(0), t, t ′) [Eqs. (9) and (10), respec-

tively]. For the CQSFA, the action along the first and the
second arms of the contour will be defined as

S tun(p̃, r, t ′r , t
′) = iIpt ′i − 1

2

∫ t ′r

t ′
[p(0) + A(τ )]2dτ

−
∫ t ′r

t ′
V (r(0)(τ ))dτ, (21)

and

Sprop(p̃, r, t, t ′r ) = Ipt ′r − 1

2

∫ t

t ′r
[p(τ ) + A(τ )]2dτ

−
∫ t

t ′r
[ṗ · r + V (r(τ ))]dτ, (22)

respectively. In the second arm of the contour, we use

r · ṗ = −r · ∇rV (r ) = V (r ) (23)

in Eq. (22), which will lead to a factor two in the CQSFA
Coulomb phase [39,52]. Thus, the last integral in (22) is equal
to

SC (r, t, t ′r ) = 2
∫ t

t ′r

1√
r · r

dτ. (24)

The overall action will then read

S(p̃, r, t, t ′) = S tun(p̃, r, t ′r , t
′) + Sprop(p̃, r, t, t ′r ). (25)

In the first arm of the contour, we have neglected the influence
of the Coulomb force on the trajectory. Within this approx-
imation, the under-the-barrier momentum will be constant
and equal to the initial momentum p0. It will also follow
the Coulomb-free equations of motion; i.e., it may also be
approximated by p(0). For that reason, in this specific context,
Eq. (21) is given in terms of p(0) = p0 and r(0). Equation (19)
is then approximated by

[p0 + A(t ′)]2 + 2Ip = 0. (26)

Although this equation is formally the same as (8), the solu-
tions will be different as it will be matched to the solutions of
saddle-point equations (18) and (17) describing the electron
motion in the continuum. Physically, Eq. (21) relates to the
sub-barrier dynamics, while Eq. (22) is associated with the
continuum propagation. In the second arm of the contour,
the electron momentum will evolve from p0 to pf .

When the integrand remains an analytic function every-
where in the complex time plane except the infinity, as is
the case for the Coulomb-free action (7), the integration
contour connecting t ′ and t can be chosen arbitrarily. This
makes, in particular, the value of the tunnel exit ill defined for
theories where the Coulomb field is fully discarded [27,67]. In
contrast, the integrands in (10) and (15) may have singularities
generated by the divergency of the Coulomb potential energy
at the origin and at those points where r2 = 0. As r(t ) is a
complex-valued vector, the condition r2 = 0 does not neces-
sarily mean that r = 0. This imposes certain constraints on
the choice of the integration contour [27,67–69]. Besides the
integrals (10), (21), and (22) diverge logarithmically at both
endpoints of the contour, i.e., at the initial time t ′ and the
final time t → ∞, due to the presence of the Coulomb term.

However, as the asymptotic behavior of the Coulomb integral
in the limit t → ∞ is real and the same for all trajectories
corresponding to the same final momentum. Thus, the upper-
limit divergence does not influence the shape of photoelectron
spectra. In contrast, the divergence at the lower integration
limit is generated by the Coulomb singularity and physically
connected to the fact that the approximate treatment of the
Coulomb interaction along a Coulomb-free trajectory does not
apply when the electron approaches the atomic core, when the
Coulomb interaction becomes dominant.

To overcome this issue, we follow the regularization pro-
cedure outlined in Refs. [27,67], in which the Coulomb
phase (10) is matched to the asymptotic value for the bound-
state Coulomb wave function �0(tm ) at a time tm such that
1/

√
2Ip � |r(tm )| � E0/ω

2. This means that the electron is
already sufficiently away from the atom, but still traveled a
small fraction of its quiver amplitude. The generally complex-
valued matching point satisfying these conditions can be
arbitrarily chosen around t ′ = ts ; as it vanishes from the final
result there is no need to specify its precise position on the
integration contour.

In both cases of the Coulomb-free trajectories and of the
CQSFA the regularized integral along the vertical arm of the
contour takes the form [27,66,72]:

S tun
C = −iν ln[2Ipt ′i ]

− i

∫ t ′i

0

[
Z√

[r(0)(t ′r + iτ )]2
− ν

t ′i − τ

]
dτ. (27)

After the regularization is performed, the remaining integral
along the real axis preserves the form it has in Eqs. (10) and
(22) correspondingly with the difference that in the integral
along a Coulomb-free trajectory the lower integration limit
is replaced by t ′r . Although the Coulomb integrals along
the second arm look identical in both approaches, they are
nevertheless different: A Coulomb-free trajectory acquires a
constant imaginary part, generating branch points and first-
order poles, which should be accounted for during the inte-
gration. In the formulation of the CQSFA given in Refs. [37–
39], the trajectories were assumed real along the real time
contour, so that the integration process is straightforward. This
assumption will be relaxed in the next sections.

III. TREATMENT OF BRANCH CUTS

The solutions of the saddle-point equations in Secs. II A
and II B are complex, so that the corresponding trajectories
r(τ ) are complex valued as well, and the Coulomb potential

V [r(τ )] = − 1√
r(τ ) · r(τ )

(28)

must be extended to the complex plane where it exhibits
branch cuts [27,67–69]. If the standard convention is applied,
branch cuts occur in the negative real half axis of r(τ ) · r(τ ),
i.e., for

Re(r(τ ) · r(τ )) < 0 and Im(r(τ ) · r(τ )) = 0. (29)

Hence, the integration contour used must not cross this line. In
this section, we present an alternative solution to that adopted
in Refs. [68,69] to treat branch cuts. Instead of mapping them
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FIG. 1. Example of a contour constructed around a branch cut according to the procedure stated in this section, using Coulomb-
free trajectories. Panel (a) shows the standard contour in the complex time plane, together with the branch cuts obtained by plotting
arg(

√
r(0)(τ ) · r(0)(τ )). Panel (b) displays the close up of the branch cut and the contour around it. Panel (c) provides a view of the contour

in terms of the real and imaginary parts of r · r. We have chosen momentum components (pf ‖, pf ⊥) = (−1.4 a.u., 0.7 a.u.). The field and
atomic parameters are Ip = 0.5 a.u, ω = 0.0570 a.u., and Up = 0.439 a.u. (λ = 800 nm, I = 2 × 1014 W/cm2).

in advance and using this information to build a specific
contour, we first choose a contour and, after computing the
trajectory, test to see if any branch cut has been crossed.
Should this be the case, then the contour must be deformed
in such a way that it goes around the branch cut. Hence, the
branching point tk defined by

r(tk ) · r(tk ) = 0 + 0i (30)

will be automatically found. Given a time tb along the second
arm of the contour that satisfies Eqs. (29), it is easy to use that
to find a complex time tk that satisfies Eq. (30). Throughout,
we will use the two-pronged contour specified in Sec. II C,
whose first and second arms are chosen parallel to the imag-
inary axis and along the real time axis, respectively. For this
specific contour, tb will mark the intersection of the branch cut
with the real axis. Together with the time tk marking the end
of the branch cut, this can be used to construct a contour from
three parts that can be integrated over to “correct” the potential
integral around each branch cut. The Coulomb phase is then
computed along this contour, so that

S
(cut)
C =

∫
c1

V [r(τ )]dτ +
∫

c2

V [r(τ )]dτ +
∫

c3

V [r(τ )]dτ,

(31)

where c1 goes from tb to tk following the upper side of the
branch cut, c2 goes back from tk to tb along the other side of
the cut, and c3 connects them together with a semicircle
around tk . The contours c1 and c2 are defined such that they lie
on the left and right sides of the branch cut, respectively. This
is achieved by displacing each contour in opposite directions
by a distance ρ and applying the limit ρ → 0. Thus, the two
contours lie on the branch cut but will carry opposite phases
for r(τ ) · r(τ ). By taking a function

u±(τ ) = r(τ ) · r(τ ) = |u(τ )| exp(±iπ ), (32)

such that u+ is restricted to c1 and u− to c2, one may easily
show that ∫

c1

V [r(τ )]dτ =
∫

c2

V [r(τ )]dτ. (33)

Taking the radius of the semicircle c3 to be ρ and assuming
this value sufficiently small, we obtain that the third con-
tribution in (31) is equal to −2(1 − i)

√
ρ/ak if ak �= 0 and

−2πi/
√

bk if ak = 0. Here ak = u′(tk ) = 2rk · vk and bk =
1/2u′′(tk ) = v2

k + rk · Ek; rk ≡ r(tk ), etc. In the peculiar case
ak = 0 two branch points merge into a first-order pole. Simul-
taneously the integrals (33) become logarithmic divergent. In
Subsec. III A, we give a detailed discussion of this divergency
for the case of Coulomb-free trajectories. We will discuss this
problem in the subsequent sections; see also Ref. [75].

For a schematic representation of this contour and how
it is deformed to avoid branch cuts, see Fig. 1. Branch cuts
manifest themselves as discontinuities in the argument of√

r(τ ) · r(τ ), and thus may be visualized if this argument is
plotted in the complex time plane.

A key question is whether any electron orbit given by a
solution of the saddle-point equations crosses one or more
branch cuts, either for the Coulomb-free case or for the
CQSFA, and how this depends on the momentum components
parallel and perpendicular to the polarization axis. For a
monochromatic field, specific saddle-point solutions are given
by

ta = 2π

ω
− 1

ω
arccos

⎛⎝−p0‖ + i

√
2Ip + p2

0⊥
2
√

Up

⎞⎠, (34)

tb = 1

ω
arccos

⎛⎝−p0‖ − i

√
2Ip + p2

0⊥
2
√

Up

⎞⎠, (35)

where p0‖ and p0⊥ are the components of the initial momen-
tum parallel and perpendicular to the field polarization axis,
and a, b refer to types of orbits that will depend on the model.

A. Coulomb-free trajectories

For Coulomb-free trajectories, the complex coordinate
r(0)(τ ) [Eq. (9)] may be computed analytically and one may
easily map the branch cuts. For p

(0)
‖ > 0, the ionization times
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FIG. 2. Branch cuts in the complex time plane calculated for
Coulomb-free trajectories corresponding to three different final mo-
menta and the same field and atomic parameters as in the previ-
ous figure. The dots in the figure indicate the start t ′ of the time
contour for each set of parameters, according to Eqs. (34) and
(35) (orbits 1 and 2, respectively), the squares give the time tb
at which a branch cut crosses the real time axis provided tb > t ′

r ,
and the triangles mark the branching points tk . Panel (a) refers
to orbit 1, while panel (b) refers to orbit 2. An enlargment of
the region where the branch cuts meet the real axis for physically
relevant parameters is provided on the left-hand side of panel (b).
The red (gray), green (light gray), and blue (dark gray) curves in
the figure correspond to the momentum components (pf ‖, pf ⊥) =
(−0.63 a.u., 0.53 a.u.), (pf ‖, pf ⊥) = (−0.80 a.u., 1.05 a.u.), and
(pf ‖, pf ⊥) = (−0.82 a.u., 0.01 a.u.).

given by Eqs. (34) and (35) are associated to orbits 1 and 2
according to the classification in Ref. [35]. An electron along
orbit 1 is freed in the direction of the detector, while for orbit
2 it is initially released in the opposite direction. For p

(0)
‖ < 0,

the situation is reversed and the solutions are shifted by half a
cycle. One should note that in the Coulomb-free case the drift
momentum is conserved so that p0 = pf ≡ p(0).

Figure 2 shows an example of a branch-cut mapping for
orbits 1 and 2 (upper and lower panels, respectively). The
figure shows two sets of branch cuts, in the lower and upper
complex time plane, whose shape and distance from the real
time axis depends on the electron momentum components,
and on the field and atomic parameters. The momentum
components used in Fig. 2 have been carefully chosen to
match clear features in the ATI photoelectron momentum
distributions, which will be addressed in the next section.

For orbit 1 [Fig. 2(a)], the branch cuts are in general
away from the real time axis for Re[t] � tr which is always
the case for the chosen contour. For orbit 2 [Fig. 2(b)], the
situation is quite different, and the branch cuts intersect the
real time axis for Re[t] � tr . Therefore, they must be taken
into consideration. The red lines correspond to a region in
which our chosen contour meets a branch cut and for which
our method is successfully applied.

There are clear gaps between the upper and lower sets of
branch cuts. This is even more visible for larger values of tr ,
for which the gaps are wide and the branch cuts are located far
from the real time axis. The green curve is also in a region for
which the corrections can be successfully applied. The main
difference in this case is the perpendicular momentum, which
was chosen to be quite large. This leads to longer branch cuts;
more specifically Re[tk − tb] is larger for the parameters cor-
responding to the green lines, and hence the branching points
move away from the real time axis. This can be clearly seen
for the branch cut and branching point close to the start time t ′.
The gaps between the lower and upper sets of branch cuts also
widen. Finally, the blue curves illustrate a case for which the
branch-cut corrections do not work because the contributions
(33) become divergent. In the Coulomb-free case, this corre-
sponds to the photoelectron emission along the polarization
axis. Indeed, a trajectory can be presented in the form

r(0)(t ) = r(0)
‖ (t ) + p(0)

⊥ (t − t ′) (36)

with

r
(0)
‖ (t ) = p

(0)
|| (t − t ′) +

∫ t

t ′
A(τ )dτ (37)

so that for p(0)
⊥ = 0 the condition (30) is equivalent to

r(0)(tk ) = 0. This in turn means that the singularity at t = tk
becomes a first-order pole generated by the merging of two
branch points. Thus, we may conclude that in the Coulomb-
free case the domain of small longitudinal momenta appears
inaccessible for the method and requires a separate consider-
ation, which is not a subject of this study.

Equation (29) defining a branch cut can also be employed
for finding regions in position space along the chosen contour
for which branch cuts occur. For a Coulomb-free orbit, we
find, for a time τr such that t ′r < τr < t lies along the real axis,
that ∣∣r(0)

r (τr )
∣∣2

<
∣∣r(0)

i

∣∣2
and r(0)

r (τr ) · r(0)
i = 0, (38)

where r(0)
r (τr ) and r(0)

i give the real and imaginary parts of
the Coulomb-free trajectory (9), respectively. One should note
that the imaginary part of this orbit is constant and given by
the phase picked up at the instant of ionization. This leads
to two straight segments starting radially from the origin,
which have a length of |r(0)

i |. If these segments are crossed
by a specific orbit, then this orbit is crossing a branch cut.
Figure 3 displays these conditions together with r(0)

r obtained
for the two solutions of Eqs. (34) and (35) that exist in the
Coulomb-free case. The figure shows that orbit 1 does not
meet any branch cut, while orbit 2 does. One should note that,
for the Coulomb-free trajectories, the segment in the figure
gives condition (38) for both orbits 1 and 2.

B. Coulomb-distorted trajectories

For Coulomb-distorted trajectories in the framework of
the CQSFA, the task of mapping is quite involved, as the
continuum propagation requires solving the coupled ordinary
differential equations (17) and (18) numerically in the com-
plex plane using the initial conditions given by the complex
tunnel exit r(0)(t ′r ). The key difficulty is that these equations
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FIG. 3. Orbits 1 and 2, whose ionization times are given
by the solution of Eqs. (34) and (35) computed for momentum
components (pf ‖, pf ⊥) = (−0.63 a.u., 0.53 a.u.), (pf ‖, pf ⊥) =
(−0.80 a.u., 1.05 a.u.), and (pf ‖, pf ⊥) = (−0.82 a.u., 0.01 a.u.)
[panels (a), (b), and (c), respectively], together with the condition
(38), which is illustrated as the black segments in the figure. We
consider the tunnel exit r(0)(tr ) such that its real part is larger than
zero. The field and atomic parameters are the same as in the previous
figure.

contain branch cuts themselves. In order to avoid this problem,
in our previous work [39,40,70] the imaginary part of the
tunnel exit was discarded, which led to real variables in the
second arm of the contour. This ansatz ruins the analyticity

of the Coulomb potential energy, making the whole approach
essentially inconsistent. To restore the analytical properties of
the interaction keeping at the same time the problem tractable,
we retain the imaginary part of the trajectories, but assume
it behaves as in the Coulomb-free case in the continuum
propagation remaining constant during the propagation along
the real time axis. This simplification can be justified to some
extent taking into account that, within the CQSFA, the sub-
barrier dynamics are described in the same way as for the
Coulomb-free case, in the sense that the momentum is kept
constant and the coordinate is given by r(0)(t ). It also loosely
relates to the fact that, in the limit t → ∞, the imaginary part
of r(t ) must be constant so that the final momentum pf at the
detector is real. This gives for real time t ≡ τr

r(τr ) = rr (τr ) + ir(0)
i , (39)

where rr (τr ) is the (real) coordinate obtained by solving
Eqs. (17) and (18) using real initial conditions, and r(0)

i =
Im[r(0)(t ′r )]. The ansatz (39) also renders all momenta in
the problem real for t ′r � τr � t , which greatly simplifies
calculations.

To be able to trace branch cuts, we extend definition (39)
away from the real time axis as

r(τ ) = rr (τr ) + ir(0)
i + r̃(τ ), (40)

where

r̃(τ ) =
∫ τ

τr

dτ ′(p(τ ′
r ) + A(τ ′)). (41)

This approximate expression implies the tunneling picture of
recollision when the recollision time remains much shorter
than the laser period, so that at such short time interval the
influence of the slowly varying Coulomb field on the electron
momentum field can be discarded. The real parts of the
solutions are computed as previously, using the real part of the
tunnel exit and the solutions (34) and (35) as initial conditions,
for a given final momentum pf . In the Coulomb-distorted
case, there will be four types of solutions, whose classification
is discussed in detail in Ref. [35]. For initial parallel momen-
tum p0‖ > 0, orbits type 1 and 4 start in the direction of the
detector and are determined by the ionization time (35), and
orbits type 2 and 3 start in the opposite direction at times given
by Eq. (34). For p0‖ < 0, the situation is reversed. Each of
these orbits is, however, topologically different: An electron
along orbit 1 will go directly to the detector, while an electron
along orbit 4 will first go around the core. For orbit 2, the
electron’s perpendicular momentum will not change its sign,
while p0⊥pf ⊥ < 0 for orbit 3.

Figure 4 illustrates the branch cuts in the complex plane
obtained from the discontinuities of arg(

√
r(τ ) · r(τ )), where

r(τ ) has been computed according to Eq. (40) for orbits 1,
2, 3, and 4. The overall behavior is similar to that in the
Coulomb-free case, i.e., two sets of branch cuts separated by
gaps, which, depending on the parameters chosen, approach
or distance themselves from the real time axis. In Fig. 4(a),
we have chosen the momentum components so that, for the
contour used, a branch cut will be crossed for orbit 2 (see
the green line therein). For the remaining orbits, branch cuts
are avoided. This is due to the fact that Re[t ′] is smaller
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FIG. 4. Branch cuts in the complex time plane for different,
fixed-momenta, Coulomb-distorted trajectories and the same field
and atomic parameters as in the previous figure. In panels (a), (b),
and (c), we have used the momentum components (pf ‖, pf ⊥) =
(−0.475 a.u., 0.400 a.u.), (pf ‖, pf ⊥) = (−0.604 a.u., 0.980 a.u.),
and (pf ‖, pf ⊥) = (−0.619 a.u., 0.0113 a.u.), respectively. The
branch cuts related to orbits 1, 2, 3, and 4 are displayed as the red
(gray), green (light gray), blue (dark gray), and black lines in the
figure. The corresponding ionization times t ′, branching times tk ,
and the intersection times tb of the branch cut with the real time axis
are illustrated as dots, triangles, and squares using the same color
convention. For clarity, the orbit number is indicated close to the
ionization times. In different panels, we have used solid, dotted, or
dashed lines to match the trajectories employed in Fig. 5. In panel
(d), we plot arg(

√
r(τ ) · r(τ )) computed according to Eq. (40) for

the parameters in panel (b), in the vicinity of the overlapping branch
cuts. The remaining field and atomic parameters are the same as in
the previous figures.

than tb for orbit 1 and that there are clear gaps between the
two sets of branch cuts that exist for orbits 3 and 4. The
branch cut crossing orbit 2 will lead to fringe discontinuities
in holographic patterns dependent on this specific orbit, such
as the fan and the spider.

In Fig. 4(b), the final momentum components were taken
so that, for a given energy, the scattering angle of orbit 3 is
maximized. This gives a momentum very close to the pf ⊥
axis. The figure clearly shows that the branch cuts intersect
the real time axis for orbits 3 and 4. This is associated with
acts of rescattering. The Coulomb-distorted trajectories tend
to behave in a more complex way than their Coulomb-free
counterparts. For instance, they may even cross the branch
cuts twice within a fraction of a field cycle. An example of
that is provided for orbit 4 in Fig. 4(c). The figure shows
that, near the pf ‖ axis, two or more branch cuts may overlap,
which renders the present algorithm inapplicable (see black
line therein). It is important to stress that there is not a simple
gap between nonoverlapping branch cuts as in the previously
discussed cases, as arg(

√
r(τ ) · r(τ )) clearly exhibits many

discontinuities in this region. For clarity, we have plotted this
argument near the branch-cut overlap in Fig. 4(d).

FIG. 5. Orbits 1 to 4 computed for the same field and atomic
parameters as in Fig. 4, together with the conditions (42). The
solid, dotted, and dashed lines correspond to (pf ‖, pf ⊥) =
(−0.475 a.u., 0.400 a.u.), (pf ‖, pf ⊥) = (−0.604 a.u., 0.980 a.u.),
and (pf ‖, pf ⊥) = (−0.619 a.u., 0.0113 a.u.), respectively. The
color convention employed is the same as in the previous figure, i.e.,
the red (gray), green (light gray), blue (dark gray), and black lines
yield orbits 1, 2, 3, and 4, respectively. Panel (a) provides an overall
view of the orbits, while panel (b) gives an enlargement near the
core in order to illustrate rescattering events and multiple passes.

Similar to what has been done in the Coulomb-free case,
it is possible to use Eqs. (29) to define conditions upon r(τr ),
where t ′r < τr < t is real, in order to determine whether the
present contour meets a branch cut. Using Eqs. (38) and (39),
we obtain

|r(τr )|2 <
∣∣r(0)

i

∣∣2
and r(τr ) · r(0)

i = 0. (42)

Figure 5 illustrates these conditions, for orbits 1, 2, 3, and 4.
The figure shows that, for orbits 3 and 4, the trajectories cross-
ing branch cuts can be directly related to rescattering events.
This is in agreement with the fact that, under some circum-
stances, these orbits may be identified with SFA rescattered
orbits [70]. An enlargement of the figure near the core clearly
shows the hard collision that occurs for orbit 3 mentioned in
the discussion of Fig. 4(b), and the double pass near the core
related to the overlapping branch cuts in Figs. 4(c) and 4(d).
For clarity, we have used the same line styles in both figures.

C. Errors and comparisons with existing methods

The algorithm for construction of integration contours is
simple and allows a straightforward generalization to the
case of Coulomb-distorted trajectories. However, it apparently
includes a close approach of a contour to the branch point
tk where the integrand of (31) is divergent. This could cause
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numerical errors. In this subsection, we show that these errors
can be kept relatively small with minimal computational
efforts. To test the numerical accuracy of our algorithm, we
compare the value of the Coulomb phase S

(0)
C calculated along

a Coulomb-free trajectory with that found with a contour
devised in Ref. [69].

We will first derive an analytic approximation of the error
and then numerically calculate it by computing the phase
along two distinct contours C and C ′, and taking the difference
between the two results. Contour C is that introduced in this
paper, and C ′ [69] does not approach the branch points so
close but passes approximately between them. Most of the
error stems from the fact that, in our practical calculation,
the contour C is paved at a finite distance ε from the branch
cut. In the estimates and numerical computations, we take
ε = 2π/ω × 10−6, although this value can be reduced further
should this be necessary.

For emission with sufficiently large perpendicular mo-
menta p

(0)
⊥ , ak �= 0 and the exact result for the branch-cut

contribution reads

S
(cut)
C = 2

∫ tk

tb

V (τ )dτ, (43)

while the actual numerical computation is performed taking

S
(cut)
C (ε) : = 2

∫ t−k

t−b

V (τ )dτ, (44)

where t−b = tb − ε and t−k = tk − ε. The error is given by

�S
(cut)
C (ε) = S

(cut)
C (ε) − S

(cut)
C . (45)

After a simple algebra, one obtains in the first order with
respect to ε

�S
(cut)
C (ε) = 2

(∫ t−k

t−b

dτεV ′(τ )

)
= 2ε(V (tk − ε) − V (tb − ε)). (46)

and finally, keeping only the leading term ∼√
ε

�S
(cut)
C (ε) ≈ 2i

√
ε

ak

. (47)

Using this estimate, we calculate the mean and maxi-
mum error in the Coulomb phase over the whole mo-
mentum range, except for p⊥ = 0. This gives a mean er-
ror of �S(mean)

C = 0.0031–0.0053i a.u. and a maximum of
�S(max)

C = 0.042–0.082i. This means that, even in the worst
case, the real part is at most 0.6% of a 2π , which is small
enough to resolve interference effects, and the error in the
imaginary parts affects the overall probability by 1% on
average.

In Fig. 6, we show the contours C and C ′ mentioned
above, together with the associated Coulomb phases (left
and right panels, respectively) for specific final momentum
components. The contour C ′ (in orange) is chosen so that it
does not approach the branch cut. The difference between the
two numerically calculated actions is given in the figure by
�SCC ′ = 0.00910614–0.0134707i, and the analytic estimate
of the error is given by �SC (ε) = 0.00910624–0.013451i.

FIG. 6. Left panel: The “standard” contour parallel to the real
and imaginary axis (black line) along with the branch-cut correction
contour (green or light gray line) that together make the contour C are
plotted in the imaginary time plane and along with the “alternative”
contour C ′ (orange or gray line) that does not employ the approx-
imations discussed at the beginning of Sec. III. The momentum
components and intermediate time used to build the alternative
contour are shown on the top right of the panel. Right panel: The
argument of the Coulomb potential along the two contours C and C ′.
The contour C is split into black for the “standard” contour and green
(light gray) for the section that follows the branch cut. The difference
between the Coulomb phase computed along the two contours �SCC′

and the analytic estimate of the error �S
(cut)
C (10−6T ) are shown on

the top of the panel.

The two values are in excellent agreement. This suggests that
the estimate is correct and the error of the method employed
in this work is under control. Decreasing ε should decrease
the error proportional to the square root of ε if more accuracy
is required. In the right panel of Fig. 6, we plot the Coulomb
phases along the two contours.

The main advantage of our algorithm for paving the inte-
gration contour is that, in conjunction with the approxima-
tions (39)–(41), it may be employed to compute the phase
along Coulomb-distorted trajectories, even in the case when
such complex-valued trajectories are calculated by solving
Newton’s equation in complex time exactly. Our procedure
makes this possible, for it does not require any preliminary
knowledge of the trajectory and allows circumventing branch
cuts as far as they are met by the contour.

IV. PHOTOELECTRON MOMENTUM DISTRIBUTIONS

In Fig. 7, we show the ATI photoelectron momentum dis-
tributions obtained using Coulomb-free trajectories of several
types [Figs. 7(a) to 7(c)] and the Coulomb-corrected action,
together with the plain SFA [Fig. 7(d)]. If complex trajectories
are used without branch-cut corrections, there is an anoma-
lous trumpet-shaped structure near the pf ‖ axis and a fringe
dislocation at larger transverse momenta [see the features
marked with spots in Fig. 7(a); the enlargement of a region
for which the dislocation occurs is presented in Fig. 7(e)].
We have verified that both features are directly related to
orbit 2 crossing branch cuts. For clarity, the region for which
tb = tk is marked by thin black ellipses in Figs. 7(a), 7(e)
and 7(f). Outside this region, the branch cuts associated with
orbit 2 cross the real axis. If the branch cuts are corrected as
described in the previous section, both the fringe discontinuity
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FIG. 7. Photoelectron momentum distributions computed using
Coulomb-free trajectories for hydrogen (Ip = 0.5 a.u.) in an field
of ω = 0.0570 a.u., and I = 2 × 1014 W/cm2 (λ = 800 nm, Up =
0.439 a.u.). In panels (a) to (c), we have included the Coulomb phase
(10) and Coulomb-free trajectories, while in panel (d) the outcome
of the plain SFA is displayed for comparison. In panels (a) and
(c), we considered complex trajectories without and with branch-cut
corrections, while in panel (b) real trajectories have been used. In
panels (e) and (f), we provide enlargements of the distributions in
panels (a) and (c) in the region for which the branch-cut corrections
are applied. The red (gray), green (light gray) and black dots in panels
(a) and (c) correspond to momentum components (pf ‖, pf ⊥) =
(−0.63 a.u., 0.53 a.u.), (pf ‖, pf ⊥) = (−0.80 a.u., 1.05 a.u.), and
(pf ‖, pf ⊥) = (−0.82 a.u., 0.01 a.u.). The oval thin lines in panels
(a), (e), and (f) mark the condition tb = tk and separate the regions
in momentum space where (for orbit 2) branch cuts cross the real
axis (outside the oval) and where they do not (inside the oval).
The acronyms NB, B, Re, and SFA in the top left corners of each
panel indicate complex trajectories without branch-cut corrections,
complex trajectories with branch-cut corrections, real trajectories,
and strong-field approximation, respectively. Panels (a) to (f) have
been displayed in a logarithmic scale.

and the trumpet-shaped structure vanish and a photoelectron
momentum distribution extending to much higher parallel
momenta is obtained [see Fig. 7(c)]. More details are given
in Fig. 7(f), where an enlargement of the same region as
in Fig. 7(e) is presented. The discontinuity along the pf ‖
axis is related to the fact that the pairs of branching points
merge into a pole when pf ⊥ → 0, and the contributions of
the segments C1 and C2 of the integration contour shown on
Fig. 1 become logarithmically divergent. This divergence in-
dicates that the present approach is inapplicable near the axis
pf ⊥ = 0. The fundamental reason for that stems from the
recollision picture: Electrons moving along the Coulomb-free
orbits with small pf ⊥ experience close approaches to the
nucleus where the trajectory becomes strongly disturbed and
therefore the semiclassical expression (31) for the Coulomb
phase does not apply. As was shown in Ref. [68], a calculation
along the Coulomb-free trajectory leads for small emission
angles to a considerable enhancement in the probability. Qual-
itatively, this correctly reflects the tendency observed in TDSE
numerical solutions, although quantitatively the probability of

FIG. 8. Photoelectron momentum distributions computed us-
ing the CQSFA for hydrogen (Ip = 0.5 a.u.) in an external field
of ω = 0.0570 a.u., Up = 0.439 a.u. (λ = 800 nm, I = 2 ×
1014 W/cm2), computed over four cycles. In panels (a) to (d),
we present the outcome of the complex-trajectory CQSFA with-
out [panels (a) and (c)] and with [panels (b) and (d)] branch-cut
corrections. Panel (e) displays the CQSFA result obtained with
real trajectories, and panel (f) shows the outcome of an ab initio
computation, performed with the freely available software QPROP

[76,77]. In panels (c) and (d), the contributions of orbits 3 and
4 to the overall transition amplitude have been reduced multi-
plying by a factor 0.2. The red (gray), green (light gray), and
black dots correspond to the momentum components (pf ‖, pf ⊥) =
(−0.475 a.u., 0.400 a.u.), (pf ‖, pf ⊥) = (−0.604 a.u., 0.980 a.u.),
and (pf ‖, pf ⊥) = (−0.619 a.u., 0.0113 a.u.) that have been used to
compute the branch cuts in Fig. 4. The acronyms NB1 and B1
refer to complex trajectories without and with branch-cut corrections,
respectively, without amplitude reductions for the contributions of
orbits 3 and 4, while NB2 and B2 indicate complex trajectories
without and with branch-cut corrections, for which the contribu-
tions of orbits 3 and 4 have been reduced. The acronyms Re and
TDSE indicate that the computations have been performed with real
trajectories and using the TDSE, respectively. All plots have been
displayed in a logarithmic scale.

ionization with very small lateral momenta appears overes-
timated. The distribution of Fig. 7(c) is very distinct from
that obtained using real Coulomb-free trajectories, which is
displayed in Fig. 7(b). Using real trajectories seem to overes-
timate the width of the photoelectron momentum distribution
with regard to the perpendicular momentum pf ⊥. This agrees
with the statement in Ref. [64] that the imaginary components
of the continuum trajectories decelerate the electron wave
packet. A visible extension of the distributions toward higher
values of pf ‖ agrees qualitatively with the results of Ref. [68],
where an order in magnitude enhancement in the probability
of ionization with photoelectron energies close to 2Up was
attributed to a branch-cut contribution.

An interesting feature is the appearance of fan-shaped
structures and richer interference patterns if the Coulomb
phase is included, even if the trajectories are kept Coulomb
free. This type of structure is absent in the photoelectron
momentum distribution computed with the standard SFA
[Fig. 7(d)], whose fringes have been described analytically in
Ref. [39]. This agrees with our previous work [70], in which
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FIG. 9. Contributions from specific pairs of orbits to the ATI photoelectron momentum distributions computed using different versions
of the CQSFA for the same field and atomic parameters as in the previous figure. In the left, middle, and right panels, we have employed
real trajectories, complex trajectories, and no branch-cut corrections, and complex trajectories with branch-cut corrections, respectively. The
first row [panels (a) to (c)] considers orbits 1 and 2, the middle row [panels (d) to (f)] orbits 2 and 3, and the lower row [panels (g) to
(h)] to orbits 3 and 4. The red (gray), green (light gray), and black dots correspond to the momenta (pf ‖, pf ⊥) = (−0.475 a.u., 0.400 a.u.),
(pf ‖, pf ⊥) = (−0.604 a.u., 0.980 a.u.), and (pf ‖, pf ⊥) = (−0.619 a.u., 0.0113 a.u.) that have been used to compute the branch cuts in Fig. 4.
The acronyms Re, NB, and B in the top left corner of each panel indicate real trajectories, and complex trajectories without and with branch-cut
corrections, respectively. All plots have been displayed in a logarithmic scale.

we show that the presence of the Coulomb potential, and in
particular the Coulomb phase, is directly associated with this
type of structure in analytic models.

The distributions shown in Fig. 7 are, however, consider-
ably different from the full TDSE solution and do not repro-
duce the holographic patterns observed in experiments. The
fundamental reason for that is again the Coulomb distortion
of trajectories. In Fig. 8, we present the outcomes of different
versions of the CQSFA, using complex trajectories without
[Figs. 8(a) and 8(c)] and with [Figs. 8(b) and 8(d)] branch-
cut corrections, which are compared with the real-trajectory
CQSFA and with the full TDSE solution [Figs. 8(e) and
8(f), respectively]. All panels exhibit well-known interference
structures such as the fan, the spider, and the intercycle ATI
rings. One should note, however, that the CQSFA overesti-
mates the contributions of orbits 3 and 4, as can be seen in
Figs. 8(a) and 8(b). This is particularly extreme if complex
trajectories are used and leads to a worse agreement with
the TDSE for low photoelectron energies near the ionization
threshold. If, on the other hand, the contributions of these
trajectories are artificially reduced [Figs. 8(c) and 8(d)], the
agreement with the TDSE considerably improves.

This ad hoc reduction of the contributions from trajectories
type 3 and 4 can be qualitatively justified by the following
arguments. These two trajectories are distinct from types 1
and 2 by the fact that they experience rather close approaches
to the nucleus, which is the very reason for a large momentum
transfer experienced by the electron along these trajectories.
As a result, the Coulomb effect on these trajectories will be
to some extent similar to that of the Coulomb-free trajectories
with small lateral momenta. It follows from the above analysis
as well as from that of Ref. [68] that a close approach boosts

the trajectory weight by one or two orders in magnitude or
even more, depending on the minimal value of ak = rk · vk .
The reduction of the weight for trajectories 3 and 4 we have
introduced in the calculation of the distributions shown in
Fig. 8, by multiplying both transition amplitudes by a factor
0.2, compensates for the enhancement caused by the failure of
the method for trajectories approaching the atomic core.

The slope of the spiderlike structure, which stems from
the interference of orbits 2 and 3 [39], approaches its TDSE
counterpart if complex trajectories are used. In contrast, the
spiderlike fringes obtained with real trajectories are nearly
horizontal. Hence, here the account of the imaginary parts
of trajectories leads to a considerably improved agreement
with the TDSE. The figure also reveals spiral-like structures
near the pf ⊥ axis, which are caused by type 4 orbits. The
combination of the spiral with the ATI rings is visible in the
form of ATI interlaced and/or broken rings near the p⊥ axis.
A caustic that marks a boundary for which the contributions
from orbit 3 are valid is also present. Details on both structures
have been provided elsewhere, in connection with different
types of rescattering [70].

Further insight is given by analyzing the interference
patterns formed by distinct pairs of orbits. The resulting
distributions are depicted in Fig. 9. The upper panels of the
figure show the fan-shaped structure that results from the
interference of orbits 1 and 2. For complex trajectories and
when no contributions from the branch cuts are accounted
for, the resulting fringes exhibit a discontinuous slope, similar
to the one seen on Fig. 7(a) for the case of Colomb-free
trajectories, which is related to crossing a branch cut. These
discontinuities are particularly visible in Fig. 9(b) and are
located along an elliptical boundary that closely resembles
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that outlined in the discussion of Fig. 7. They are eliminated
if branch-cut corrections are incorporated [Fig. 9(c)]. An
interesting feature is that the electron momentum distributions
computed using complex trajectories decay much faster with
increase of the photoelectron momentum perpendicular to
the polarization direction than their real counterparts in this
case. This is also a feature observed for the Coulomb-free
trajectories [see Fig. 2]. This faster decay is in agreement with
what is observed for the TDSE computation [see Figs. 8(d)
and 8(f) for comparison].

The middle panels of the figure show the spiderlike struc-
ture stemming from the interference of orbits 2 and 3. For
real trajectories, the contrast of the spiderlike fringes is much
higher, while complex trajectories introduce some blurring.
This is caused by the fact that the imaginary parts employed in
this model strengthen the contributions of orbit 3 and suppress
those of orbit 2. The discontinuities near the pf ⊥ axis, which
are due to the approximations introduced in the sub-barrier
corrections, also become smoother for complex trajectories.
This is due to the orbit 2 contributions which decay faster with
increasing p⊥. Moreover, a direct comparison of Fig. 9(d)
with Figs. 9(e) and 9(f) shows that the imaginary parts of
the trajectories introduce a slope in the spiderlike fringes. In
fact, if real orbits are taken, such fringes are nearly horizontal.
This difference in slopes has been identified in previous pub-
lications [39,70], in comparisons with ab initio computations,
but in that case the explanation remained speculative. Finally,
complex trajectories also influence the spiral-shaped fringes
that result from the interference of orbits 3 and 4, by altering
their contrast and spacing. One should note that some of
the corrections are in the vicinity of caustics and thus are
obfuscated by them.

V. CONCLUSIONS

In this work, we have introduced a simple and straightfor-
ward algorithm for treating of the complex-valued Coulomb
potential energy appearing in quantum-trajectory approaches
to the ATI and demonstrated how the artifacts caused by
branch cuts of this Coulomb potential can be corrected using
this algorithm. In fact, it suffices to pick out a particular
contour, test for branch cuts, and distort this contour only
if a branch cut is found. For the specific contour employed
in this article, it was necessary to identify the intersection
of the cuts with the real time axis. After that, the branching
point can be found and circumvented by employing a simple
one-dimensional procedure of traveling along the cut side with
a simultaneous calculation of the branch-cut contribution into
the complex-valued Coulomb phase. Although the contour
approaches branching points closely, no considerable numer-
ical error has been introduced, as we have demonstrated by
varying the contour shape. The main power of the introduced
method is that it also allows for complex Coulomb-distorted
trajectories, instead of taking them to be real. The latter sim-
plification is widely used but is not consistent and renders the
transition amplitudes dependent on the integration contour.

The Coulomb potential is incorporated as an additional
phase in the semiclassical action, and there are two options
as far as the electron trajectories are concerned. Either they
are kept Coulomb free and determined by the strong-field

approximation, or the Coulomb force is incorporated and the
full equations of motion of the electron in the continuum are
solved. Physically, Coulomb-free trajectories are a reasonable
approximation for elliptically polarized driving fields with a
sufficiently high ellipticity. In contrast, for linearly polarized
driving fields, the Coulomb potential significantly modifies
the trajectories and the distinction between direct and rescat-
tered ATI is blurred [70].

We tested our method by calculating ATI photoelectron
momentum distributions using both types of trajectories. In
both Coulomb-free and Coulomb-distorted cases, branch cuts
lead to discontinuities in the fringes of holographic structures,
which are corrected when our procedure is implemented.
For the Coulomb-free case, our method provides a consistent
framework, except for the limit of pf ⊥ = 0 when the branch-
cut contribution into the Coulomb integral becomes divergent
and requires regularization. Although this regularization was
shown to be straightforward for the Coulomb-corrected am-
plitude of high-order-harmonic generation [75], attempting
it for ATI causes still unresolved difficulties, limiting the
application of the method by a nonparallel photoelectron
emission. Instead, for the Coulomb-distorted case additional
approximations were required. This was due to the fact that
solving the full complex equations of motion for the electron
is a highly nontrivial problem. Our major assumption was to
equate the imaginary part of the coordinate r(τ ) to that of
its Coulomb-free counterpart. In particular, when integrating
along the real time axis, this will lead to a constant imaginary
part for r, which is consistent with a real (final) momentum
at the detector. For orbit 1, we have verified that this assump-
tion corresponds to the asymptotic limit t → ∞ by solving
numerically equations of motion in complex space and time.

Overall, complex trajectories lead to a faster decay with
regard to increasing momentum components perpendicular to
the field polarization axis, as compared to their real coun-
terparts. This holds for both Coulomb-free and Coulomb-
distorted trajectories and supports the assertion in Ref. [64]
that their imaginary parts cause a deceleration in the electronic
wave packet. This suggests that the main influence of the
imaginary parts is to change the weighting of the orbits and
to change the overall yield. It seems that the main influence
on the phases and interference patterns stems from their real
parts. This may explain the success of the Coulomb-corrected
methods in which such trajectories were taken to be real.

Comparisons with ab initio methods also show that com-
plex orbits improve the slope of the spiderlike structure.
Nonetheless, the overall agreement between the TDSE and
the CQSFA improves only if we decrease the weight of the
contributions of orbits 3 and 4 to make up for the fact that
these contributions are overestimated as a result of the close
approach of these trajectories to the nucleus. Physically, orbits
1 and 2 are much closer to the SFA orbits obtained for
direct electrons, while for orbits 3 and 4 deflection and even
rescattering play much more important roles [40,70].

It is noteworthy that, within the present framework, a
branching point is always associated with a return to the core,
and, in the case of Coulomb-distorted trajectories, deflection
or rescattering. In terms of rescattering in real time and space,
gaps between the pairs of branching points can be associated
with a nonzero value of the impact parameter for the photo-
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electron experiencing scattering. Mathematically, however, it
makes no difference if an integration contour circumvents a
branching point tightly as in the algorithm presented here or
it crosses the gap in between the two branching points at its
middle point as in Ref. [69]. If both return and rescattering
occur at an nonvanishing angle, the effective impact param-
eter appears essentially nonzero, and the present method is
applicable. There are problems, however, for final momenta
near the polarization axis. Physically, this specific scenario
would correspond to hard scattering, which has proven to be a
challenge for the CQSFA already if real trajectories are used
[39,40,70].

Within the present approach, the Coulomb integral ap-
pears divergent in the case of hard recollision when rk =
0 (more generally, when rk · vk = 0), which is particularly
problematic in the Coulomb-free case, for which momentum
is conserved. In this case, all problematic trajectories are
concentrated along the polarization direction where the prob-
ability is known to have a maximum. In order to eliminate the
divergency, a matching with the phase of a stationary atomic
scattering wave function has to be performed, along with a
method similar to that applied for the matching at the saddle
point t = ts [27,66]. For the case of high-order-harmonic
generation, this procedure has been realized in Ref. [75],
employing the Coulomb-free trajectories. Extension of this

method to ATI and Coulomb-distorted trajectories remains a
serious challenge. Still, the present results may be viewed as
a road map toward the full computation and characterization
of complex trajectories and of overcoming branch cuts in
photoelectron holography.

Note finally that the method developed in this paper can
also be straightforwardly used to calculate the Coulomb in-
tegral for the amplitude of frustrated tunneling when the
photoelectron final state has a negative energy [73]. In this
case, the application of our technique should be even easier,
because photoelectrons typically recombine into highly-lying
Rydberg states located far from the atom, and during the
excursion they do not approach the atomic core closely, so
that no divergency in the Coulomb action is expected.
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