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ABSTRACT
In online advertising, the Internet users may be exposed to a se-
quence of different ad campaigns, i.e., display ads, search, or re-
ferrals from multiple channels, before led up to any final sales
conversion and transaction. For both campaigners and publish-
ers, it is fundamentally critical to estimate the contribution from
ad campaign touch-points during the customer journey (conver-
sion funnel) and assign the right credit to the right ad exposure
accordingly. However, the existing research on the multi-touch
attribution problem lacks a principled way of utilizing the users’
pre-conversion actions (i.e., clicks), and quite often fails to model
the sequential patterns among the touch points from a user’s behav-
ior data. To make it worse, the current industry practice is merely
employing a set of arbitrary rules as the attribution model, e.g.,
the popular last-touch model assigns 100% credit to the final touch-
point regardless of actual attributions. In this paper, we propose a
Dual-attention Recurrent Neural Network (DARNN) for the multi-
touch attribution problem. It learns the attribution values through
an attention mechanism directly from the conversion estimation
objective. To achieve this, we utilize sequence-to-sequence predic-
tion for user clicks, and combine both post-view and post-click
attribution patterns together for the final conversion estimation.
To quantitatively benchmark attribution models, we also propose
a novel yet practical attribution evaluation scheme through the
proxy of budget allocation (under the estimated attributions) over
ad channels. The experimental results on two real datasets demon-
strate the significant performance gains of our attribution model
against the state of the art.
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Figure 1: An illustration of different user activity sequences
over multiple channels. Here we illustrate two user interac-
tions with the ad contents, i.e., impressions and clicks, over
three typical ad channels. Each user would gain an impres-
sion and thenwould probably click on that. After a sequence
of user actions, the final conversionmay be drawn according
to the comprehensive experiments.

1 INTRODUCTION
A benefit for online advertising is that advertisers would be able
to get a significant amount of user feedbacks to measure the suc-
cessfulness of their ad campaigns and optimize them accordingly.
Aiming at delivering the optimization above, computational adver-
tising has gained a large attraction and achieved great progress
in many technical fields, including user targeting [17, 22], bidding
strategy [18, 21, 35] and budget pacing [1, 2, 14].

As illustrated in Figure 1, with online advertising, an Internet
user may be exposed to a sequence of ad campaigns from multiple
channels, such as search engines, social media, mobile platforms,
before reaching to any final conversion and transaction. It is crucial
for advertisers to attribute the right conversion credit onto each
touch point (i.e., the interaction between the user and the ad con-
tent, along the customer journey). The reasons are threefold. First,
advertisers should know the contribution of each single touch point
to the final conversion so as to make informed impression-level ad
buying decisions [15]. Second, if the attribution of each conversion
over multiple ad exposures can be accurately and reliably estimated,
a more quantitative credit-based ad pricing scheme can be estab-
lished between advertisers and publishers (and ad tech providers).
Last but not least, the attribution aggregated over ad channels may
provide useful guidance for advertisers to allocate their budgets
over these ad channels so as to acquire more positive user actions
with lower cost in the next-round campaigns [10].

Traditionally, the attribution problem is addressed simply by a
rule-based approach among most advertisers, such as first touch,
last touch and other simple mechanisms [27]. Specifically, the first
(last) touch method generally attributes the conversion credits to
the first (last) user interaction with the ad content. While these
methods are easy to deploy, they obviously lack adequate capability
of useful pattern recognition to support the higher-level budget
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allocation [6]. Shao and Li [24] proposed the first data-driven multi-
touch attribution model to allocate the credits to all the user touch
points. Whereafter, many works have been published including
probabilistic models using some distributional assumptions [7, 29]
and additive exciting process [12, 30, 37]. Despite of the claimed
advantages, there are three important factors missing in the above
solutions.

Sequential PatternModeling. These methods are all based on
the assumption that the user conversion would be driven by the
individual advertising touch point of positive influence [24, 37],
which may not be realistic for the user journey (conversion funnel).
In fact, sequential patterns within the user browsing behavior are
of great value for response prediction or decision making in many
fields such as recommender systems [23], information retrieval [26]
and search advertising [36].

Data-driven Credit Assignment. The attribution credits ob-
tained in these models are heuristically assigned to each user in-
teraction with the advertiser’s contents, rather than statistically
learned from the data. For example, Ji and Wang [12] proposed
that the final conversion would be driven by the additive hazard
rate of being converted at the time of each previous touch point,
which pre-assumes that the more user exposures, the higher prob-
ability of the final user action. As is illustrated in Figure 2 of one
real-world dataset used in our experiments, the conversion rate
does not necessarily increase w.r.t. the user action sequence length.
This assumption may cause unconscionable ad exposures and may
destruct user experience in online service.

Different Pre-conversion Behaviors. Almost all the related
works ignore the difference between various types of user behaviors.
Specifically, they assume the attribution are solely based on post-
view or post-click, or even simply treat these behavior types equally
for conversion attribution, where the credits are placed solely on
impressions or clicks, or even discard the difference between them.
These treatments are not effective since the user shows apparently
different preferences behind the different interactive actions, which
may (not) lead to the final conversion in different degrees.

To address the above limitations, in this paper, we propose a
Dual-attention Recurrent Neural Network (DARNN) to capture
the sequential user behavior patterns and learn the optimal atten-
tions as the conversion attributions. Specificall, our model has two
learning objectives. On one hand, we utilize sequence-to-sequence
architecture to model the relationship between the impressions
and the click actions, where the click behavior modeling is handled
in this procedure. On the other hand, the final sequence predic-
tion is the probability of the user conversion with the attention
learned from the sequential modeling. The advantage of the at-
tention mechanism is that it not only contributes to the sequence
prediction accuracy, but also naturally learns the attribution of the
conversion action over the whole sequence of the touch points.
Moreover, DARNN applies the attention mechanism not merely on
the features of the original touch point, but additionally over the
learned hidden states of click actions, and then dynamically com-
bines both attentions to predict the final conversion, which is the
reason of dual attention. By this means the conversion estimation
has captured both impression-level and click-level patterns. We
also note that both dual-attention and the dynamic combination
for the final conversion prediction are statistically learned from the
data.
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Figure 2: The statistics of action sequence lengths and the
conversion rates over Criteo dataset. The left plot shows the
number of sequences and the converted sequences w.r.t. se-
quence length; the right plot presents the user conversion
rate w.r.t. the user action sequence length.

In addition, we also propose an offline evaluation framework for
conversion attribution mechanisms. Since the obtained attribution
credits over different channels could direct the budget allocation
for the subsequent ad campaigns. However, none of the related
work has empirically shown the effectiveness of the calculated
attributions [7, 12, 13, 24, 30, 37] unless spending a huge budget
to conduct online A/B test [10, 29]. Since budget allocation over
different ad channels is always an important decision for advertisers
to make, it is crucial for them to evaluate the performance of their
multi-touch attribution methods, before the online A/B testing
phase.

To sum up, the novelty of our work is fourfold. (i) We build
sequential pattern learning models for user behavior sequence. (ii)
Our model learns the attribution from the final conversion estima-
tion rather than heuristically assigning credits. (iii) We combine
different attributions on various user action types. (iv) We also pro-
pose an offline evaluation protocol to measure the effectiveness of
the attribution model through ad budget allocation and campaign
data replay. Our experimental results prove the significant improve-
ment (over 5.5%) of our DARNN model on conversion estimation
performance against state-of-the-art baselines. The back replay
evaluation also illustrates that the proposed model achieves the
best cost effective performance.

2 RELATEDWORKS
In online advertising, conversion attribution is commonly calcu-
lated by some rule-based methods, such as first-touch and last-
touch, whereafter the return-on-investment (ROI) is gained based
on the achieved attribution results which may result in some bias
[6]. In recent years, many works based on multi-touch attribution
(MTA) have been proposed for modeling the attribution for the
sequential touch points over various channels [4, 25]. Shao and
Li [24] proposed the first work for data-driven multi-touch attri-
bution model, which estimates the conversion rate based on the
viewed ads of the user by the bagged logistic regression model.
Some other works are mainly based on the probabilistic models
with some distributional assumptions. Dalessandro et al. [7] pro-
posed a causally motivated methodology that the conversion credits
should be assigned by a causal cooperation model such as Shapley
value. Xu et al. [29] argued that the user behavior has different ad-
ditional effect on the final user decision of conversion and proposed
a lift-based prediction model for real-time ad delivery. However,
these methods did not take all the touch points of a user into the
whole consideration so that the temporal and sequential factors



were ignored [12]. Moreover, these models did either not consider
much of sequential pattern modeling, which has been shown great
effectiveness of user modeling [36].

As for the multiple interactions between advertisers and users,
many works proposed the exciting point process methods for user
behavior modeling. Yan et al. [31] developed a two-dimensional
Hawkes process model to capture the influences from sellers’ activi-
ties on their contributions to the winning outcome in sales pipeline
analytics. Xu et al. [30] presented an MTAmodel based on mutually
exciting point process which independently considered the impres-
sions and clicks as random events along the continuous time. These
exciting point process methods only considered the occurrence
of the event which ignored the data of non-conversion cases. For
analyzing the cumulative effects of the touch points, many works
[12, 25, 29, 37] made an assumption that the final conversion was in-
fluenced by the additive contributions from the touch points along
the user browsing history. However, it might result in a trend that
more ad exposures were better which severely destroyed the user
experience [32]. The reason is that the attribution of each touch
points along the user behavior sequence may positively contribute
or counteract the final conversion. Thus, it is more reasonable to
dynamically calculate and assign the attribution credits over the
user behaviors.

Another school of MTAmodeling is based on the survival theory
[12, 13, 37], which models the conversion event as the predictive
goal and estimates the probability for the event occurrence at the
specific time while considering the censored data, i.e., the true oc-
currence time is later than the observation time. Nevertheless, these
methodologies focus more on single point prediction and fail to
consider the sequential patterns embedded in the user browsing
history. Moreover, the obtained attribution credits are mainly cal-
culated based on heuristic additive assumptions, which may not
be effective in practice. They also made assumptions about the
survival function such as exponential hazard function [12, 37] and
Weibull distribution for hazard rate estimation [13] to make their
model parameterized and thus optimizable. However, such parame-
terization could severely constrain the capacity of the model to fit
various real-world data.

Considering all the limitations above, we propose a dual-attention
recurrent neural network for both conversion estimation and attri-
bution. Attention mechanism is originally proposed for machine
translation tasks, where a sequence-to-sequence model samples the
next output word by attend each word of the input sentence [3].
In our problem, the attention is modeled as the attribution which
may dynamically learn to assign the credits over all the historical
touch points for a specific user. The sequential patterns have been
efficiently captured by the recurrent mechanism.

Moreover, few works have discussed the budget allocation from
the obtained attribution model. Diemert et al. [8] proposed a bid-
ding strategy based on the attribution credits for each real-time
auction, which is not appropriate in general applications of online
advertising. Geyik et al. [10] presented a method for online budget
allocation based on the obtained ROI from conversion attribution.
We borrow the idea of the ROI calculation from [10] and devise an
offline evaluation framework for multi-touch conversion attribu-
tion, which is the first offline experimental evaluation methodology
for attribution models.

3 METHODOLOGY
In this section, we firstly formulate the problem of the multi-touch
conversion attribution, and then propose our sequential behav-
ior modeling with dual-attention mechanism. Finally we present
our evaluation protocol for conversion attribution guided budget
allocation.

3.1 Problem Definition
Without loss of generality, let us focus our study on the advertiser
side. When a user ui is taking Internet activities, e.g., browsing
online contents, querying search engines or playing on social media,
etc., there would be many sequential interactions between this
user and the ad contents of an advertiser, which are called touch
points for the ad campaign. The observations are the user browsing
sequences {ui , {qj }mi

j=1,yi ,Ti }
n
i=1 for each user ui who generates

totallymi browsing activities with the ad of the advertiser. yi is
the indicator of whether the user converts and Ti is the conversion
time if the conversion occurs, otherwise null. Each touch point
qj = (x j , zj ) contains the feature vector x j of the this touch point
and the binary action type zj , i.e., non-click impression or click.
Among them, the feature x j includes the side information of the
user and the ad contents, e.g., user ID, advertising form, website, the
operation systems and browser information, also with the channel
ID feature c j over which this touch point is delivered and the time
tj of the interaction occurrence.

The goal is to model the sequential user patterns and derive effi-
cient conversion attribution credits for all the touch points {qj }mi

j=1
along the user browsing sequence. In return, the better conversion
attribution obtained, the higher accuracy of the user conversion
estimation for each browsing sequence. Similar formulation has
been adopted in many literatures [12, 13, 37]. In Sec. 3.2, we present
a recurrent neural network to model the sequential patterns and
the final conversion rate. We also apply sequence-to-sequence mod-
eling for user click pattern mining and jointly learn impression and
click patterns for conversion estimation. The key component in this
sequence modeling methodology is the dual-attention mechanism
which takes two types of the user actions (i.e., impressions and
clicks) into a unified comprehensive framework and facilitate the
conversion modeling, which is described in Sec. 3.3. As a result,
the obtained attention from the sequence modeling is naturally the
conversion attribution over the whole user browsing history.

Interestingly, the derived conversion attribution also contributes
to budget allocation for the subsequent ad delivery [10]. In Sec. 3.4,
we propose an evaluation protocol for budget allocation with offline
campaign data.

3.2 Sequential Modeling
We utilize recurrent neural network (RNN) for sequential user mod-
eling, as illustrated in Figure 3. Leveraging RNN for sequential
modeling and time-series prediction has been widely applied in
information retrieval systems [19, 26, 33]. Note that our method-
ology aims at final conversion estimation rather than sequential
prediction for click at each touch point.

The whole structure can be divided as three separate parts that
(i) the encoder for the impression-level behavior modeling; (ii)
the decoder and sequential prediction for click probability; (iii)
taking the above modeling output we implement dual-attention for
jointly modeling impression and click behavior and produce the
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Figure 3: Sequential modeling with dual-attention.

final conversion estimation. We will clarify the first two parts in
this section and discuss the attention mechanism later.

Impression-level Behavior Modeling. For the ith user behavior
sequence {ui , {qj }mi

j=1,yi ,Ti } where qj = (x j , zj ), the input feature
sequence to the RNN model is x = (x1, . . . ,x j , . . . ,xmi ). Since the
side-information feature vector is mostly categorical [34], we firstly
utilize an embedding layer to transform the sparse input feature
into dense representation vector for subsequent training, which
has been widely used in the related literatures [20, 28].

Then we feed the embedded feature vectors through the encoder
RNN function fe approach as

hj = fe (x j ,hj−1) , (1)
where h is the hidden vector of each time step j. We implement fe
as a standard long short-term memory (LSTM) model described in
[11], which has been widely used in natural language processing
fields.

Click-level Sequential Prediction. In this part, our goal is to
model the click action at each time when each ad is shown to the
user.

In the sequence-to-sequence model, the decoder defines a proba-
bility over the click outcomes z by decomposing the joint probability
into the ordered conditionals as

p(z) =
mi∏
j=1

p(zj = 1 | {z1, . . . , zj−1}, x) . (2)

Note that z = (z1, . . . , zmi ) and x = (x1, . . . ,xmi ). With this de-
coder each conditional probability is modeled as

ẑj = p(zj = 1 | {z1, . . . , zj−1}, x) = д(zj−1, sj ) . (3)
Here д is the output function which is a multi-layer fully connected
perceptron with sigmoid activation function sigmoid(x) = 1

1+e−x
that outputs the probability of zj = 1. And sj is the hidden vector
at click-level of the jth touch point, calculated by

sj = fd (sj−1, zj−1,hmi ) , (4)

where fd is the nonlinear decoder RNN function, potentially multi-
layered, that models the sequential click patterns for user behavior
sequence. We utilize the same structure of LSTM model as the
encoder fe . Each hidden state sj in the decoder uses the last hidden
state hmi from the encoder. Our first loss is based on the sequential
prediction for click probabilities as

Lc =
n∑
i=1

mi∑
j=1

−zj log ẑj − (1 − zj ) log(1 − ẑj ) . (5)

There are two rationales for the sequence-to-sequence click pre-
diction in this work. The first is to some extent similar with the
idea of multi-task learning to alleviate the data sparsity problem
and conduct a shared base representation of user behavior features.
As is known that the users follow a pattern of actions that they may
click after impression of the ad and after a sequence of ad delivery
they may (not) drive the final conversion, which derives the data
sparsity problem behind the “impression-click-conversion” action
pattern [16]. Specifically, clicks are less frequent events than impres-
sions and conversions are much rarer than clicks. It is necessary to
conduct a methodology to tackle with the data sparsity challenge.
Our intuition is to utilize the signal of click behavior to boost the
estimation capacity for the sparse conversion behaviors. Another
reason for the sequential click pattern mining is to obtain the click-
level attribution modeling for multiple pre-conversion behavior
modeling, which has shown statistically more important attribution
credits than impression-level behaviors in our experimental results.

3.3 Learning Attribution with Dual-attention
Our final goal is to model the sequential user patterns and predict
the conversion probability. The final output is calculated as

ci2v = Ai2v (h1, . . . ,hj , . . . ,hmi ) ,
cc2v = Ac2v (s1, . . . , sj , . . . , smi ) ,
ŷi = p(y = 1 | x, z) = r (xmi ,c

i2v ,cc2v ) ,
(6)

where r contains a weighting function for balancing impression-
level and click-level attribution, which will be described in detail
later in this section, and a dense multi-layer neural network for
the final conversion prediction. xmi is the feature vector of the
last touch point which would be fed through the same embedding
layer as that in Sec. 3.2. ci2v is the context vectors of all the input
user behavior vectors capturing impression patterns and cc2v is
the context vector from modeling the click patterns for conversion
estimation.

LearningAttention throughConversion Estimation. The loss
is calculated by the cross entropy for the conversion estimation
that

Lv =
n∑
i=1

−yi log ŷi − (1 − yi ) log(1 − ŷi ) . (7)

The key component is the attention input ci2v and cc2v from
impression-level and click-level, respectively. The mechanism of
attention function A is illustrated in Figure 4.

To calculate the impression-to-conversion attention ci2v and the
click-to-conversion attention cc2v , we propose a unified energy-
based function as

c = l(h1, . . . ,hj , . . . ,hmi ) =
mi∑
j=1

ajhj . (8)
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Note that this formulation is expressed to calculate ci2v while
without losing generality by replacing x and h in Eq. (1) with s , z
and hmi in Eq. (4) for cc2v calculation.

And the weight aj is calculated based on the softmax operated
energy value ej as

aj =
exp(ej )∑mi

k=1 exp(ek )
, (9)

where
ej = E(hj ,xmi ) (10)

is an energy model which scores the credit of each touch point to
the final conversion. Note that the energy function E is a nonlinear
multi-layer deep neural network with tanh activation function
tanh(x) = ex−e−x

ex+e−x . The way we calculate the attention through
the energy function E is similar to that in the natural language
processing field [3, 9].

As a result, the dual-attention mechanism is expressed as

ci2v =
mi∑
j=1

ai2vj hj ,

cc2v =
mi∑
j=1

ac2vj sj ,

(11)

and the values of a in both attention calculation are obtained
through Eqs. (9) and (10).

AttributionCalculationwithDual-attention.Till now,we have
obtained the estimated conversion probability p(y |x, z) and the at-
tention results ai2vj and ac2vj for each touch point, based on which
we can naturally assign the credits for each touch point j.

Recall that the final conversion estimation is based on the learned
dual-attention vector, i.e., ci2vj and cc2vj , and the final touch point
feature vector xmi , here we adopt a dynamic weighting function

fλ to balance the effcts of the two attentions that

λ =
exp

[
fλ(xmi ,c

c2v )
]

exp
[
fλ(xmi ,c

i2v )
]
+ exp

[
fλ(xmi ,c

c2v )
] , (12)

where λ measures the importance of the click-level attention w.r.t.
that from the impression-level and fλ is a multi-layer perceptron
whose goal is to learn the weight of two attention results for the
final conversion estimation.

Thus, the estimation function r mentioned first in Eq. (6) is that

r (xmi ,c
i2v ,cc2v ) = rconv

(
(1 − λ) · ci2v + λ · cc2v

)
. (13)

Here rconv(·) is a multi-layer neural network for conversion esti-
mation with sigmoid activation function.

Now that we have weighted the contribution of impression-level
and click-level attentions for final conversion estimation, we can
naturally obtain the attribution for each touch point through these
learned patterns as

Attrj = (1 − λ) · ai2vj + λ · ac2vj . (14)

The motivation for building such a dual-attention mechanism
is that we care both the impression-level and the click-level user
behavior patterns to facilitate conversion estimation and the subse-
quent attribution results.

3.4 Evaluation Protocol
With the attribution credits allocated to the touch points along
the user behavior sequences, our focus moves onto the efficiency
of budget allocation based on the calculated attribution credits.
Note that almost all the related works report only the conversion
estimation performance; few of them test the budget allocation
under the obtained attribution credits, except online A/B testing
which is expensive and risky. Here we propose a framework to
offline evaluate the conversion attribution model based on the
historic data of a campaign.

In online advertising, the guideline of the advertiser to allocate
budgets for the subsequent ad delivery on different channels of
the ad campaign is intuitively based on the past performance. The
performance heremeans the effectiveness, i.e., return on investment
(ROI), of the ad delivery onto each channel, which is measured as
the obtained positive user conversions w.r.t. the delivered ad costs.
The most intuitive idea is to allocate more budgets for the channels
or sub-campaigns with higher ROI than others, to gain more user
conversions. However, different attribution methods substantially
influence the ROI calculation results [10]. Specifically, the idea of
our evaluation protocol is to first calculate the ROI performance
results for each channel under different attribution models, and
then utilize the offline replay of ad delivery history to measure the
performance of the obtained fresh conversions and, considering the
costs in the offline replay, calculate the effectiveness results of the
ad delievery for different evaluation baselines. So that, under this
evaluation, the more proper attribution credits one model proposed,
the better performance it would obtain in the subsequent budget
allocation for different ad channels and naturally obtain better
performance through the ad replay evaluation.

Next we will first present the budget allocation method based
on attribution-guided ROI results. Then we illustate our back eval-
uation algorithm w.r.t. the allocated budget scheme for later perfor-
mance comparison.



ROI-based Budget Allocation. In this stage, the first problem is
to allocate the budget {b1, . . . ,bK } across K channels according to
the obtained attribution credits. Here we follow the idea presented
in [10] that

ROIck =
∑
∀yi=1 Attr(ck |yi ) V (yi )

Money spent on channel ck
, (15)

where

Attr(ck |yi ) =
mi∑
j=1

Attrj · 1(c j = ck ) (16)

is the overall credit attributed on the channel ck by aggregating the
credit Attrj of all touch points j’s within this channel, 1(·) is the
indicator function, and V (yi ) is the value of the conversion. After
the ROI calculation we allocate budgets for different channels w.r.t.
the obtained ROI proportion as bk =

ROIck∑K
v=1 ROIcv

× B for channel
ck , where B is the total budget.

Back Evaluation under Reallocated Budgets. The historic data
is a series of event sequences {seqs } and each sequence is repre-
sented as {(qi ,xi , ti ,yi , ci ,oi )} where each user interaction identi-
fied by qi is on the specific channel ci at time ti with cost oi and the
feature vector xi includes the click label information. Each event
is either an ad serving event without conversion (yi = 0) or a user
conversion event (yi = 1).

In addition, we introduce the concept of conversion blacklist. If
the budget of one channel ck is exhausted at moment t , then the con-
version events of all the unfinished sequence with ad serving event
after t on channel ck become invalid. These conversions should
be put into the conversion blacklist. This is reasonable because if
the user cannot observe the ad touch point, it is no guarantee that
she will finally convert at the end of the sequence. Such a back test
result serves as a lower bound estimation of the true but unknown
performance.

Given the budget allocation (b1,b2, . . . ,bK ) across K channels,
we can make the following back test as presented in Algorithm
1. Specifically, the back test goes over the historic events by their
recording time ti . If there is no budget left for the channel ck for the
back playing event (qi ,xi , ti ,yi , ci = ck ,oi ), then put the sequence
indicator seqs into conversion blacklist. After the back test, we can
evaluate the attribution models by the costO and the obtained valid
conversion number Y .

4 EXPERIMENTS
In this section, we firstly present the experiment setup including
the description of two real-world datasets, the evaluation measure-
ments and the compared models used in our experiments. Then we
illustrate the corresponding results for the two-staged experiment
settings. The first stage is for the conversion estimation accuracy
while the second one is for the attribution guided budget allocation
performance over history data. In addition, we have published our
code1 for repeatable experiments.

4.1 Datasets
In our experiments, we apply our model and the compared baselines
over two real-world datasets.

1Repeatable experiment code link: https://github.com/rk2900/deep-conv-attr.

Algorithm 1 Back Evaluation for Budget Allocation

Input: The events {(qi ,xi , ti ,yi , ci ,oi )} ordered by the
serving time ti and the budget allocation {b1, . . . ,bK }.

Output: The total conversion number Y and the total cost O .
1: Initially set the blacklist of sequence list B = {} and the ob-

tained conversion number Y = 0, total cost O = 0.
2: for each event (qi ,xi , ti ,yi , ci ,oi ) in the data do
3: if seqs not in B then
4: if the budget for ci channel bci > oi then
5: O = O + oi
6: Y = Y + yi
7: bci = bci − oi
8: else
9: Put seqs into B
10: end if
11: end if
12: end for

Miaozhen is a leading marketing technique company in China.
This dataset [37] includes almost 1.24 billion advertising logs from
May 1 to June 30 andApril 4 to June 9 in 2013. Specifically it contains
about 59 million users and 1044 conversions. These ad contents
have been exposed over 2498 channels with 40 advertising forms,
such as button ads and social ads. In the dataset, every time a user is
exposed to the ad or click on the ad contents, the exact time of the
user action with the side information will be recorded. Moreover,
it also contains the purchasing information as the conversion of
the user with the corresponding timestamp. The user is tracked
according to the user cookie identifier which is anonymized in
the dataset. With these logs, we are able to reconstruct the time
line of the user action sequence including impression and click
information, the exposure ad channels and the conversion labels
for each sequence.

Criteo is a pioneering company in online advertising research.
They have published this dataset2 for attribution modeling in real-
time auction based advertising [8]. This dataset is formed of Criteo
live traffic data in a period of 30 days. It has more than 16 million
impressions and 45 thousand conversions over 700 campaigns. The
impressions in this dataset may derive click actions so each touch
point along the user action sequence has a label of whether a click
has occurred, and the corresponding conversion ID if this sequence
of touch points leads to a conversion event. Each impression log
also contains the cost information, which will be used in our sec-
ond state experiment for attribution effectiveness evaluation. Since
the channel data are missing so we take campaign as the budget
allocation targets.

Data Preprocessing and Sampling. Since the user conversion is
a rare event, we perform negative sampling in data preprocessing.
Following [12, 37], the sequence preparation and sampling rules
are that (i) if the user has multiple conversion events, her action
sequence will be split according to the conversion time to guarantee
that each sequence has at most one conversion; (ii) we extract the
user action sequences with the minimal length of 3 and maximal
length of 20 with the sequence duration within 14 days; (iii) all of
the user sequences leading to conversion events have been retained

2Processed dataset link: http://apex.sjtu.edu.cn/datasets/13.

https://github.com/rk2900/deep-conv-attr
http://apex.sjtu.edu.cn/datasets/13


and we uniformly sample the sequences without conversions to 20
times of the number of converted sequences.

4.2 Evaluation Pipeline and Metrics
Here we present the evaluation pipeline and the measurements
over the compared settings. Overall, we have two stages of the
experiments.

The first stage focuses on the conversion estimation perfor-
mance which has been widely adopted in the conversion attri-
bution task [12, 13, 37]. Specifically, given the evaluation samples
{ui , {qj }mi

j=1,yi ,Ti }
n
i=1 in the test dataset, the model predicts the

output of conversion probability ŷi after the user going through
each sequence of touch points. There are two evaluation metrics
for measuring the performance of each model. Log-loss is the com-
mon measurement to estimate the classification performance for
the event probability prediction which is the cross entropy as is ex-
pressed in Eq. (7). The other metric is AUC (area under ROC curve)
which measures the pairwise ranking performance of the classifi-
cation results between the converted and nonconverted sequence
samples.

The second stage aims at the performance of budget allocation,
with the calculated conversion attributions, for various channels
or sub-campaigns. According to Algorithm 1, we replay all the test
campaign data w.r.t. the recorded timestamp, and calculate the per-
formance for the below metrics. Note that we set the evaluation
budgets for each model as 1/2, 1/4, 1/8, 1/16, 1/32 of the total budget
in the whole test dataset. The similar evaluation setting has been
widely adopted in online advertising researches [21, 22, 35]. The
number of conversions is the total number of the achieved con-
versions. Profit is the total gains, i.e., total value of the obtained
conversions. The other two metrics are CVR (conversion rate) and
CPA (cost per conversion action). CVR is the ratio of the converted
sequences among all the touched user impression sequences which
reflects the ratio of gain for the ad delivery. And CPA is the cost
averaged by the obtained conversion numbers which mesures the
efficiency for the ad campaign. Note that only Criteo dataset con-
tains the cost information so that our second stage experiments is
conducted on Criteo dataset.

4.3 Compared Settings
In this section, we discuss the compared baselines and our model
settings. We compare four baseline models with our dual-attention
model. We also discuss the advantages of our dual-attention mech-
anism against the normal RNN model with single attention mech-
anism. Note that the click label ground truth z has been included
in the input feature x in the other baseline models, except for our
proposed model which utilizes click as the prediction label, for
equally comparison.

• LR is the Logistic Regression model proposed in [24] and the
attribution is calculated as the learned coefficient values of the
regression model parameter for each channel.

• SP is a Simple Probabilistic model whose idea is derived from [7]
and the conversion rate of each user action sequence is calculated
as in [37] that

p(y = 1|{c j }mi
j=1) = 1 −

mi∏
j
(1 − Pr(y = 1|c j = k)) , (17)

where Pr(y = 1|c j = k) is the conversion probability from the
observed data w.r.t. the kth channel.

• AH (AdditiveHazard) model is the first work [37] using survival
analysis and additive hazard function of conversion with the con-
sideration of the touch point time to predict the final conversion
rate. More details could be found in the paper.

• AMTA is the Additional Multi-touch Attribution model proposed
in [12] which was state-of-the-art for this conversion attribution
problem. It applies survival analysis to model the conversion esti-
mation and utilizes the hazard rate of conversion at the specific
time to model the conversion attribution.

• ARNN is the normal Recurrent Neural Network (i.e., only en-
coder part) method with the single Attention merely based on
impression-level patterns to model the conversion attribution that
ŷi = r

′(ci2v ), rather than sequence-to-sequencemodeling in Eq. (4).
This model is to illustrate the advantage of our dual-attentionmech-
anism for data sparsity problem and multi-view learning schema.

• DARNN is our proposed model with dual-attention mechanism,
which has been described in Section 3.
All the deepmodels are trained separately over oneNVIDIAGeForce
GTX 1080 Ti with Intel Core i7 processor for five hours. The detailed
hyperparameter settings have been described in our published code,
including learning rate, feature embedding size, hidden state size
in RNN cell, etc.

Table 1: Conversion estimation results on two datasets. AUC:
the higher the better; Log-loss: the lower the better.

Miaozhen Criteo
Models AUC Log-loss AUC Log-loss
LR 0.8418 0.3496 0.9286 0.3981
SP 0.7739 0.5617 0.6718 0.5535
AH 0.8693 0.6791 0.6791 0.5067

AMTA 0.8357 0.1636 0.8465 0.3897
ARNN 0.8914 0.1610 0.9793 0.1850
DARNN 0.9123 0.1095 0.9799 0.1591

4.4 Conversion Estimation Performance
Our first evaluation is to measure the performance of user con-
version estimation. Table 1 presents the detailed evaluation re-
sults under different models. From the statistics in the table, our
model outperforms other baselines under both evaluation metrics.
The results also reflect the other findings as below. (i) Both of the
attention-based methods, i.e., DARNN and ARNN, achieve much
better performance for sequential prediction than other compared
models, which reflects the great pattern mining capability of deep
neural networks. (ii) The exciting point process based methods AH
and AMTA has poor classification performance for the conversion
estimation. The reason is that they are designed to model the addi-
tive hazard ratio of conversion for each touch point. Though they
learn the conversion prediction for the whole sequence, they do not
consider much of the sequential patterns within the user behavior
sequence. (iii) For the log-loss metric, the baselines get relatively
higher (i.e., poorer) values than the deep models, which reflects
that these baselines predict the conversion probability with totally
large or small absolute values. Note that, however, AUC has no
relationship to the direct output value of the model but considers
the pairwise ranking performance. So almost all the baselines get
considerably acceptable AUC results.

As for the learning procedure, since our proposed DARNNmodel
captures both impression-level and click-level patterns and opti-
mizes under two types of losses as that in Eqs. (5) and (7), the
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Figure 5: Learning curves on two datasets. Here one “epoch”
means one whole iteration over the train dataset. The ver-
tical purple line means the conversion estimation optimiza-
tion starts in the second training stage.

training procedure of our DARNN model generates two learning
curves in Figure 5. In model training, we firstly make the model
learn the click patterns, i.e., only optimize under the sequential
click prediction loss as that in Eq. (5) and then, after the conver-
gence of the first objective, we turn on the conversion estimation
training, i.e., optimize under both two losses till convergence of the
conversion loss. The convergence of each objective is defined as
two successive rising of the optimization loss. The reason of two-
stage training is to stabilize the model optimization under these
two learning objectives. The similar training procedure has been
studied in multi-task learning for recommender systems [5].

We may easily find from Figure 5 that our model not only opti-
mizes the sequential click prediction, but also learns the conversion
estimation. Moreover, the two learning objectives have been alter-
natively optimized to convergence at the second stage. Both the
click prediction and the conversion estimation achieve excellent
prediction performance.

4.5 Attribution Guided Budget Allocation
In the second stage of the experiments, we evaluate the effective-
ness of different conversion attribution models for budget alloca-
tion. After replaying the historic touch points along the ordered
timestamps, we calculated the total costs and the obtained con-
version numbers of the compared model settings. To calculate the
obtained profits for each model, we make the conversion value
V (yi = 1) in Eq. (15) as eCPA (effective cost-per-action) which is
constant for each model and calculated as V (yi = 1) = eCPAtrain =
(total cost/conversion number) in the training data. The detailed
results are presented in Table 2 and Figure 6. As is presented in
the table, since LR performs quite poor, we eliminate LR results
in the figure for better illustration. Moreover, note that, we also
compared simple last-touch attribution method in the second-stage
experiment. We did not report this heuristic method in our experi-
ments since the result showed that AH baseline model performed
almost the same as the last-touch attribution method which is quite
interesting and needs further investigations in the future work.
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Figure 6: Performance with budgets on Criteo.

From Table 2 and Figure 6, we may find that: (i) As the budget
increases, all the models spend more to earn each user action, i.e.,
the CPA value of each model is increasing, which is reasonable. (ii)
Both of the attention-based neural network models, i.e., ARNN and
DARNNs, achieve relatively better performance compared with the
other models over all the evaluation metrics. The reason is probably
the sequential pattern mining of these two models. (iii) The two
baselines AMTA and AH achieve very similar performance, which
is probably accounted for the similar idea of the additional conver-
sion probability modeling within their models. (iv) DARNN model
achieves the best performance under CPA and CVR, which reflects
the effectiveness our learned attribution values of dual-attention
mechanism. Moreover, this result also shows the advantage of the
dual attention mechanism over single attention model ARNN. (v)
ARNN spends money more aggressive than other models thus get-
ting poor CPA result. The reason may be that its attribution is based
merely on impression-level and the pattern captured tends to long-
term investment on the user behavior. However, our DARNNmodel
spends the budget more economically which leads to more efficient
budget pacing, i.e., lower CPA. This indicates that combining both
impression-level and click-level attention will take advantages of
both long-term (impression to conversion) and short-term (click to
conversion) behavior patterns.

4.6 Comprehensive Analysis
In this part, we look deeper into the learned attribution model. We
first discuss the calculated attribute credits over both touch point
level and channel level, and then analyze the results of the learned
weighting parameter λ according to Eq. (12) which controls the
influence of the two types of user actions, i.e., impressions and
clicks.

First, we illustrate the touch point attribution inMiaozhen dataset
which calculates the averaged attribution credits over all the se-
quence samples with fixed sequence length, on each touch point.
Specifically, here the credits on the jth touch point is averaged over
all the converted sequences with the fixed sequence lengthm as
Attrj = 1

Nm

∑Nm
i=1 yi · Attri j , where Nm is the total number of the



Table 2: Budget allocation evaluation results. CPA: the lower the better; Profit & CVR: the higher the better.
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LR 31.79 29.47 29.77 27.83 27.46 8.022 6.938 4.386 3.238 1.954 576 427 275 181 107 0.0928 0.0910 0.0873 0.0827 0.0748
SP 24.84 22.98 21.29 21.39 20.93 13.07 10.28 7.694 4.648 2.776 452 315 191 112, 62 0.1205 0.1251 0.1223 0.1122 0.1028
AH 24.69 21.84 20.37 18.89 19.32 27.03 22.08 15.38 10.32 5.491 1286 925 607 385 208 0.1120 0.1194 0.1197 0.1183 0.1079

AMTA 24.71 21.91 20.43 18.89 19.41 27.01 21.96 15.29 10.33 5.446 1285 922 605 385 207 0.1118 0.1192 0.1195 0.1183 0.1073
ARNN 26.66 23.98 22.61 19.86 18.96 29.10 23.32 15.81 11.68 7.010 1527 1073 684 452 262 0.1073 0.1137 0.1119 0.1206 0.1174
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Figure 7: Touch point level attribution statistics (Miaozhen).

Figure 8: Attribution of different channels on Miaozhen.

sequences with lengthm and yi is the conversion indicator of the
sequence sample.

Figure 7 illustrates the touch point conversion attribution results
on the sequences with length of 5 and 10 respectively. Since LR
and SP calculate the attribution based on different channels rather
than each touch point, so we cannot get the specific result of these
two models at the touch point level. From the figure we may find
that the credits attributed on each touch point varies over different
models. When sequence length is relatively short, DARNN learns
that the touch point closer to the final touch may more likely de-
rive the final conversion. In longer sequences (with length of 10),
our DARNN model place higher credits for the touch points in the
middle process while the attribution drops a little later and conse-
quently rises to much higher when final conversion approaches.
This phenomenon is reasonable since it is not always correct about
endless ad delivery for the user and, moreover, it reflects the tradeoff
between the ad effectiveness and the user experience of the Internet
service. However, ARNN seems to “average” the credits over all
the touch points within the sequence. Note that ARNN only con-
cerns impression-level contributions, which in contrast shows the
great effects of click-level patterns in our proposed dual-attention
mechanism on the final conversion attribution.
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Figure 9: Attribution distribution over channels on Criteo.
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Figure 10: ROI distribution over channels on Criteo.

The next analysis is based on the channel level attribution distri-
bution. We illustrate the calculated attribution credits of converted
sequences over multiple channels in Miaozhen dataset as that in
Figure 8. The horizontal axis is the channel information varying
from social media to music platforms. Since there is no conversions
on music channel, no credit has been assigned by the models except
LR which takes the learned parameter coefficient of the channel
feature for conversion attribution. From the illustration we can find
that (i) LR, SP, AH and DARNN models assign the highest attribu-
tion credits to search channel, while ARNN and AMTA attribute
the most onto video channel. (ii) SP and AH assign relatively much
higher credits on search channel, while the other models distribute
attribution more smoothly. (iii) Vertical and community channels
have low credits while union channel has much higher attribution
under attention-based models. From these findings we find the
significance of the replay evaluation for attribution guided budget
allocation in the second stage of experiments, since the calculated
conversion attribution credits over different channels vary from
different models.

In addition, we illustrate the attribution credits on Criteo dataset
in Figure 9 and the corresponding ROIck of each channel ck in
Figure 10 which is calculated according to Eq. (15) under different
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models. From channel level, our DARNN model assigns the highest
credits onto channel 5. However, the ROI calculation derives that
all models allocate the most budget credits onto channel 7. This is
reasonable since the ROI is based on both channel level and touch
point level information as that in Eq. (15).

Finally, in Figure 11, we statistically visualize the value distri-
bution of λ which controls the impact from impression-level and
click-level patterns, respectively. As is calculated in Eq. (12), note
that, when λ gets larger the click-level patterns get higher im-
pact on the conversion attribution. We may find from the figure
that the click-level patterns relatively contribute more to the final
conversion estimation, which reflects that the effectiveness of our
dual-attention mechanism for different action pattern mining, as is
described in Sec. 3.3. Generally speaking, the results illustrate the
importance of combining both impression pattern and click pattern
through dual-attention mechanism, especially that the click-level
patterns contribute better under tight budget cases.

5 CONCLUSION AND FUTUREWORK
In this paper, we proposed a dual-attention recurrent neural net-
work model for learning to assign conversion credits over the ad
touch point sequences. Our model not only captures sequential user
patterns, but also pays attention to both impression-level and click-
level user actions and derives an effective conversion attribution
methodology. The experiments show the significant improvement
over the other state-of-the-art baselines.

One of the limitations of this work is that we have not taken the
cost of ad impressions into account in the attention mechanism. It
is of great interest to take the cost factor into modeling and improve
the cost-effectiveness performance in the future as that in the works
[21, 22] of real-time auction advertising.
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