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Abstract

This paper details the development of a first-pales hybrid model capable of simulating
transient thermal performances of a large scaleatahy furnace. In particular, the new
modelling approach combines the advantages of lassical zone method of radiation
analysis and Computational Fluid Dynamics (CFDRrimobust manner, and overcomes the
difficulties of incorporating three-dimensional fidfield within a zone method based model.
The developed model has been validated with congmitre experimental data collected
during an instrumented bloom trial period that uids a long production delay. The results
suggest that the model predictions were in goodeagent with the actual measurements, and
that the model was able to respond correctly wapect to the encountered production delay
during the trial.
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Nomenclature

Abbreviation

CFD Computational Fluid Dynami

MCRT Monte Carlo based Ray Trac

MT Measured Temperatul

PDEs Partial Differential heat conduction Equais

PID Proportiona-Integra-Derivative

PT PredictedTemperature

ST Sel-point Temperature

TEAs Total Exchange Are:

ZM ZoneMode

Symbol

ai correlation coefficien -
ag.n, Asn weighting coefficient in mixed grey gas mac -
Ad area offurnace doc m?
A area of the-th surface zor m?
A area of the-th door occupied surface zc m?
bin correlation coefficien -
Cp specific heat at constant press JketK?
€ errol °C
E. combustion efficienc -

1 Part of this paper (Figures 14, 16; Table 3) was@nted at the 7th International Conference oniéginergy
(ICAE2015), March 28-31, 2015, Abu Dhabi, UAE (Ongl paper title: "Development of transient math&oze
models for a large-scale reheating furnace usitgitihzone-CFD methods” and Paper No.: 699).

U Corresponding author. Current address: Schoolngfirieering, University of Warwick, Coventry, CV4 ZA
United Kingdom. Tel.: +44(0)24765 22333. E-maihy.9@warwick.ac.uk (Y. Hu)



Qr

Q

Qa
Qconv
quel,net
Qenth
Qwe
dconv

R
SFC
SF

furnace efficienc
proportion of maximum firing ra
proportion of minimum firing ra
directed flux are

total exchange are

convection heat transfer coeffici
specificenthalp!

thermal conductivit

grey gas absorption coeffici
derivative gail

integral gai

proportional gai

Low heating value of fu

mass flow rate of gas zci

input mass flow rate

output mass flow rat

Fuel and air mass input from burr
Flue gas mass output from exh:
proportional ban

preheated air energy in|

energy transferred to steel bloc
energy transferred to the furnace water cou
energy in exhaust gases as they leave the fL
fuel energy inpt

energy losses to furnace wi

heat release from i

heat convection ter

heat input of fue

enthalpy transport tel

heat losses through the wi-cooling
heat flux to a surface zone by convec
R-squared valt

specificfuel consumptio
shadowing factc

elapsed tim

temperatur

ambient temperatu

temperature of gas zc
temperature of surface zc
se-point temperatul

time-stey

output of PID controlle

normalized outpu

volume of gas zonge

independent variabl

predicted temperatu
predictedinter-zone volumetric flow ra
reducetemperatur

thermal diffusivity

modelconstar

linear coefficier

guadratic coefficiet

cubic coefficien

densit

Stefar-Boltzmann constant (5.66x10%)
property of materia

time integral variabl

MJ kg
W mtK?
mtatn?

MJ kgt
kg <*

MW
MW
MW
MW
MW
MW m?

G.tonne
S

°C

°C

°C

1

°C
S
°C




1. Introduction

Large continuous walking-beam reheating furnacesuaed extensively in the modern steel
industry to heat intermediate steel products sischl@aoms, billets or slabs (known as stock)
to a specific temperature and through-thicknespé&sature uniformity prior to hot-rolling.
Therefore most reheating processes require preoiseol of the stock temperature over the
entire heating period. One major difficulty howevisrthat the stock temperature is typically
not available as continuously measured data, aaddsssible only by periodic instrumented
trials. Over the years, considerable efforts [x@ye been made to circumvent this difficulty,
resulting in the incorporation of online heating dets in modern reheating furnace control
systems to predict the stock temperature as it mttw@ugh the furnace. The online process
controllers rely on these heating models to cateudad infer suitable zone temperature set
points to dedicated plant controllers such thatdtoek is heated to its required discharge
temperature, with an acceptable temperature lewdl distribution across and through the
stock.

Considerable research effort in improving onlineathey models has been demonstrated
recently, particularly in regard to more rigorousatment of radiation exchange within the
furnace enclosure [3-5]. Despite the improvemerddean existing models still rely largely on
empirical estimation of effective radiation-sourteanperature profiles along the furnace,
usually through interpolation from a relatively lted set of thermocouple measurements, to
determine the net rate of radiation heat trangfethe stock surfaces. Furthermore, these
models do not take into account the full energyabe¢s within the furnace and hence their
application for more rigorous process optimisatisrimited, particularly when competing
factors from heated product quality and furnaceiefficy are to be assessed simultaneously.
Consequently, emphasis is given in the current mpdpethe development of more
comprehensive mathematical models which can be aseaffline (but still relatively fast)
tools by furnace operators to investigate more genaspects of furnace operation and
control.

Although Computational Fluid Dynamics (CFD) techreg have been the most widely used
methods to simulate combustion systems [6-9] withaited local information (species
concentration, temperature, velocity field etdigyt often take several days if not weeks to
provide useful results for large industrial cas€éberefore, CFD techniques are entirely
unsuitable for studying the transient behavioua giractical reheating furnace in real or near
real-time. An alternative approach is to use matiteral models based on the zone method of
radiation analysis [10], namely ‘zone models’, ihigh the furnace enclosure is split into a
finite number of gas and surface zones. In thesgetapthe other mechanisms of heat transfer
(convection and conduction) are incorporated in ithéiation analysis. Solutions for the
estimation of energy balance are then producethdgahkto account all enthalpy transport and
source terms associated with the flow of combusgimoducts and their heat release due to
combustion. Mathematical models based on the zoet#ad have modest computational
requirements and have been found to provide acuegaresentation of thermal performance
for a wide range of industrial furnaces and boi[éds14].



However, a particular challenge associated withzibrge model is that it does not calculate
the furnace flow pattern, and thus this informatmuast be determined by some other means.
Traditionally, plug flow or prediction from confidejet theory [15] have been adopted, but
these are only reasonably valid for relatively ldngnel-shaped furnaces or for furnaces with
simple uni-directional burner arrangements. Consetiy these assumptions are not valid for
modern reheating furnaces equipped with more combplener arrangements in which the
overall flow pattern within the furnace is highlyr¢e-dimensional.

Previous work at the University of South Wales [h@F been directed at demonstrating that
sufficiently accurate furnace flow patterns can digained by ‘one-off' isothermal CFD
simulations through adopting the Thring-Newby gswglicriterion [17]. This particular
technique works well if only individual steady-&durnace operating conditions are to be
simulated. However, when performing transient satiah, flow fields corresponding to each
time-step in the transient zone model are requiredt these cannot normally be
pre-determined since they are a function of thexéumputs which in turn are modulated by
the temperature controller during the simulation.

In view of the above, a suitably fast interpolatgmieme has been developed which utilises a
quadratic model to fit a representative set ofnisonal CFD flow fields sampled by Box—
Behnken designs [18]. Previously, this approach Iesn adopted in a two-dimensional
transient zone model and results were validate@Xperiments performed on a pilot-scale
walking beam furnace [19]. This paper describesdbéeelopment of this approach into a
three-dimensional transient zone model of a lamgesproduction furnace. The developed
model is validated with plant measurements fronria in which a sufficiently severe
transient condition, due to a delay in productiwas encountered.

2. Furnace zoning arrangement and oper ating conditions

The furnace studied has an effective length of 3chwidth of 10 m (illustrated in Figure 1).
The furnace height varies between 4.0 m and 4.lbngahe length of the furnace. In total 71
burners are installed within 6 control zones wifioh low-heating-valuel(HV: 8.73 MJKg)
mixed enhanced fuel gas with a typical stoichioretir requirement of 2.21 kg air/kg fuel.
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Figure 1. Outline of the furnace and zoning arramgat inXY- (upper) anKZ- (lower) plane



Zones 2 and 4 are slaves to control zones 1 awedctively, in other words, their thermal
inputs are set implicitly in proportion to the th&l inputs of the master control zones. The
excess air used in control zone 5 was 0.5 andithall other control zones was 0.8. The
baffle walls physically isolate the neighbouringnttol zones from direct flame radiation
interaction. The hot combustion gases leaving timaace (via two exhaust ducts at the
bottom of the load recuperation zone) pass thraugadiant recuperator in which incoming
combustion air is preheated to a temperature ofoxppately 419C. In accordance with the
zone method, the furnace was split into 16 sectfangoss its length) x 3 sections (across its
height) x 6 sections (across its width); in totadre are 288 volume zones and 794 surface
zones (including 324 surface zones for furnacesy8® surface zones for baffle walls, and
438 surface zones for bloom surfaces).

Previously, Tata Steel had conducted an instrundebteom trial to investigate the actual
stock heating profile. During this trial periodgetfurnace was operating at a production rate
of 127 tonnes per houwhere a total of 73 blooms of dimension 0.355r888mx7.5m were
linearly arranged and transported via a water-abualalking-beam mechanism. As a result, a
bloom was discharged approximately every 180 s1%Q@ mins into operation, a delay in
production was encountered which lasted for appmaktly 120 mins before production
resumed again at 270 mins. In total, 466 tonnestewf| were heated to an average mean bulk
temperature of 1250 °C during the 341 mins of faengperation.

3. Model development

According to the zone method of radiation analyaisgnergy balance is formulated for each
zone (as shown in Figure 2) taking into accouniataah interchange between all surface and
volume zones, the enthalpy transport, source tersssciated with the flow of combustion
products and their heat release due to combug2i@jn [
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Figure 2. Flow field specifications for the zonedab[20]

The radiation component in the energy balance @qnsts written in terms of exchange
factors known as directed flux areas (denotedGlsy, G,S, S,G,, S,S,for gas-gas, gas-surface,
surface-gas, and surface-surface exchange resglgciivEq. 1 and 2), which allow for the
effects of surface emissivity and the non-grey biha of the radiant interchange within the
furnace enclosure. The energy balances on all zgiet a set of simultaneous non-linear
equations which can be solved to determine the ¢eatgre and heat flux at each zone. The
time-dependent internal node temperatures of bloanaswall lining can also be calculated
by incorporating a transient conduction model.



For a system oN volume zones antfl surface zones, the following energy balances ean b
written.
For the i-th volume (gas) zone:

g
ZGGG +2(1 A4/A)GS, oT 42 Ggn kgnVio T = (Qeony). €. 1)
+(que1,net)1 + (Qa)i + (Qenth)i - (ch)i =0

Likewise, for the i-th surface zone:

M (1= Aa/A)SS,0T + T, S,G 0T — AigioT* + Ai(Geony)i = O (Eq. 2)

Radiation loss through the discharge door is meddtly assuming that the door occupies a
fixed fraction Ad/A) of a specified surface zone j of surface &eand ‘shares’ its exchange
areas. The presence of a door does not affectuhetity of radiation arriving on it from all
other zones in the enclosure, but it does howes@uae the radiation that is both reflected
and re-emitted from this surface zone. The emitgetiation is assumed to be reduced by a
factor (FA4/A) in Eq. 1 and Eq. 2 when the door is open, whadtsl for approximately 50
seconds while a bloom is being discharged. Thiattment of the door loss is similar in
concept to the speckled enclosure moddHoftel and Sarofinj10]. Moreover, in Eg. 1 the
determination of heat losses through the waterambalkid and upright structuredy.)
follows that of Newton's law of cooling by specifig an appropriate overall heat transfer
coefficient (which accounts for the effects of that resistance due to conduction, convection
and radiation) from the gas to water side and ¢ispective exposed surface areas in each gas
zone. Energy flow considered in the model is showthe Sankey diagram (Figures 3).

Exhaust

Air preheater Blooms

Water cooling

Que

Fuel input

Q

Heat losses

Qy, fuel energy input.

Q. preheated air energy input

Qu, energy transferred to steel blooms.
Q. energy in exhaust gases as they leave the furnace

Quwe, energy transferred to the furnace water cooling.

Qy, energy losses to furnace walls, including thegnéosses to furnace doors.

Figure 3. Sankey diagram of the furnace model

Figure 4 shows the overall flow chart of the transizone model. First from a given initial
boundary condition the volume-zone energy balamgetons (Eq. 1) are solved using the
Newton-Raphson method [21], to yield the gas-zommperatures 7;). The calculated
gas-zone temperatures are then substituted intsutffi@ce-zone energy balance equations (Eq.
2) to determine the rate of heat transfer to eacfase zone corresponding to the blooms and
furnace wall lining. The temperature distributiomihin the blooms and wall lining can then
be updated by means of a finite difference conductinalysis. The effect of continuous



transport of blooms on their temperature-distaristoty along the furnace was simulated by
a series of discrete pushes at fixed time intervdl®ach push, one bloom is discharged, and
the positions of all remaining blooms (togetherhwiheir nodal temperatures) within the
furnace are shifted forward towards the dischargk &he first bloom position at the charge
end is then substituted with a new bloom at ambiemiperature. Operating conditions can
also be changed at a specific point in time if ssagy, such as production rate and burner
fuel flow rates. At the end of each time-step thdyatic flow model (described in Section
3.2) re-calculates the flow field inferred by newrtver fuel flow rates which are modulated
by the temperature controller. It should be noteat transient response of the flow field
between consecutive time-steps is neglected andjubdratic interpolation scheme simply
interpolates the flow field from one steady stat@hother. This assumption is reasonable as
the time-step used in the transient zone modelelatively small compared to the
time-constant of the furnace thermal response. Whele procedure can then be repeated
sequentially over a series of time steps to prethiet transient furnace operation. The
following sub-sections describe each module irflingchart in more detail.
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Figure 4. Program flow-chart of the transient zoralel



3.1. Calculation of radiation exchange factors

The directed flux areas defined in Eq. 1 and Egef#esent the radiant flux between each
zone-pair and are expressed asativeeighted summation of the total exchange area®\§J E
for each of the number of grey gases used to appat& the radiative behaviour of real gases
(known as Weighted Sum of mixed Grey Gases (WSG@J)ei20]), defined as follows:

Gas — Surface directed flux area,

Ng

G5 = ) agn (T,)(GS),_,. (Eq. 9
=1 g

Surface — Surface directed flux area,
Ng

58= ) 4o (1)) 55),.,_ . (Eq. 4)
=1 8

Gas — Gas directed flux area,
Ng

GG = ) agn (T)(GE), . (Eq. 5)
n=1 ’

The TEAs (denoted by;S,, S,S, and G,G,) are calculated using an updated Monte-Carlo
based Ray-Tracing (MCRT) algorithm [22] which takigo account individual stock
geometry. It should be noted that the physicalctines of the walking-beam and uprights
were not directly taken into consideration duriag tracing (due to unnecessary complexity),
and instead their effects of radiation shadowindgh® bottom surface of the blooms were
approximated by correcting the corresponding rdteswsface radiant heat transfer by a
constant shadowing factoSi = 0.9). As mentioned in Section 2, the furnacesusexed
enhanced gas as fuel which is considerably diftefeom natural gas in regard to its
combustion product compositions. Hence a new s&tV8GG model parameters for this
mixed enhanced fuel gas, as reportedlan et al[16], has been adopted.

In this case the weighting coefficientag{ and as) in the above equations have been
described by second-order polynomials in bitandTs as follows:

agn(Tg) = bin + bynTg + b3 o T (Eq. 6)
and
as,n(Ts) = bl,n + bz,nTs + b3,nTsz- (Eq. 7)

3.2. Furnace flow pattern

The volume-zone energy balance equations descrdaglier require knowledge of the
enthalpy transport terniQ.,) due to the flow of hot combustion gases within fin@ace.
This in turn requires knowledge of the inter-zonasmflow rate within the furnace. In other
words for each inter-zone boundary plane, it isessary to calculate the mass flow into and
out of the zone, illustrated in Figure 5, which qmets an example single longitudinal
sectional-view of the furnace corresponding to dgpioperating condition. It is evident that
substantial flow recirculation may occur and ttewlpattern is obviously far from being plug
flow.
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Figure 5. lllustrative single longitudinal sectibwiew of inter-zone mass flow rate (kg)s

Similarly to the approach used in the previoustglkale study [19], Box-Behnken designs
were used to determine the range of experimentatgpéor conducting the isothermal CFD
simulations. In the current case, the experimetésigns consist of 4 factors, representing
one group of burners in each of the four furnagdrod zones (i.e. control zones 1, 3, 5 and 6).
The thermal capacity of each group of burners waisletl into 5 levels, namely 0%, 25%,
50%, 75% and 100%, which resulted in 125 experialgmints. The inter-zone volumetric
flow rates (dependent variables) were thus coedlab the burner velocities (independent
variables) via a series of quadratic models infoe of Eq. 8.

4 4 4
V=Bt D > Bk B +AX), (k=D (Eq. 8)
i=1j=1 k=1
where:Y is the predicted inter-zone volumetric flow ratg €%); fo is a model constan¥;, X;
and X, are independent variables representing the bweiecities;s; are linear coefficients;
Pii andpi are cross product coefficients (or quadratic amaiaccoefficients when i =gnd i
= j = krespectively).

The divisions of the zone model resulted in 70&nmal planes being generated from which
flow data were required. To predict the flows stiffintly accurately it was necessary to have
a highly orthogonal computational mesh and henpera hexahedral mesh was created with
a nominal cell length of 50mm giving a mesh sizeygbroximately 30 million cells. A series
of isothermal CFD simulations that defines the eixpental points derived from the
Box-Behnken designs were carried out using openeso@FD software OpenFOAM23]. It
should be noted that the furnace was equipped wmdttzle mix burners [24] and hence
complete combustion may be assumed within the bsirs@ that 100% heat is released into
the immediate furnace volume zone where the buraersattached. In such a situation the
combustion and hence the heat release profile nvitte furnace need not be considered.
Consequently flows issuing from the burners aregsirthe products of complete combustion.
Furthermore, the Thring-Newby scaling criterion][Was employed to conserve the ratio of
momentum flow rates of the combustion products filmmners to that within the furnace
under isothermal condition. The only model needeloet activated in the isothermal CFD was



a standardk-¢ turbulent model which is considered adequate imesmting turbulent flow
encountered in a wide range of industrial furnadggsensequently the run time of an
isothermal CFD is considerably shorter than thaa dfill CFD simulation which takes into
account also combustion and heat transfer. Heneeeral hundreds of cases could be
efficiently managed by a relatively small clustédwstributed computing facility.

In order to validate the above approach, 25 aduitionseen CFD cases (i.e. not included in
the initial experimental design) were comparechtvalues predicted by Eq. 8, as illustrated
in Figure 6 for a small selection of the test ca3ée results indicated that the fitted quadratic
model provides reasonable approximatiof\(&®ue of 0.9811) to the actual CFD model.

y = 0.9857x - 0.0009
R2=0.9811 4

-8 -6 6 8
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Test Case 2 (-ve)
Test Case 3 (+ve)
Test Case 3 (-ve)
Linear (Fitting curve)
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Figure 6. Comparison of the CFD (horizontal) anaction calculated (vertical) volume flow
rates (kg $) for three test cases not in the initial experitabdesign
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Figure 7 further illustrates typical mass imbalarfoe each volume zone, expressed as
percentage error relative to the total mass flow that zone. The error histogram shows that
the average mass imbalance in each volume zonéesmshan 1.8%. About 60% of the total
288 volume zones accounted for mass imbalancesssfthan 2%. It is worth noting that
larger errors (above 5%) were only encounteredoinme zones with relatively small mass
flow rates and consequently this poses minimal chpa the accuracy of the overall global
mass imbalance (less than 1%), i.e. the differémteeen the total mass flow into and out of
the furnace.

The calculated isothermal flow field together withe temperature-dependent specific
enthalpy for the air and stoichiometric combustwoducts can therefore be used to calculate
the inter-zone enthalpy transport ter@{y4,) in Eq.1. The temperature-dependent specific
enthalpy can be calculated from the following clatien of Eq. 9 [20]:

H(T) =a+bZ +cZ? +dZ3 +eZ* + fZ° (Eq. 9)

whereZ = (T — 1400)/200 represents the normalised temperatndes, b, c etc. are the
polynomial coefficients given in [20]. To account the fuel lean combustion conditions, the
specific enthalpy of the combustion at a given egair ratio can be calculated from the mass
fraction weighted summation of the specific entredof the stoichiometric products and of
the excess combustion air.

3.3. Modelling transient heat conduction

The transient zone model was described by applyiagalculated surface heat transfer rates
from the three-dimensional furnace enclosure (Bga2boundary conditions to the sets of
one-dimensional (for walls and baffles) and two-gimsional (for blooms) Partial Differential
heat conduction Equations (PDESs) as illustratedahle 1. In the case of the outer furnace
wall which is exposed to the ambient surroundinganbined convective and radiative
boundary conditions were applied. These PDEs weea solved by the Crank-Nicolson
finite-difference numerical method [25], which &atively robust to the choice of time-step.
For the two-dimensional transient conduction modbk alternating direction implicit
solution procedure [26] was adopted to improvecedficy and stability while permitting a
larger time-step to be used. For simplicity, thiesakcfurnace wall structure was modelled as a
single-layer dense refractory material and its ager wall thickness is determined by
matching the overall heat losses to those calalifaten plant measurements.

The temperature-dependent material properties Her ilooms (mild steel) and furnace
refractory are described by the following polynongiquations:

p=ar+a T +aT?+aul +asT +asl” +arl°, (Eq. 13)

whereg¢ is the property (eithek or ¢,), Tis the temperature ifC anda (i = 1,2,...,7) are
polynomial coefficients [20].



Table 1. Boundary conditions and heat flow equatioindifferent conduction models

Dimensions Boundary conditions Heat flow equations
aT (node 1)
— = q, (node 1); 2
Wall  bpppp 00 o7 _ 101 (Eq. 10)
a—T——E(T—T) 0x? «aodt
on  k 2
EO
_7(T4 — T, (node 5).
—~r—t—1t—1 0T 0%T 10T
Baffle — =q. —_— Eq. 11
on ¢ 0x2 aodt’ (Ea.11)
3 02T 0°T _ 10T
N ax?2 ' 9y? adt  (Eq.12
Bloom .4+ a_T=q_ 0x 9y a ot (Eq. 12)
on (a=—-)
4 pCp .

3.4. Implementation of furnace temperature congroll

The simulation of the temperature control strategwlso considered in the transient zone
model, since in practice the fuel flow rates areduoiated in response to the measured
thermocouple temperatures in each control zone. thig particular furnace, only 4
temperature controllers (for control zones 1, @n@ 6) need to be simulated as the other two
(control zone 2 and 4) are slaves (explained ini@e@). It is worth noting that, within the
zone model, predicted temperatures from specifidasa zones close to the actual
thermocouple positions were used to simulate therolbed temperatures since in practice
thermocouples are used to indicate wall temperatArestandard Proportional—Integral—
Derivative (PID) controller [27] was implemented evh the controller output(t) is
calculated by summing the proportional, integrat] derivative terms such that:

t

u(t) = Kye(t) + K, f e(t)dt + Kd%e(t), (Eq. 14)

0
whereK,, Ki andKy denote the proportional, integral and derivatigeng respectively, angt)

is the error, i.e. the difference between measaretl set-point temperature in each control
zone. In Eq. 14u(t) represents the required temperature compensaiative to the set-point
temperatureTsp) at the current time-step and this is then usealdfast the burner fuel flow
rate (i.e. normalising the firing ratgt) between O and 1) in the beginning of the next
time-step as defined in Eq. 15:

v(t+dt) = v(t) + M(Tsp - u(t)). (Eqg. 15)
b

The overall block diagram of the temperature cdlgras illustrated in Figure 8. Hef€max

and Fmin are respectively the normalized (between 0 anthd&jimum and minimum firing

rates of the burners, as required by the formduielf input to the zone model. In the current

study, the controller parameters in Figure 8 haaenktuned so théf, = 0.05,K; = 0.5,Kq =

0.5 andPy, = 200.
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Figure 8. A block diagram of a normalized PID cofiér in a feedback loop

It should be noted that the time-delay associatihd fuel and air valve operation along the
fuel and air piping are not considered in the qurantext and hence the burner firing rates
in each control zone respond instantaneously tongdms in the respective set-point
temperatures.

4. Validation of the virtual furnace model

Before validation of the trial data proceeds, itnecessary to establish an initial furnace
boundary condition for the zone model. As actuahsaeements are limited, this step was
accomplished by running the zone model first fromidcstart-up until the furnace reaches a
steady production condition. This is subsequendifowed by tracing the control-zone
set-point temperatures over the entire period @finlktrumented bloom trial.

4.1. Simulation from cold start-up

In order to establish a reasonable initial furneoandary condition for the zone model, the
set-point temperatures used to start up the furmace determined from the initial condition

of the trial. Figure 9 shows that the furnace Mialhgs took approximately 48 hours to heat
up from cold. This steady-state condition reasgnadflects the actual furnace condition after
a prolonged period of continuous operation. At th@nt, the furnace energy and mass
balance were also inspected, as shown in Table 2.
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Figure 9 Evolution of furnace wall lining tempenads from cold start-up



Table 2 Energy and mass balance inspection atd¢heysstate

Source Value Imbalance
. o} 53.8 MW
Energy input Qs 6.63 MW
Qo 26.9 MW 0
Energy output Qe 19.9 MW o3
gy outp Que 8.09 MW
Q 5.00 MW
Mass input Mb 20.9kg § 0
Mass output Me 21.0kg & <0.1%

@, fuel energy input.

Qa, preheated air energy input

Qv, energy transferred to steel blooms.

Qe, energy in exhaust gases as they leave the furnace

Qwe, energy transferred to the furnace water cooling.

Q, energy losses to furnace walls, including thegnésses to furnace doors (0.67 MW).
Mp, fuel and air mass input from burners,

Mc, flue gas mass output from exhaust.

The energy input was broken down to fuel and aid #he energy output was broken down
into the heat transfer to bloom&yj, walls @), water cooling Quc), and heat loss in the
exhaust Q). The mass balance check was set up between ¢harid air mass input from
burners and flue gas mass output from exhaust. Siugvs that the global energy and mass
imbalances (difference between input and outp@)0a3% and less than 0.1% respectively.
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Figure 10 Gas temperature contour when the furremghed the steady state

Figures 10 and 11 further illustrate the gas anlil t@mperature contours on the same colour
scales. For clarity in discussion of the resuhig, burner positions are also overlaid. It can be



clearly observed that higher gas temperatures ancwgions in which burners are firing, in
particular control zones 3 and 4. The gas temperalecreases when passing through the
load recuperation region towards the charge endentie rate of heat transfer from the hot
gases to the colder blooms increases. The gasteomerature distribution also reflects the
slightly non-symmetrical flow pattern generatedthg swirled flat-flame burners installed on
the roof of the soak zone. Further examination iglife 11 also reveals no significant hot
spots on furnace walls and the furnace wall tenmpezadistribution follows that of the gas
fairly consistently as expected.
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In addition, Figure 12 shows the resultant heapngfile of the blooms within the furnace
with respect to current steady-state set-point ezatpres and a production rate of 127 tdnhr
It can be observed that temperatures on the topbattdm surfaces of the blooms are
comparable which implies consistency in the furnsetepoint temperatures regulation by the
PID controller. Under current steady productiorerdhe blooms are heated to a mean bulk
temperature of 1250C with good temperature uniformity (maximum nodaimperature
difference of less than I'C).

4.2. Comparison of model prediction with trial data

Based on the established initial conditions, simmawas performed for a further 341 mins
during the period of instrumented bloom trial asatided in Section 2. For the purpose of
validating the dynamic response of the zone mateltime-varying set-point temperatures,
as recorded during the trial, were input into thie mperature controller, and subsequently,
the specific wall temperatures (i.e. those simotathe measured temperature of the actual
thermocouples) in each control zone and the tenyoerhistory of the blooms were predicted.
Predictions from the zone model were also comparigd those from the plant's level-2
model used within the exiting furnace temperatungl| system.

Figure 13 (a) shows the measured thermocouple tedype history in each control zone with
respect to variation in the set-point temperatudesing the trial, and the predicted
thermocouple temperature is illustrated in FigBgl). It can be seen that the trends for both
the actual and predicted thermocouple temperatfiresthe controlled temperatures) were
comparable although subtle differences are visiblevertheless, despite the assumptions
made in the modelling and simulation, these resarésencouraging. Both graphs also show
consistent tracking of the furnace set-point tempees, except in control zone 1 during the
period of production delay, where the set-pointgerature during the trial is believed to have
been set intentionally to a relatively lower value order to minimise heat input.
Consequently, the measured thermocouple temperatasanfluenced purely by the flow of
hotter combustion gases from neighbouring contwoks upstream.
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The predicted top, centre, and bottom temperatigtries also compared well, in general,
with actual measurements as illustrated in Figuteliscrepancies between predicted and
actual temperatures in the vicinity of the mateplahse-change region (approximately 150
are noticeable, particularly for the centre positidhis may well be attributed to the
approximated thermal properties of the material irdurthe phase-change process.
Nevertheless, it is clear that predictions from #ome model outperformed those of the
existing level-2 model in most instances, which dastrates the effectiveness of the
modelling methodology.

Top temperature of bloom Centre temperature of bloom

150 150
1250 1 © 1250 .
() ()
5 1000 | 15 1000 | | —
© 2 hours | ® | 2 hours |
g 750 ‘ Delay‘ c 750 ‘ Delay‘
% 500 ‘ ‘ 1 % 500 ‘ ‘ 1
= 250 | |F 250 | |
0~ ‘ — ‘ 0 ‘ ‘ ‘
0 100 200 300 400 0 100 200 300 400
Elapsed time, min Elapsed time, min
150 Bottom temperature of bloom
1250 i + Zone model
o — Trial data
2 1000 ‘ 2 hourS‘ -~~~ Level-2 model
o 750 ‘ Delay‘ B
o
g 500 1 . . )
= 250/ ‘ ‘ ] Production rate: 127 ton/hr
06 L L L
0 100 200 300 400

Elapsed time, min

Figure 14 Predictions of the top, centre and botimperature histories of the instrumented
bloom

4.3. Furnace energy balance audit

During simulation of the trial period, the cumwaithermal energy entering and leaving the
furnace was also calculated as shown in Table 3l@edvas compared with the benchmark
energy balance derived from the same trial. Fitstr@chmark simulation was conducted with
time-step of 20s and the known water-cooled logdsaeld to approximately 19% of the fuel
thermal input. Subsequently with all model paramsefxed, simulations were repeated with
two further time-steps of 5s and 45s. Examinatib able 3 suggests that the zone model
was able to predict the overall thermal behaviduthe furnace with reasonable accuracy.
From the perspectives of stability and convergenioe,time-step only affects the transient
conduction models but not the solution of flowdials discussed in Section 3. Although results
from the investigated time-steps are comparable, ube of excessively large time-steps
should be avoided due to potentially large numéseceors incurred by the finite difference
scheme employed in the transient conduction modales should be chosen to adequately
capture the dynamics of the furnace response.



Table 3. Comparison of furnace energy balanceiblydata and zone model (ZM) results
with different time-step setting

Energy input Energy output Performance

Units O Q@ Q& Q Qw« Q E E SFC
. MW 416 55 189 159 81 42
Traldata o~ 9000 130 450 380 190 100'>1 455 176
ZM MW 414 51 183 158 7.9 43
(dt=5s) %Q 1000 122 444 383 190 104’30 444 181
ZM MW 411 50 182 157 7.9 42
(dt=20s) %Q 1000 12.2 444 383 191 103’40 444 179
ZM MW 412 51 182 158 7.9 43
(dt=45s) %Q 1000 123 442 384 191 10558 442 180

Q, fuel energy input.

Qs, preheated air energy input

Qu, energy transferred to steel blooms.

Qe, energy in exhaust gases as they leave the furnace

Quwe, energy transferred to the furnace water cooling.

Q. energy losses to furnace walls, including theg@nisses to furnace doors (0.67 MW).
Ec, combustion efficiency, 1€+Qr)-(QJ/Qr) as a percentage.

Er, furnace efficiencyQu/Qr as a percentage.

SFGC specific fuel consumptioi@r/tonnes, usually expressed in GJ tohne

5. Product quality evaluation

The product quality was further evaluated using wh&dated virtual furnace model with
respect to the mean bulk temperature and temperatoiformity of the drop-out bloom.
During the production delay period the drop-outditan simply referred to condition of the
last bloom prior to discharge. Since no plant de¢ae available, results presented in Figure
15 are only those predicted by the zone model. iBetfoe start of the production delay the
drop-out mean bulk temperature was relatively stafd within £10°C. However, this
subsequently dropped by approximately@@t the end of the production delay period due to
the lower set-point temperatures incurred on aiki zones, before finally recovering to the
level prior to the production delay.
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The results highlighted an important view that Age set-point temperatures during delay
should be optimised such that production may resaimest immediately without concern of
under/over-heating and temperature uniformity i€ tburation of the delay is known.
Consequently, the zone model enables detailedneffiinalysis of furnace operation to be
performed such that improved understanding of tiraaice temperature response can be
gained and incorporated into furnace delay managestetegies.

6. Model computational efficiency

As shown in Figure 16, even with consumer-levell@ware, the computational efficiency
of the zone model is fairly promising, given thiagite is additional scope for parallelizing the
zone model program architecture, in particulartthasient conduction module (see Figure 4).
The results imply that the zone model is capableeafl time simulation and has great
potential to be used for parametric studies of daen operating conditions or to be
incorporated directly into dedicated furnace opsiaion and control algorithms.
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Figure 16. Comparison of the computing time ofdhses with different time-step setting

6. Conclusions

This paper details the development of a first-pales hybrid model for large-scale reheating
furnaces, and highlights a novel approach of ird&gg a real-time quadratic flow model into

the classical zone method. By correlating a repitasige set of isothermal mass flow patterns
for existing reheating furnace designed by the Beknken method, the quadratic flow
model is capable of predicting unseen mass floeps with reasonable accuracy. It has
been demonstrated that the hybrid model executeto 2170 times faster than real-time
(depending on the transient conduction time-stepyl @hat it predicts the thermal

performances of the furnace (such as overall furrefticiency, specific fuel consumption

and energy distribution) with good accuracy. Nolyahat, but the developed hybrid model
also outperforms the semi-empirical level-2 mods#diin the existing plant when predicting



the heating profile of the instrumented bloom; ¢siraulated controlled set-point temperatures
of the model were able to correctly respond totthmsient operating condition imposed by a
typical period of production delay. Together wits relatively short computing time, the

developed hybrid model could be well suited foroiporation into supervisory temperature
control system or as an offline simulation tool fawvestigating furnace optimisation and

control problems.
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