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Abstract—

Analo,
Hybrid analog-digital precoding significantly reduces thehard- Digital precodiig
ware costs in massive MIMO transceivers when compared to precoding _

fully-digital precoding at the expense of increased transiih power. RE
In order to mitigate the above shortfall, we use the concept
of constructive interference-based precoding, which has den 51 - @)
shown to offer significant transmit power savings when compiaed )
with the conventional interference suppression-based pooding
in fully-digital multiuser MIMO systems. Moreover, in orde r to Sk @ @
RF
users due to the hardware impairments in the transmitters, @
we judiciously incorporate robustness against such vulnebil-
interference-based robust hybrid precoding problem is noeonvex Hig- 1: SChe_matiC diagram of hybrid analog-digital precggdi
with infinite constraints and thus difficult to solve optimally, ~System architecture.
precoding and digital precoding. In this paper, we propose a
algorithm to compute the optimal constructive interference-based
facilitate the implementation of the proposed algorithm ina low- power efficiency for massive MIMO systems is imminent.
complexity and distributed manner. We also discuss blockevel One of the solutions to reduce the hardware costs in a
superiority of the proposed algorithm and its implementation . . P .
scheme over the state-of-the-art methods. 9], which requires S|gn|f|canFIy fewer RF chains co_mpared to
the antenna elements. In this system, the RF chains are con-
interference, Massive MIMO, Semi-infinite optimization problem, . L . e
lterative parallel method. (PSs). '_I'he_ hybrid precoding is pe_rformed in two stages_tadlgl _
precoding in the baseband domain and analog precoding using
. INTRODUCTION Hybrid precoding can significantly reduce the hardware
costs at the expense of reduced spectral efficiency or isedea
which the base stations (BSs) are equipped with hundreds . 2 .
; . . uirement when compared to the fully-digital precodib@H
of antennas, is one of the key pillars of the upcoming 5 q P y-digia’p
. : . ._ore desirable in hybrid precoding-based networks than in
[1, 2]. Similar as in the conventional MIMO SyStemS_\’\Ihm}raditional networks. The constructive interference {Gdsed
. recoding, in which the interference power is exploited to
degrees of freedom resulting from the large antenna arnay & g b P
be used to form narrow transmit beams using precoding in[ a - . L L
massive MIMO downlink system. The conventional recodin0 offer significant transmit power saving in a fully-didita
Y : P Rultiuser downlink system [13-17] when compared to the
digital baseband domain, and they require a dedicated-radcl?ecoding schemes [4, 18]. Therefore, it is judicious t@est
frequency (RF) chain for each antenna element. However, e '

circumvent the potential quality-of-service degradation at the
()
ities in the precoder design. Since the undertaken constriive
we decompose the problem into two subtasks, namely, analog
robust digital precoders. Furthermore, we devise a schemeot schemes that are appropriate in terms of hardware cost and
analog precoding techniques. Simulation results demonsite the | n55sive MIMO system is hybrid analog-digital precoding [6—
Index Terms—Symbol-level hybrid precoding, Constructive pected to the antenna elements through analog phase shifter
PSs in the RF domain as shown in Fig. 1.

Massive multiple-input multiple-output (MIMO) system, "MNiransmit power to satisfy a certain quality-of-service §)o
mobile networks to enable immensely high spectral effigien¢ 2]. Therefore, schemes to improve energy efficiency ara eve
comprise only a few antennas (typically less than ten), the

improve the useful signal power at the users, has shown
techniques in MIMO systems [3, 4] are employed in theonventional interference suppression or cancellatased
e Cl-based precoding to hybrid precoding architectunes i

cost and power footprints of the RF chains pose a significant . 2 .
! . . . order to reduce the transmit power. Some initial resulthis t

obstacle in practical implementations when the number . .
irection are found in [19].

antennas grows large [5]. Therefore, devising novel prigpd L .
9 ge [5] 9 pree Some envisioned use-cases of 5G networks, such as vehicle-
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thors develop a method to design the interference suppressiand its cardinality is indicated b§{.A}. The lettersR andC
based hybrid precoders with robustness against multiglessc symbolize the real and complex-valued domain respectively
interference, inter-symbol interference, and errors mB8s. The operatorsAT, A" and Af correspond to transpose,
In [13, 22] the authors extend the Cl-based precoding t@desiHermitian, and pseudo-inverse of matex respectively. The
precoders that are robust against imperfect channel kdgwle symbol © represents the Hadamard (element-wise) product.
in a fully-digital precoding architecture. The Cl-base@qyd- The operationd-|, ||-||, and ||-||, indicate absolute value,
ing, in which the precoders are majorly determined by the-norm, and Frobenius-norm operations respectively,-)
phase values of transmit symbols and channel elements [18hnds for exponential functio®e(-) and Im(-) denote the
can be highly sensitive to the phase errors in PSs. Howeverréal part and imaginary part of a complex argument respec-
the best of our knowledge, the problem of designing the Gively. The letter j stands for the imaginary unit, and*
based hybrid precoders with robustness against phases ernodicates the complex-conjugate of complex scalar

in the PSs—which is the main focus of this paper—is not

considered in the literature. Il. SYSTEM MODEL

In this paper, we consider symbol-level precodirig a ] ] .
multiuser massive MIMO downlink system. Our goal is to Consider a co-channel multiuser MIMO downlink system

design Cl-based hybrid precoders that require minimunstrargonsisting of a BS equipped with transmit antennas anl

H A
mit power to guarantee a certain QoS to the users in tR& chains, wher& < N. LetkC = {1,.... K} denote a set of
presence of phase errors in the PSs. The resulting optiorizatC Single antenna users served by the BS. ThTe transmit symbol
problem is nonconvex and contains infinite constraints, aNgctor at the BS is given by = [s1,...,sk]", where the

thus difficult to solve optimally. To deal with the nonconitgx  €léments;, indicates the symbol intended for thén user. The

we propose a method to solve the joint analog and digiYMPoIs are assumed to be drawn from/drary phase-shift
precoding problem suboptimally, where we decompose tkgYing (-PSK) constellatiofy and without loss of generality
problem into two sequential subtasks, namely, analog p,((gu._l.o.g.) each transmit symbol is assum_ed to b_e of constant
coding and digital precoding. In this paper, first we preseHfiit modulus. A digital precoded < CR is applied to the
methods to design the digital precoders under the premi&ansmit symbok; and the resulting signals are fed to the
that the analog precoders are fixed. Subsequently, we discBE chains. Each RF chain is connected to all transmit angenna

various schemes to obtain the analog precoders. The m#lFPugh analog PSsThe PSs have constant gains, and w.l.0.g.
contributions of this paper are summarized below: the gains are assumed to be identical, which is denoted by

e The Cl-based robust digital precoding problem is for-€t pnr denote the designed (intended) phase value of the

mulated as a semi-infinite program. An iterative algorith?S that connects theth antenna to theth RF chain, and
is proposed to solve the formulated problem. Closed-forfier = @ €xp(jpnr) denotes the resulting complex value of the

expressions are derived to obtain the error matrices, warieh corresponding PS. Moreovet, £ lary,...,ane]" forms the
required to update the constraint sets in each iteratioe. T@,nalogAprecoder applied toAthe output of title RF chain for
convergence of the algorithm to the optimal point is prover!;, € R ={1,..., R}. LetA = [a,, ..., ap] be the analog pre-

e A low-complexity descent-direction-based iterativéoder matrix. The PSs are assumed to be imperfect, where thei

scheme is devised to facilitate the distributed implentioria actual phase values can vary from their designed phasesvalue
of the proposed algorithm on parallel hardware architectut-€t o»- represent the phase error associated with a PS whose
Closed-form expressions are derived for the descentiitirec designed value is,,.. Then the true value of the PS is given
and step-size, which are required in a descent-directidghaode ) ] )
23] Nevertheless, the proposed techniques can be extenddtetanoddulation
[ : . . formats following the principles in [24].

e To relax the strict latency requirements on the analogsthe proposed method is equally applicable to the partizlyrected
precoders update, we propose block-level analog precodingybrid architecture [12], where the values of the omittecs R& forced to

The paper is organized as follows. In Section II, we presefft:

pap 9 ’ P The phase errors are generally caused by device size lionifahductor

the S.YStem mOdel-.The optimization problem i§ formUIateq Whrasitics, loading effect, etc. The actual vaiues depengazameters such
Section Ill. In Section IV, we propose an algorithm to desigas frequency of operation, PS technology, and resolutind, tgpically vary

the optimal robust digital precoders. An iterative scheme fom 2° to 24° [25, 26].
efficiently implement the proposed algorithm is developed
in Section V. We discuss the block-level analog precoding
methods in Section VI. The numerical results are presemted i Im
Section VII. Finally, Section VIII concludes the paper.

Notation: Bold lower-case letters (e.ga) denote vectors
and bold upper-case letters (e.4.) denote the matrices. The K a,/\p =0
symbola,, represents theth element of vectos, a,. indicates Re
the rth column of matrixA, anda,,, stands for the entry in
the nth row andrth column of matrixA. A denotes a set,

Fig. 2: Phase error around the designed value of a PS.

p+é

lin symbol-level precoding, the precoders are updated atyessmbol-
interval, whereas, in block-level precoding, the precedame kept constant
for a block of symbol-intervals.
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(a) QPSK (b) 8-PSK (b)
Fig. 3: Cl-regions (in the blue shaded area) of constelatid-ig. 4: Rotation of transmit symbol along with the corresgron
symbols. ing Cl-region.
by aexp(j(pnr + ¢nr)) = anrenr, Whereen, £ exp(jon) Consider a transmit symboi; at an angled and the

represents the resulting multiplicative complex erropaited corresponding received signgi, as shown in Fig. 4(a). The
with the PS. We assume the phase errors are bounded withfnbol s, can be rotated onto the positive real axis by mul-
a known bounds such that—§ < ¢,,. < 4, as shown in tiplying it with its conjugates;. Fig. 4(b) depicts the rotated
Fig. 2. Let the setf denote the infinite set of all possibleSymbolsj s, along with the corresponding Cl-region and the

: H . R i * * T K
error matrices that are associated with the analog precofetated received signatiyr = sihl(A © E)Y .2, des.
matrix A, i.e., From the figure, we can deduce that the sigegl; lies

N NxR in the Cl-region when the following condition is fulfilled:
EL{E | EeCV  |en,| = 1,|Zepr| < 6,¥n € NVr € R} _mGsivil - < 41,9 VE € €. Extending the Cl-based fully-

Re sZyk)—'y

Let by, € CN be the frequency-flat channel vector betweefigital precoding in [13], we formulate a semi-infinite prag
the BS and the:th user, which is assumed to be known at thE30-32] to implement the above-stated objective as
BS [27, 28]. Letn, ~ CN(0,03) represent the i.i.d. additive 2

K
white Gaussian noise at thgh user. The received signg) minimize AZ dpss (2a)
at thekth user can be expressed as A {di}rex Pt
K K
. *1. T
yr =hl(AOE) <Z dm) + ng, 1) 5.t |fm (S’“h’“ (AOE) Z sze) =
— =1
. =1 K
where the error matriE € £. (Re (SZEZ(A ®E) de‘sf) _ %) tan 0,
=1
I1l. PROBLEM FORMULATION VEec EVEe K, (2b)
The Cl-based precoding is a linear precoding technique that lanr| = a, VYneN,VreR, (2¢)

B e e e e e ot o e = /1, and the Qo contolin paramet
> P q L 9 ’ . . ) Fk/sine, with T, indicating the threshold-margin at the
signal at each user lies in the correct decision-region wafth

least ahreshold ; ¢ th dina decisi kth user. In the above problem, the objective function (2a)
cast anhresnold-margin away Irom the corresponding decision, ;. i, o5 the total transmit power at the BS. The constsaint

boundaries [13, 14, 29]. The part of a decision-region th%t (2b) enforce the received signals to lie in the appropriat

s a thre_sho_ld-margin away fro_m the correspond_ing deCiSieﬂ—regions for each uselVE € £. The constraints in (2c)
boundaries is called asonstructive interference-region (Cl- enforce the constant gain of each element of the analog

region). The Cl-regions of constellation symbols in thescas precoder matrixA. By substitutinghy, £ s,’;flk and treating

QPSK and 8-PSK are illustrated in Fig. 3, whéreepresents the composite precoding terEK dys, as a single precoder
- i - i =1 G5t
the threshold-margin. The enforced threshold-margingrobn b, problem (2) can be reformulated as [13, 33]

the achieved symbol-error-rates (SER) and hence the irggult

QoS at the users. minimize ||Ab]|[* (3a)
In this paper, we extend the Cl-based precoding concept to A B T

the hybrid precoding architecture. Our objective is to gesi s. t. ‘Im (hp(A® E)b)‘ <

hybrid precoders with the minimum transmit power at the (Re (hj(A ® E)b) — ;) tan®,

BS, such that the received signal at each user lies in the VE € E,Vk € K, (3b)

Cl-regions of the respective transmitted symbols. Notd, tha
when the non-robust precoding is employed, the phase errors lanr| =a, Vn €N, vreR. (3¢)

in the PSs can drive the received signals at the users outslde optimal effective digital precodés* of problem (3) and
the corresponding Cl-regions, resulting in increased SER. the optimal original digital precoderd; of problem (2) are
overcome this drawback, we incorporate robustness into ttetated byd; = %,Vk € K [13].

hybrid precoding to ensure that the received signal at eseh u The problem (3) is nonconvex and difficult to solve opti-
lies in the appropriate Cl-region for any error matiixe £. mally, due to the following reasons: i) bilinear coupling of



analog precoder matriA and the digital precodeb, ii) which corresponds to the non-robust precoding problemen th

the nonconvex domain of the elements Af and iii) the first iteration.

constraint in (3b) must be satisfiaEl € £, i.e., the number

of constraints is infinite. We propose a sequential optitivza minimize

approach that decomposes the problem into two subproblems, - ;

namely, analog precoding and robust digital precoding. In s.t. +1Im (hk (AGE)b) <

Section IV and V, we consider the robust digital precoding T, i

and its efficient implementation under the premise that the (Re (h’C (A©E)b ) _%) tan,

analog precoder matrix is fixed. Subsequently, in Section VI VE € £it,Vke K, (5b)
tudy th I der design techni . - .

we study the analog precoder design techniques m (hZ(A . E)bl) <

(Re (h;';(A O] E)bi) — %) tan 6,
IV. OPTIMAL ROBUST DIGITAL PRECODING VE ¢ 5;: Vke K. (50)

T
Ab’

(5a)

In this section, we design the worst-case robust digitd) the subsequent iterations, this problem comprises aefinit
precoderb* of problem (3) when the analog precoder matrigubset of constraints of problem (4): the constraint (5b) fo

A is fixed to A. The resulting problem can be expressed ase¥ery error matrixE € £;*; the constraint (5c) for every
semi-infinite problem given by error matrixE € &, Vk € K. The problem (5) can be

solved optimally using any general purpose solver, e.eg, th
2 interior-point method. In Section V we develop a customized
AbH (42)  scheme to solve it more efficiently. Lbt* denote the optimal
oA solution of problem (5) in théth iteration.
s.t. +Im (hk (AQE)b) aS In the second stage of thih iteration, we compute the
(Re (h{(A ® E)b) _%) tan®, VE € £,Vk € K, (4b) Worst-case error matrices of constraints (4b) and (4c) at
b = b™, Vk € K. The worst-case error matrif}" of
@E)b) < constraint (4b) is defined as an error matiix € £ that
violates the constraint (4b) with the largest margin, ofilfal
(Re (hZ( © E)b) —’Yk) tanf, VE € £,Vk € K, (4€) it with the smallest margin when the constraint is satisfied
VE € &, for the kth user atb = b’*. Equivalently, the

where the constraints in (4b) enforce the received signal &for matrix E;" € £ causes the received signgj at the
each user to lie below the anti-clockwise boundary and théh user the farthest away from the Cl-region in the anti-
constraints in (4c) enforce them to lie above the clockwigdockwise direction (see Fig. 5), when the digital precoder
boundary of the corresponding Cl-regiofe € £, as shown Set tob™. Similarly, the worst-case error matrix of constraint
in Fig. 5. We assume that problem (4) is feasible. Based &) for the kth user, denoted ak", drives the received
the cutting plane method and alternating procedure [31, 32], Signaly; the farthest away from the corresponding Cl-region
we develop an iterative algorithm to efficiently solve th# the clockwise direction. The closed-form expressions to
formulated semi-infinite program by exploiting a structur€omputeE,;™ and E;"~ are presented in a below paragraph.
in the prob'em, name'y' the constant magnitude property UpW, if E;€+ violates the constraint (4b), .then it is added to the
elements of error matrif € £. corresponding set of error matrices, gt — gitUEL
Similarly, if the error matrixE;~ violates the constraint (4c),
then it is included in se€\"™" i.e., V)™ = £~ UEI".
When bothE;" and E| ", Vk € K, satisfy the constraints
Anti-clockwise decision boundary (4b) and (4c) respectively, we conclude that the solution of
i+ ~<—Anti-clockwise boundary of Cl-region problem (5) is the global optimal solution of problem (4) and

minimize
b

—Im (hZ(A

Im

\k . .
Re 4 s thus terminate the algorithm.

Optionally, in order to reduce the number of constraints
of problem (5) in the subsequent iterations, the redundant
constraints can be dropped [32]. To this end, we identify
éhe error matriceE € f,';'j that result in strict inequality
of the corresponding constraint in (5b) for the given digita
precoderb™ and exclude them from the s%*. Similarly,
the error matrice® € 8};‘ that cause strict inequality of the

We initialize the algorithm (iteration numbér= 1) with corresponding constraintin (5c) are excluded from the&get
sets€;" = {1} and€;” = {1}, Vk € K, wherel isanN xR Closed-form expressions for worst-case error matrices:
matrix with all elements equal to 1. The proposed algorithithe worst-case error ma\triceE};+ and E};_ for k € K,
comprises two stages in each iteration. In the first stagheof tof constraints (4b) and (4c) for a given digital precodér
ith iteration we solve the following convex quadratic prable can be obtained by solving problems (6) and (7) respectively

. <«— Clockwise boundary of CI-region

Fig. 5: Anti-clockwise and clockwise drifts of the receive
signals from the Cl-region.



E;" = argmax (—l— Im (h;(A ©) E)b“) - (Re (hZ(A ©) E)bi*) - yk) tan 9) . (6)

lenr|=1,|Zenr| <6

E!” = argmax (— Im (hZ(A ©) E)bi*) - (Re (h-,';(A O] E)bi*) - %) tan 9) . (7)
lenr|=1,|Zenr|<o

vit = +1m (hg(A ® E;’j)b“) - (Re (hg(A ® E;’j)b“) - ~yk) tan 6. @)

Vi~ = —Im (hg(A © E;’;)b“) - (Re (hg(A ® E;’;)b”) - 'yk) tan . 9)

These problems are nonconvex due to the nonconvex domaltigorithm 1: Optimal robust digital precoding

of optimization var!ablegnr,Vn € N,¥r € R. We explon 1 Initialize i = 1, 5? = {1}, 52— = {1}, Vk € K.
the constant magnitude property of elemept and derive a
closed-form expression to the worst-case error matrices (s
Appendix A), which are given by

2: loop
3:  Computeb?™ by solving problem (5) [e.g., using the
proposed scheme in Section V].

Eit = Ut + jWH, (10a) 4 ComqueE};+ andE}~ using Eq. (10a) and Eq. (10b)
B —U 4+ W, 10b respectivelyyk € K.
k +J (10b) 5. Computev;” andv,  using Eg. (8) and Eq. (9)
where the elements of the above matrices are computed as respectively. ‘ ‘
. Im(2py) cos 6 — Re(zp,) sin 6: If v;" >0, then addE}" to set&;". Similarly, if
ut = max (cos d, o] ) , (11a) v;” >0, then addE to set&} .

. Break, if both v!* andv!~ are non-positivérk € K.
Re(zny) + Im(2p,) tan 6 roobreax k k

wh = V1= (uh)2, (11b) 8 i<+ i+ 1.
IRe(2nr) + Im(zp,) tan 0 9: end loop

— Im(zp,) cos @ — Re(zy,,) sin 9)

|anl

U, = Mmax (cos 0,

(11c)
(5), which needs to be solved in every iteration. In thisisegt
1—(unr)?, (11d) we develop a customized scheme to solve problem (5) in
a parallelized manner in order to reap the benefits of any

with Z £ (hk(bi* ® A. (Indicesk and i are dropped available parallel hardware and thus speed up the algorithm

from the matricedU+, W+, U~, W—, and Z for notational Moreover, the proposed scheme facilitates the exploitatio

simplicity). special structures preser_n in Alg. 1, w_hic_h I_eads to a_signifi
Substituting the optimal squtionEfj and E;;_ in the cantly reduced computational complexity in implementing t

objective functions of the problems (6) and (7), we obtaim tHfl90rthm..

corresponding optimal value/%* andv}'c‘, which are given by In the foIIqwmg, f|rstly_ we transform the complex-valued
Eq. (8) and Eq. (9), respectively. A non-posit'w? implies proplem (5) into an equivalent real-valued problem and the_n
that b’ satisfies the constraint (4b) for tfi¢h uservE € £. derive its dual problem. Subsequently, the dual problem is
On the other hand, a positive value fof™ implies that the SOlved iteratively, as in [34, 35], to obtain the optimalaan
constraint (4b) is violated d = b* for the error matrixE}j; of the pr|m_al problem by performmg the following steps:ffirs

a positivev,i‘ means the constraint (4c) is violatediat= bi*  an approximate problem is constructed for the dual problem

_ —Re(znr) + Im(zp,) tan

Y = 1" Re(zny) + Im(2ny) tan ]

)T

for the error matrixE:~, for the kth user. that delivers a descent-direction of the dual problem at a
The above algorithm to design the worst-case robust digi@V€" Point. Next, the approximate problem is decomposed
precoding is summarized in Alg. 1. into multiple independent subproblems, which can be solved

Theorem 1: When Alg. 1 terminates after an Ith iteration in parallel. Afterward, a closed-form expression is dedifer
the optimal solution b’* of problem (5) is equal to the optimal the optimal solutions of the subproblems. Finally, we deriv

solution b* of problem (4). a closed-form expression to compute the step-size, which is
Proof: see Appendix B-1. required to update the current point in the descent-doacti
Theorem 2: The sequence, b'*, b2*, ..., of optimal solu- Let F.2,-(X) be a function that transforms a complex matrix

tions of problem (5) generated by Alg. 1 converges to the X to a real matrixY such that

optimal solution b* of problem (4). ReX). —Im(X
Proof: see Appendix B-2. Y = Foor(X) £ [ImeEX))i Reéxﬂ : (12)
V. LOW-COMPLEXITY PARALLEL IMPLEMENTATION Let f..(x) be a function that transforms a complex vec-
SCHEME tor x into a real vectory such thaty = fuo,.(x) =

The major part of the computations involved in the proposd&e(x)", Im(x)T]T. Let My 2 F.o.(A). We define the sets
robust digital precoding algorithm is contributed from pplem of the analog precoder matrices of problem (5) in the real-



valued domain as below (the iteration indeis dropped for obtained by discarding thesth element from vector\?,
notational convenience). andr_,, denotes the vector obtained by eliminating thth
N B N X elementr,, from vectorr. Let A £ [\;,..., \w]" denote
My ={M= ]:CQT(% OF)[Ec&}, Vhek, (13) the optimal solution of this problem. Then, according to the
M; E{M=Fo (AOE) |Ec€&}, VkeK. (14) Jacobi theorenh — A represents a descent-direction of the
Furthermore, we define the followings 2 f.o,(b), £ 2 objective fgnct;)on of problem (21_) [34, 37]. Thert_eforg, the
Fuar(hy), and curren_t pqmt)\ can be updated in the descent-direction of
car ' the objective function of problem (21) as
I, 0 0, I .
Im, £ [0’ _I] , I £ [I, 0} ; (15) APFL= NP P (X = AP), (24)
pr = Ify, qr =Iifitand, 7, =q,tand. (16) Wwheren® is an appropriate step-size, with< n” < 1. When
i , i A = MNP the iterative algorithm has converged to the global
In Eq. (_15),1 and0 are N x N identity and zero matrices optimal solutionA* of problem (21).
respectively. Now we can reformulate problem (5) in the-real Decomposition of the approximate problem: The objective
valued domain as function in (23) comprise$¥ summands, where each sum-
minimize ||M0g||2 (17) mand contains only one optimization variablg. Therefore,
g . we can decompose problem (23) if6 independent subprob-
s.t. (+pr —ar) Mg+7, <0, YM € M} Vk € K, lems [34], each involving only one optimization variablg,

(—pk —aq) Mg+ 7, <0, YM € M, ,Vk € K. @S

N . 2
The Lagrangian function of the above problem can be written Aw = ar/\grr>110n HN—wAgw + nw)‘wH = TwAw, (25)
as w

Yw € W, where the constant™ A" has been dropped
L(g.N) = [Mogl” — (TN) g +1TA, (18)  without affecting the optimal solution.

where X denotes the vector of Lagrange multipliers. The Closed-form solution of the subproblems: The objective

matrix ¥ and vectorr are given by Eq. (19) and Eq. (20)function in subproblem (25) is convex in,, and it comprises

respectively. Taking the infimum of the Lagrangian functiognly an affine inequality, namely),, > 0. According to

Z(g,\) w.r.t. g we obtain the dual function in terms o, Slater’s condition the strong duality holds for the subpeab

and subsequently, we formulate the dual problem of (17) agnd its dual, and KKT conditions are satisfied by the primal
o 2 T and dual optimal points [36]. The Lagrangian of subproblem

minmIzZe [INA[I" =x"A (21) (25) can be written as
. 2

whereN £ M Note that problem (17) is convex and it L Nws pw) = [N 4 00| = rwde = pwda,

comprises only affine inequalities g. Therefore, according (26)

to the Slater’s condition, strong duality holds for this iplem  where ., is the Lagrange multiplier. Using the KKT condi-

when it is feasible [36]. Moreover, one of the KKT conditionsions we derive a closed-form expression fof as

dictates that the Lagrangian function (18) has a vanishing

gradient w.r.tg at an optimal prima) p*oing* and an optimal Ay =max [0 1 (r_w —nTN_ AP ) _ (27)

dual pointA* [36]. By setting%g’)‘) = 0 we obtain the g2\ 2 b -

expression for an optimal primal poigt of problem (17) in

terms of the corresponding optimal dual poiit as

(Mg M,)~!

Optimal step-size computation: Based on the exact line
search method [34], we can formulate an optimization prob-
N . lem to compute the optimal step-sizé that minimizes the
& = 2 TA™ (22) objective function of problem (21) between the current poin

In the following, we design an iterative algorithm to solhet A” and the descent-directiok as

dual problem (21) optimally. ) ] 2 7 ]

Approximate problem: Let W be the total number of ' = aﬁ%ﬁ? HN (Ap A= Ap)) H - ()‘p A= )‘p)) '
elements in vectox and W = {1,...,W}. In problem o o
(21) the objective function is convex in each variablg for (28)
w € W. Therefore, based on the Jacobi theorem [34, 37] we i
construct an approximate problem for problem (21) injgtte  The function f(n) in the above problem is convex and dif-
iteration around a given poiX” as ferentiable iny. Differentiating f (n) w.r.t. n and equating the

W gradient to zero, we obtain a closed-form expression for the

g\ninimize (‘ \N—w)\’iw n nw/\wH2 S Tw)\w) optimal solutionn? of problem (28) as

w>0,weWw

(23) 7 — —2(NA)TN(A = AP) + 1T (A — NP) 29)
. . . . - N T R .
where N_,, denotes the matrix obtained by discarding the 9 (N(A B )\p)) N(A— AP

wth column n,, from matrix N, A?  denotes the vector




@ & [V )@~ P, (M (@ =P (M) (e~ pi), - (M, ) (e — i),
(M) (@ P (M )@+ o) (Mg )T +Bace o (M, )(aw+p)]s (19)
r [T111><L1+, .. ,TKIIXLr‘,ﬁllXL;, e aTKIIXL;(}T’ 20)

whereM is themth element ofM[, M is themth element ofM, L} £ #{M;’}, andL; = #{M,}.

Termination: When A = M the iterative algorithm has systems, namely, continuous-valued analog precodersnff] a
converged to the global optimal solution of problem (21)][34codebook-based analog precoders [10, 38]. A continuous-
If a finite numerical precision is sufficient, the iteratiaza be valued analog precoder has more degrees of freedom when
terminated wheff APt —X®)|| < ¢, wheree is a sufficiently compared to its counterpart, as each of its elements can take
small positive scalar. any phase value between 0 afd. However, its realization

The above-proposed scheme to solve problem (5) is suraquires expensive high-resolution tunable PSs. In centia
marized in Alg. 2. During the implementation of the schemepdebook-based analog precoding, the analog precoders are
we exploit structures in Alg. 1 and Alg. 2 to reduce the conselected from a predefined codebook that is commonly rehlize
putational complexity. We note that in matricdsand N in in hardware with switchable spatial filter banks composed of
the proposed scheme, each column corresponds to a cohstiagxpensive fixed PSs [39]. Due to a lesser degrees of freedom
of problem (5). By exploiting the fact that problem (5) ret®i the codebook-based analog precoders require an increased
all constraints it obtained in the previous iterations, ves ¢ transmit power to fulfill a certain QoS as compared to the
reuse the corresponding columns &f and N and compute continuous-valued analog precoders.
only those columns that correspond to the newly added con-Paper [19] compares the performance of different symbol-
straint$. Similarly, we can reuse the computatioﬂuaw||_2 level analog precoder design techniques in a Cl-based dybri
andn] N_,, that correspond to the inherited constraints iprecoding system. Employing the symbol-level analog pre-
Eq. (27). Furthermore, Eq. (24) can be exploited to reduee thoders, however, can become inappropriate in many scenario
computational complexity associated with computing tle@st such as ultra-low latency applications of 5G networks hgwin
sizen? in Eg. (29) by reusing the previously computed termsymbol duration requirement of few microseconds [20]. In
NAP~ L, Nj\”_l,rT)\P—{ and ™A1 We also exploit the such cases, the symbol-level analog precoding can cause
fact that matricesA andM,, remain the same in all iterationsdrastic performance degradation in hybrid precoding syste
of Alg. 1. Therefore, the matriA 2 (MEI\Q/Io)*1 in Eq. (22), with inexpensive PSs having the transient response time in

MDT LA . . the order of microseconds (e.g., PSs comprising RF MEMS
_and 2 M"A in computingN can be reused in every[40]). To overcome this shortcoming, we propose the block-
Iteration. level analog precoding, where an analog precoder matrix tha

is suitable for a block ofl" symbol-intervals is designed.
We choosel’ < Ti, whereT; is the coherence time of the
— o - channel so that the block-level analog precoder matrix can
1 Initialize p = 1 and A" to any non-negative values. e designed using the known constant channel matrix. In the

2: loop L following, we extend the methods of [19] to the block-level
3:  Compute the descent-directidnusing Eg. (27) analog precoding.

[each element i\ can be computed in parallel].

Algorithm 2: Low-complexity parallel implementation
scheme

4.  Compute the step-siz¢” using Eq. (29). A. Continuous-valued analog precoder design

5. Update the current point """ using Eq. (24). 1) Conjugate phase of channel (CPC) method: In this

6 Break, if [|APTY — AP <e, method, the BS assigns an RF chain to each user. Then,

o opeptl the array gain between thith user and the associated RF

8: end loop . chain is maximized by assigning the conjugate phase values

9: Computeg™ from A" using Eq. (22). Subsequently, o the elements of the channel vecior to the corresponding
obtain complex vectob* from g*. elements of the analog precodgy, i.e.,an, = aexp(—j6nk),

where 3, indicates the phase value of theéh element of
channel vectorh;, [6]. We remark that in this method the
analog precoder matrix is independent of transmit symbol
vector and remain the same as long as the channel is constant.

In this section, we discuss techniques to design analggys, the method is inherently suitable for block-levellaga
precoders in the Cl-based hybrid precoding setting. Twesypprecoder design.

of analog precoders are generally used in hybrid precoding
B. Codebook-based analog precoder design
51t is observed that, as the algorithm progresses the nunfbesnstraints

inherited from the previous iterations is significantlyger than the number In the codebook-based analog precoder deS|g!1 techniques,
of newly added constraints. the analog precoders are chosen from a predefined st

VI. BLOCK-LEVEL ANALOG PRECODING



{ci,...,cc}, whereC > R. Let C £ [cy,...,cc| be the VIlI. NUMERICAL RESULTS

corresponding .cod.ebook matrix.. For the simulation, we employ the geometric channel model
1) Margin widening and selection operator (MWASO): [6, 44], which is given byh;, = %25—1 aku(®h),

In [19] a sparsity-based analog precoder selection teclenid,,nare 7 denotes the number of pro -

termed as MWASO, is devised to selektanalog precoders set to 15 in the simulation)at ~ CA(0,1) is the

from the codebook that maximize a utility function. Here, W%omplex gain of thefth path, u(®%) denotes the uni-

extend this technique to enable block-level analog prerg)diform linear array (ULA) response vector in the azimuth

overT symbol-intervals byformulatingabIock-sparsity-basegr]g|e d%. The angle ® is drawn from the uniform
Co ‘- ¢

convex optimization problem [41, 42] as distribution over [0, 27]. The ULA response vector is

given by u(®) = \/—%[l,exp(jkdsin(fb)),...,exp(j(N -

pagation patlis i§

%Q:}E?}ZETT +ellXlla, (30a) 1)kdsin(®))]T, wherek = 27/\ and the inter-element spac-
ST T _ _ ing d is set to half-wavelength\/2. The phase errors are
5.t {Im (S’“hkcxt)‘ = (Re (Skhk Cxt) (v T)) tand, gistributed uniformly on the intervgl-6, +4].

Vke K,VteT. (30b) In interference suppression-based precoding systems, the
SINR metric is generally used to measure the quality of
In this problem,v, — Y determines the minimum marginreceived signals, as the SINR controls the achieved SER.
between the received signals and the decision boundafitvever, in Cl-based precoding systems the interferermespl
of the associated transmit symbols of tia¢h user over a constructive role, and it does not necessarily cause symbo
all T symbol-intervals. The optimization variablé in the errors; therefore, the SINR is not an appropriate metric to
objective function along with the constraints in (30b) fesc measure the quality of received signals in this system. dieior
the received signals towards the interior of the Cl-region fto quantify the received signal quality in Cl-based prengdn
all K users over allT symbol-intervals. The optimization a noisy environment, we introduce a metric callédeshold-
matrix X £ [x;,...,x7] € CO*T acts as the selectionmargin-to-Noise power Ratio (TNR), which is defined as
operator. The mixed/,; norm in the objective function TNR, £ % It is the ratio of the margin between the
promotes row sparsity on matriX [42], thereby allowing the Cl-region and the corresponding decision boundaries to the
selection of analog precoders from codebook maixhat noise power, and directly influences the achieved SER. The
are appropriate for all' symbol-intervals. The positive scalarempirical relations between SNR, TNR, and SER for different
e is an appropriate weighting factor, which can be chosemodulation schemes are provided in Appendix C.
e.g., using bisection method, to force the number of noo-zer
rows in X to R. Subsequently, the columns of the codebook. QoS degradation due to errors in PSs
matrix C that correspond to the non-zero rows of the optimal Fig. 6 plots the percentage increase in SER for different
solution X* form the analog precoder matriX. We remark phase error bound, when the non-robust Cl-based hybrid
that the digital precoders;, v € 7 are not optimal due to the precoding is employed. In the figure, we notice that as the
row-sparse promoting teriX||, , in the objective function. value ofs increases the SER increases significantly. When the
Therefore, they are not reused while computing the robygimber of transmit antennas is relatively small, the inseea
digital precoders in Section IV. We also note that this mdthgn SER is substantial (approx. 125% foé = 32). On the
is suitable for a fully-connected hybrid precoding arcttit®e other hand, the proposed robust precoding is designed to
with all PSs having an identical gain. handle the worst-case scenario; thus it completely elitaia
2) Best matching code selection (BMCS) method: In this the symbol-errors resulting from phase errors in PSs (1%.,
method, for each user the analog precoder from the codeb@®&R increase).
C that maximizes the inner product with its channel vector
is selected [19]. Similar to the CPC method, this method 150

designs the analog precoders independent of transmit dymbo _:_xzzi
vectors, and hence it is inherently suitable for block-leve —— N =198
analog precoding. 100 [

Remark: The proposed Cl-based robust hybrid precoding
assumes the conventional hybrid precoding architectyse ty
ically considered in the literature. Therefore, the citgui
power consumption of the conventional hybrid precoding.(e.
detailed in [43]) and that of the proposed precoding are the
same when we employ the proposed CPC and BMCS methods. 0
When the MWASO method is employed at every symbol, even
though it needs frequent switching of codes using RF swiiche
due to significant saving of transmit power compared to thlég. 6: SER increase vs. phase error bounih the case of
conventional precoding (up to a few watts as demonstrat€titbased non-robust hybrid precoding fBr= K = M = 4,
in the next section) the operational power associated wigh tTNR = 2,7 = 1, and CPC analog precoder design.
switches (few milliwatts [43]) becomes negligibly small.

Increase in SER (in %)

I |
0 5 10 15 20 25
Phase error bound 4 (degree)



B. Proposed vs. conventional robust hybrid precoding power budget. In order to facilitate a fair comparison, lfjrst

A conventional approach to obtaining the robust digitd¥® compute the power required by the Cl-based methods
precoders is to design non-robust digital precoders taget!O achieve a chosen TNR for a fixed modulation ordér
a larger QoS than the required QoS. This technique providgdbsequently, the resulting powers are used as power Isudget
robustness against errors by assigning an extra power to fheth® competing methods to compute the precoders and
digital precoders, when compared to the power required the (;orrespond|ng SNRs. Moreover, we _unhzg the emp_mcal
achieve the actual QoS in the error-free scenario [45, 4&lation between SNR, TNR, and SER given in Appendix C,
This method can be extended to the Cl-based hybrid precod#ﬁ/“\l}fj obtainSER vs. transmit power relations for all methods.
by appropriately choosing a new TNR value for the nonl/e useR = 5 RF chains for IS-HP method (this method
robust precoding that achieves a similar SER performance’ffiuires # > K) and R = 4 for the remaining hybrid
the presence of phase errors in the PSs and additive ndi&gcoding methods.
at the users, as that of the optimal worst-case robust Higita
precoders. In our simulation, we choose the new TNR values 0
using the empirical relation betweén TNR, and SER given
in Table 11l of Appendix D.

—o— CI fully-DP (BPSK)
—— CI fully-DP (QPSK)
—o— CI fully-DP (8-PSK)
—o— CL-HP (BPSK)
_ | —— cr-HP (QPsKk)
—o— CL-HP (8-PSK)
oy —o— IS-HP (BPSK)
—+— IS-HP (QPSK)
—o— IS-HP (8-PSK)

TABLE I: Performance comparison of the proposed optima@
and the conventional Cl-based robust hybrid precoding fof
N =128, R =K = M = 4, T = 1, and CPC analog
precoder design.

log1(

- <~ PZF (BPSK)
N - +- PZF (QPSK)
- a- PZF (8-PSK)
—o— Conv. fully-DP (BPSK)

5 Optimal robust SER Conventional robust (Pcon— Popt) —+— Conv. fully-DP (QPSK)
TNR | Popt (watt) TNR | Peonv (watt) Popt _6 ‘ ‘ ‘ ‘ ‘ ‘ ‘ —o— Conv. fully-DP (8-PSK)
1°] 2 [ 04133 |2.56-3] 2.2603] 0.4631 12.0% 2002 24026 2 30 32 34 36
2| 2 0.4816 | 1.1e-3[2.4195] 0.5280 9.6% Transmit power (dBm)
3 2 0.5695 | 4.0e-4|2.4989] 0.5834 2.4% . . . .
i 0.6855 | 1.0e4| 2.8731] 0.7376 7 6% Fig. 7: SER comparison of the proposed hybrid precoding, the

state-of-the-art hybrid precoding, and fully-digital pogling

: . ) methods forN = 128, K =4, E=0, andT = 1.
In Table I, we design robust hybrid precoders for different

values of using the proposed algorithm to achieve a TNR =2, In Fig. 7 we notice that the proposed method considerably

and compute the required transmit powigg: and the resulting . ;
SER. Then we compute the TNR value required to achie\r/%Oluces the SER when compared to the competing hybrid

a similar SER performance for the givénwith non-robust and the conventional fully-digital precoding methods fdir a
. ~ P . 9 . considered modulation schemes (approx. 500x for BPSK with
precoding using Table IlI. For this tuned TNR value we desqn

the non-robust digital precoders and compute the resultinransrnlt power = 36 dBm). The figure reveals that the pro-

. : 8sed method saves a significant amount of transmit power
transmit powerP.on,. The table reveals that the convention - .
. L . up to a few watts) to achieve a given SER when compared
method requires significantly more transmit power when co L ihe competing methods

pared to the optimal robust precoding method. Since the peting ’

optimal method guarantees the worst-case robustnesshand t

conventional method ensures only a statistical SER perf@y: Cl-based hybrid precoding vs. fully-digital precoding

mance, the difference between transmit powers of the two

methods tends to decreasesamcreases. Fig. 8 compares the SER achieved by the proposed Cl-based

hybrid precoding (CI-HP) with that of the optimal Cl-based
. ] fully-digital precoding [13] (CI fully-DP) and conventiah
C. Cl-based precoding vs. state-of-the-art precoding schemes  fly-digital precoding [4, 18] (Conv. fully-DP). Both Cbased
In this subsection, we compare the SER achieved by taed conventional fully-digital precoding assume the numbe
proposed Cl-based hybrid precoding employing the CR@ RF chainsR = N. The proposed method is employed for
method (CI-HP) with that of the following state-of-the-artlifferent values ofR, and the analog precoders are chosen
hybrid precoding schemes: the PZF method proposed in [8pm a 64<64 DFT codebook using the MWASO method.
interference suppression-based hybrid precoding mett®d (The figure also comprises the SER achieved by the Cl-based
HP) proposed in [7]. We also include in the figure, theaybrid precoding with the continuous-valued CPC method.
performance of Cl-based fully-digital precoding (CI fulbP) The figure reveals that the Cl-based hybrid precoding (even
and conventional fully-digital precoding (Conv. fully-DR8] with R = K, and codebook-based analog precoders) yields
for reference. significantly better performance than the conventiondlyful
In the Cl-based precoding problems (both hybrid and fullgdigital precoding. As we increase the number of RF chaires, th
digital precoding), the objective is to minimize the traitsmSER of the Cl-based hybrid precoding gradually approaches
power for a given TNR (accordingly a fixed SER) and fixethat of the optimal Cl-based fully-digital precoding. Moxer,
M (hence fixed data rate). However, the considered competing notice that the continuous-valued analog precoding jCPC
methods aim to maximize the data rate (or SINR) for a givenelds considerably better results than the codebookebase
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methods due to a larger number of degrees of freedom at the
n cost of expensive full-resolution PSs. Among the codebook-
based methods the MWASO method, which exploits both
channel and data information, outperforms the channej-onl
based BMCS method. The MWASO method facilitates a
performance-complexity trade-off based on the valuelof

It also serves as a benchmark to quantify the performance-
loss incurred by the low-complexity BMCS method. A3
increases the MWASO method needs to accommodate a large
number of transmit symbol vectors, and hence its performanc
approaches that of the BMCS method. Therefore, the MWASO
method is most appropriate whé@h< T..

Conv. fully-DP, R=64
—+— CI-HP (MWASO), R=8
—e— CI-HP (MWASO), R=10
=3 |« crup (MWASO), R=12
—=— CI-HP (MWASO), R=14
—o— CI-HP (MWASO), R=16
- - - CI-HP (CPC), R=8

CI fully-DP, R=64 \

| | A [
28 30 32 34 36 38 40 42 44 46 48

Transmit power (dBm)

Fig. 8: Performance comparison of the proposed Cl-basgdComputational complexity analysis

hybrid precoding (CI-HP), Cl-based and conv. fully-digjita

precoding forN =64, K =8, M =4, E=0, andT = 1. In this paper, we derived closed-form expressions for the
descent-direction, which can be computed in parallel, &ed t
step-size, resulting in a single-layer iterative alganitto solve

analog precoding (MWASO) due to a larger number of degrepsoblem (5), instead of a computationally more demanding

of freedom at the cost of expensive full-resolution PSs.  two-layer iterative algorithm as in [13]. The computatibna

complexity of Alg. 2 (computing\ in Eq. (27),1” in Eq. (29),

and AP*! in Eq. (24)) isO(NW?) for each iteration. The

computation ofg* andNN involves the inversion of Hermitian

In this subsection, we compare the performance of differemiatrix M[! M, of size 2R x 2R, incurring a complexity of

block-level analog precoding techniques. In order to faté (©O(R3). We notice that the value oRR (no. of RF chains)

a fair comparison, the optimal Cl-based digital precodeis expected to be relatively small, and this inversion can be

are designed followed by each block-level analog precodiegmputed only once and reused in all subsequent iterations.

technique. Fig. 9 plots the transmit power of the hybridlg. 1, the complexity associated with computing the worst-

precoders employing different analog precoding methods ocase error matrices and the corresponding optimal values fo

a range of block-lengthil’. In the simulation, we assumeall users in each iteration (equations (10a), (10b), (8, @)

the channel is constant fdf; = 8 symbol-intervals. As we ) is O(NRK).

discussed in Section VI, the CPC and BMCS methods arejn the following, we numerically evaluate the computationa

solely based on the channel matrix. Therefore, the transmgmplexity of different methods discussed in this paper in
powers associated with these methods are constant over tihs of their computational time. The simulations are con-
block-length?". On the contrary, the MWASO method designgucted on a system having the following features: Intel (R)

the analog precoders based on both the channel matrix anddfage (TM) i7-4790K CPU@ 4.00GHz, Arch Linux 4.16.8,
transmit symbol vectors. Thus, the transmit power requir@gaT AB 2018b.

by the MWASO method increases with the increaselin

In the figure, we notice that the continuous value-based CRBBLE II: The geometric mean of computational time (in mil-

method outperforms the codebook-based MWASO and BMQgeconds) to implement the proposed robust hybrid prexpdi
using the interior-point method and the proposed schenne, fo
N=128, R=K =M =4, TNR =1,T =1, and the CPC

E. Evaluation of block-level analog precoding techniques

= . . analog precoding method.

§

\:4 | [ Phase error bound [ o0 ] 1I° [ 22 [ 3 [ 4]

g Interior-point-convex quadprog) 2441 4521 450 ] 451 455

o —o— CI fully-DP Proposed scheme (Alg. 2) 120 [ 3.08] 3.00 [ 3.12 | 3.34

E: —— CPC method

ED) —o— MWASO method

@ BMCS method . . . .

= — mee Table Il lists the geometric mean of computational time
= % required to implement the proposed robust hybrid precod-

—_
[\S)
INGES.S
(0%g)

ing using the interior-point-convex (invoked froguadprog
Block-length T' function in MATLAB) and the proposed scheme (Alg. 2) for

) _ ] ] _ differentd. In the table, we notice that the proposed scheme,
Fig. 9: Comparison of different block-level analog precwli \yhich is customized to exploit the structure in the problém,

techniques forV' = 64, R = K = 16, M = 4, E = 0, TNR  fa5ter (saves an average of approx. 35% of the computational
=1, andT; = 8. time) than the general purpose interior-point method.
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df: :
VIIl. CONCLUSION asﬁ =ht A= =0 = o = == (In the previous

K

In this paper, we developed an algorithm for computinﬁeri"aﬂons' we have e_xplicitly _used the prior knowledge (_)f
the optimal Cl-based digital precoders with robustnesinaga /9" of 7 and used the mtermedlat_e result that reveals the sign
errors in the PSs. We also devised a low-complexity schefibe should be the same as the signif
to facilitate the implementation of the proposed algoritein ~ Rémember the functioffy is concave i if 7 > 0 and f
ficiently in a distributed manner on parallel hardware aeghi 1S concave ina if 7 < 0. Therefore, if the obtained optimal
tures. Furthermore, we proposed block-level analog piiegod POint ™ is smaller tharvos  then we can enforce” = cos §
techniques, which are necessary for ultra-low latency iappi® 9€t the optimal point within the domain of the phase error

cations. The simulation results demonstrated the advantd§2t mMaximizesf. Substituting the expressions ferandr we

of the proposed precoding over a conventional robust hyb8§t¢nr = @ +j5%, where
precoding method. The results illustrated the superiafithe .

Cl-based hybrid precoding when compared to the interferenc ¢ = ax (COS
suppression-based state-of-the-art schemes. We alsfiederi ey
that the devised scheme is faster in implementing the robust 3" = sign(7)v 1 — a*? = %EMIZ\/ 1—a*2
precoding when compared to a general purpose solver. Furthe X+ Xtan ]

more, we inferred from the simulations that the continuous-| etz 2 hk(b“)T ®A. Then, the worst-case error values
valued analog precoders yield significantly better perfmoe, ¢, 5| pSs at the BS can be obtained efficiently by computing
at the cost of high-resolution PSs, when compared to th& error matrixE; = Ut + jW+, where

codebook-based analog precoders.

5 Xcos@—;}sin@)
’ X + jX]

ut. = max (cos 5, Im(zp,) cos @ — Re(zny) sinb‘) ’
APPENDIXA |Znr|
CLOSED-FORM EXPRESSIONS FOR THE WORSTASE ot - Relenr) +Im(zn)tant /7 (i )2.
ERROR MATRICES " |Re(zny) + Im(zy,,) tan ) "
Consider the objective function of problem (6) Similarly, we can derive the expression B8 = U™+ W,
;A T(A ix T A ix where
f=1m (hk (AOE)b ) B (Re (hk (AOE)D ) B %) tan . _ ( —Im(zy,) cosf — Re(znr) sin9>
U,,, = max | cosd, ,
Let ¢ 2 hj(A ® E)b™*. We can rewriteg as, g = |20 |
S vnen' Sovrer PrnbiXanreny, Where hy,, denotes thenth — _ —Re(zny) + Im(zp) tand /7 ()2
element of vectorh,. It reveals that the objective function " |—Re(znr) + Im(2y,) tan 6§ e
f is separable in each optimization variablg.. Therefore f
can be maximized separately and individually w.r.t. eagh APPENDIXB
for n € N,r € R. Consider a summantl;,,b:*a,, e, of g. CONVERGENCE PROPERTIES OALG. 1

Define x + jX = hinbi*an,, anda + jB = e,,. Substituting  Lemma 1: The problems (4) and (5) have unique global
these new definitions, the part of functighthat comprises optimal solutions.
the variablee,,, can be expressed as Proof: The analog precoder matrik in problem (4) is a
; - - full column rank matrix. In caseA is not a full column
flanf) = (X — xtan6) o+ (X + X tan0) 6. rank matrix, it can be easily converted into a full column
K T rank matrix without altering the effective hybrid precodeb
The constraints on phase error values, giveridgy| = 1 and as follows: LetA £ [a,...,az] € CV*%, and a vector
|Zenr| < 8, can be equivalently expressedes+ 32 =1and b 2 [by,...,bgr]" where N > R. W.l.o.g. let the rank ofA
o > cosd. Substitutingd = +v/1 — o2 in the above equation, be R — 1, with ar being linearly dependent on other analog
we get a new equivalent functiofila) = ko + 7v/1 — 2. precodersin the matriA, i.e.,ar = w1 +...+wr—_14p—1,

This function comprises the following two variantf:(a) = wherew,...wg_1 are scalars. Then we have

ka + 7v1 — a2, and fo(a) = ka — 71 — a?. Note that Ab =bia; + ...+ brar

V1 — a? is a concave function [36]. We can identify two cases = bia; +...+br(wia1 + ...+ wr—14r_1)
based on the value af. In the first case whem > 0, f; is = (by + bgwy)as + ...+ (br-1+ brwp-1)aR-1
a concave functionf; is a convex function, ang; > fo =bla; +...+V_jar_1 = A'b/,

for [a| < 1. Moreover, an optimal poink* that maximizes where A’ € CN*(E=1) is a full column rank matrix.

f1 also maximizeg’ together with3* = v/1 — o*2. Similarly, ~ Due to the full rank property oA\, the matrixA"A is pos-

we argue that in the second case whesi 0, an optimal point itive definite, and the quadratic objective functifAb|2 =

a* that maximizes (then) concave functign also maximizes bHAHAD is a strictly convex function inb. Therefore,

f together withg* = —v/1 — a*2. the problem (4) has a unique global optimal solution [36].

If 7 > 0, we can obtain the optimal point" that maximizes Following the same reasoning, we can prove that problem (5)

f1, by differentiating f; w.r.t. « and equating to zero, i.e.,also has a unique global optimal solution in tile iteration.

% =Kk — \/37 =0 = o = ﬁ Similarly, if Lemma 2: a) The optimal solution of problem (4) is a

7 < 0 we can obtain the optimal point* that maximizesf, feasible solution of problem (5). b) The optimal value P* of
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problem (4) is an upper-bound for problem (5). drawn from the corresponding constellation set. The i.i.d.

Proof: Letb* and P* be the optimal solution and the optimalcomplex Gaussian noise with zero mean and an appropriate

value of problem (4) respectively. In (5), the union of set ofariance are added to the received signal. The channel in-

error matrices in theth iterationé ' 2 {glfr US?L_U. . .US?U version and projection methods are employed to estimate the

E'-} C £. Therefore, the set of constraints of (5) is a subst@nsmit symbols [48]. To obtain the relation between SE® an

of the set constraints of (4). Hence, the optimal solutisrof TNR in a Cl-based precoding system, the received signals are

problem (4) is a feasible solution of problem (5). Moreovefandomly generated on the threshold-margin (set to 1) of all

the problems (4) and (5) have an identical objective fumctioSymbols and i.i.d. complex Gaussian noise with zero mean and

Therefore, problem (5) is a relaxation of problem (4) and tH& appropriate variance are added to them.

optimal value of problem (4) is an upper bound for problem

(5).

1) Proof of Theorem 1: Let b’* denote the optimal

solution of problem (5) in thdth iteration. We assume that

the constraints in (4b) and (4c) are fulfillediat= b’* for the =

worst-case error matricég;* andE; ", Vk € K (hence for 2
ED

all matrices in€), and the algorithm is terminated. Therefore,
the optimal pointb’* of problem (5) is a feasible point of

—o— SNR fulfil. (BPSK)
—o— SNR fulfil. (QPSK)
. . . —— SNR fulfil. (8-PSK)
problem (4). Since problem (5) is a relaxation (convex outer

—— CI (BPSK)
approximation) of problem (4™ is also an optimal solution 61 21 <QP2K> a
—+— CI (8-PSK
for problem (5), and due to Lemma 1 we hav& = b*. 5 : T ( %0 ) 5 20
i o -5 5 5
2) Proof of Theorem 2: Here we follow a similar line of SNR/TNR (in dB)

arguments as in [31] to prove Theorem 2. If Alg. 1 terminates

after a finite number of iterations, therb’* = b* according  Fig. 10: Empirical relation between SNR, TNR, and SER.
to Theorem 1, which confirms Theorem 2 in this case. On the

other hand, if Alg. 1 does not terminate after a finite number

of iterations we want to prove théitn; .., f(b™) = P*. Let APPENDIXD

B £ {b'*, b?*,...} be the infinite sequence of optimal points

of problem (5). Since the problems (4) and (5) are feasiblEABLE Ill: SER achieved by the Cl-based non-robust precod-
the elements of3 are bounded. Due to the practical poweing for a range of phase error bousidind TNR forN = 128,
budget constraints we can argue w.l.o.g. that the elemdntsid= K = 4, T = 1, QPSK modulation, and CPC method.

B are confined to a compact set. Therefore, the sequBnce

has limit points [31, 47]. Leb be a limit point. Let€, be [0(deg) | TNR=20 | TNR=25 | TNR=30 |

a set of error matrices that are associated with the constrai i-gg? ﬁg:z i-gg ﬁg:i gggg ﬁg:;
(5b) at pomtl? =b. For the purpose of c_ontradlct|on assume 168000~ 1 2138 00=7 | 2.340 x0=5
f(b) < P*, i.e,, b is not a feasible point of problem (4). 2700xX0-3 | 2148 x0-% | 2351 X0°°
W.l.o.g. letE;" be a worst-case error matrix of tieh user 47390~ | 4185x0 T | 2.355 X0 °
that violates the constraint (4b) at poiht= b. Define the 47554077 | 4208 40" | 2.370 407
function Aassociated with the cons:[raint (4b) ﬁ@o,E) =S izgzg ﬁg,; izggg §8,4 g:igg ﬁg,s
Im (hZ(A © E)b) - (Re (hZ(A © E)b) - %) tan 6. 4848 X0 ° | 4373X0 1 | 2490 X0 ©
Therefore, we havef(f):f]z) > 0. Moreover, we have i;g?g ngj izggé Egi g:ggg ngz
f(b,E) < 0,VE € £,. Consider a pointb™* € B

with a worst-case error matrpE}", and a subsequence

b* — b in B. Since £ is a compact set, we have a

corresponding subsequence of worst-case error matrices ACKNOWLEDGMENT

Efj - E in set é; [31, 47]. By definition ofE}:r we The authors would like to thank Minh Trinh Hoang for
have f(b™*,E;) < f(b™ E;"). Letting i — oo we get valuable discussions related to the convergence proofef th
f(b,Ef) < f(b,E). It results in a contradicting resultalgorithm.

0 < f(b,Ef) < f(b,E) < 0. Hence, f(b) < P*

is not possible. Moreover, due to Lemma 2b we have REFERENCES
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