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Abstract 

 

Introduction 

Clinical genetics is a rapidly evolving specialty. Diagnostic testing is moving to more agnostic 

screening of whole exomes and genomes. This leads to challenges in variant interpretation, 

variants of unknown clinical significance and secondary findings. This study looked at the 

utilisation of phenotypic and whole genome sequence (WGS) data to increase understanding of 

rare disease and pharmacogenomics. 

Methods 

WGS was used to attempt to clarify the molecular basis of two cases of Bardet Biedl syndrome 

(BBS) by filtering variants in ingenuity, using bioinformatics methods to identify copy number 

losses or gains and examining known ciliopathy and other genes. The feasibility and accuracy of 

extracting pharmacogenomics data from WGS was assessed and results validated in a cohort of 

84 people. Diplotypes or genotypes were determined for 18 actionable pharmacogenes and 

prescribing guidance was prepared. Diplotypes were also determined for 43 additional 

pharmacogenes. Results were validated using a commercial pharmacogenomics assay 

Results 

Candidate variants were identified in a number of BBS, ciliopathy and non-ciliopathy genes in 

each case. However no definitively pathogenic biallelic variants were identified. All patients had 

at least one actionable pharmacogenomic variant that could result in a change in drug dose or 

monitoring. The mean number of variants per patient was 3.8. Haplotype frequency data for the 

actionable pharmacogene haplotypes was not significantly different to population data. The 

majority of disagreements between WGS and SNP data were caused by poor clustering of 

samples during SNP genotyping resulting in ambiguous calls. Overall the discordance between 

WGS and SNP data for all tested pharmacogenes was less than 0.01%. 

Conclusions  

Singleton WGS was not sufficient to identify the cause of BBS and further work is required to 

identify this. Possible reasons include missed variants, variants in novel genes, deep intronic 

variants or non-Mendelian modes of inheritance. Pharmacogenomic variants can be identified 

using WGS with a similar success rate to a current commercial method, but has additional 

advantages including the ability to review data as pharmacogenomic prescribing guidelines 

change. There are many challenges to introducing population-level pharmacogenomic 

prescribing and many potential benefits. 
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Impact Statement 

 

This study looks at the changing landscape of clinical genetics, how advances in diagnostics can 

be integrated into clinical practice and how additional information, such as pharmacogenomic 

prescribing information, can be obtained to maximise value for both patients and clinicians. 

The confirmation that pharmacogenomic data can be extracted from whole genome sequences 

and prescribing advice generated is of particular benefit. As whole genome sequencing is 

introduced to the diagnostic test directory in the near future, more patients will have whole 

genome sequences available for analysis. The provision of pharmacogenomic prescribing advice 

has the potential to significantly reduce adverse drug effects, which will not only result in more 

efficacious treatment and a reduction of morbidity and mortality for patients, but will have many 

other benefits including cost savings for the NHS and wider society.  

This thesis explores the issues in introducing pharmacogenomic testing to a system such as the 

NHS and in particular, has considered the challenges, risks and benefits of doing so. This should 

be of interest to bodies such as Genomics England, who are considering the introduction of such 

testing, and also of wider public interest, given the potential risks such as discrimination on ethnic 

or other grounds that are possible. The studies undertaken have also highlighted the need for 

further research and development of automated pipelines for the calling of pharmacogenomic 

variants and provision of prescribing advice. 

Diagnostic data are of course of interest to the particular patients, but the wider discussion around 

risks and benefits is of interest to anyone who is involved in genetic testing, be they a patient or 

a professional. The development of the phenotyping database has already had applications for 

local researchers and is being integrated with analysis software for multiomics, something that 

has the potential to be of interest to researchers worldwide. 

More widely, this thesis is relevant to anyone who has an interest in how clinical genetics is likely 

to develop in the coming years, and the challenges and advantages that will arise. 
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Chapter 1 Introduction   

1.1 Clinical genetics in the NHS 

1.1.1 What is clinical genetics? 

Clinical genetics is the specialty that deals with the diagnosis of genetic disease. It has been a 

National Health Service (NHS) clinical service since 1980, when the Department of Health and 

Social Services established it as a stand-alone specialty. It was, of course, practised in the UK 

long before this, for example in the laboratory of Professor Lionel Penrose, who worked on 

phenylketonuria and tuberous sclerosis(1). Limited testing options existed initially, although 

karyotyping, Sanger sequencing and linkage mapping were available, and most diagnoses were 

clinical, with empirical recurrence risks being given. Testing was done primarily to confirm a 

clinical diagnosis determined in advance. It is a specialty that has changed and grown very rapidly 

since then, both because of the development of new testing methods and the discovery that 

genetics has a role to play in every specialty and most disease types. Clinical genetics differs 

from other specialties in several regards. One of these is the emphasis on the family, with the 

documentation of multi-generation pedigrees and a focus on determining the implications for other 

family members including siblings, offspring and more distant relatives. Another is the longer 

appointment times and emphasis on preparation for clinic. A third and major one is the approach 

to testing and consent for testing and the realisation that the impact may be far beyond a 

diagnosis, as is seen in the predictive test setting.  

1.1.2 Current diagnosis and testing in clinical genetics 

Clinical genetics has always had phenotyping as a core skill. This was necessary when little 

testing was available, and giving the correct recurrence risk depended entirely on making the 

correct “gestalt” diagnosis based on dysmorphological features. This is something that is being 

challenged by the advent of the newer next-generation testing methods, where there is less 

pressure to focus testing on a specific gene. 

Another change in the clinical genetics landscape is the recent trend for mainstreaming, where 

tests are done by other specialties, with patients attending genetics clinics for discussion of results 

and recurrence risks, rather than for diagnosis, or indeed not seeing a clinical geneticist at any 

point. Mainstreaming is important for ensuring equitable access to genetic testing for all patients, 

as well as utilising the expertise of other clinicians in their specialist areas. However, 

disadvantages may include the fact that some clinicians may not have the knowledge or time to 

deal with secondary findings of clinical significance (mutations found incidentally during testing 

which have medical consequences for patients or family members such as BRCA1 mutations that 

increase the risk of breast and ovarian cancer) or the implications for other family members and 

provision of family or cascade testing. In addition, with high-throughput next-generation 

sequencing (NGS), huge numbers of variants are being discovered in patients and categorising 

these, which is discussed further in Chapter 3, requires skills in phenotyping as well as familiarity 

with the scientific principles of genetics, including mutation types and their consequences. 
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(Chapters 3 and 4). This puts clinical geneticists, along with their laboratory colleagues, at the 

forefront of delivering genetic testing to the population. 

NGS is now firmly established in the NHS laboratory setting, with most patients having a panel of 

genes sequenced simultaneously, rather than individual genes sequenced sequentially as was 

the practice until recently. Panel use has been both driven by, and confirmatory of, the realisation 

that there is a spectrum in the presentation of most genetic diseases and that not all cases will 

present in the classic manner described in the literature. This has led to the diagnosis of many 

individuals who would not have received testing for mutations in a particular gene previously, as 

they did not meet established criteria for diagnosis. However, more widespread sequencing has 

led to the discovery that some mutations described in the literature as pathogenic are instead 

likely to be benign, something that has profound medical and psychological implications for 

patients and family members(2). Variant classification is assisted by the use of guidelines, but 

these need to evolve as more is learned(3-5). Clinical exome testing is becoming more widely 

used in the NHS setting and is common in the research setting, though it is not without difficulties, 

including the large numbers of variants found and the possibility of secondary findings (Chapter 

3). Exome sequencing, as well as driving the discovery of novel causative genes, has led to the 

possibility of completely agnostic testing, with no prior diagnostic hypothesis. However, this leads 

to real challenges in the interpretation of variants of unknown significance (VUS) and highlights 

the importance of accurate phenotyping. 

1.1.3 Future NHS testing directions 

The 100,000 genomes project is a clinical transformation project funded by the Department of 

Health that has been running since 2012. It was set up to use whole genome sequencing (WGS) 

in the diagnosis of rare disease and cancer, and while recruitment closed in September 2018, 

results continue to be returned to clinicians and patients. Following on from this, a new NHS test 

directory has been developed and WGS is intended to be part of NHS genetic testing in future. 

There are advantages and disadvantages to this, again discussed in Chapter 3, but there will 

undoubtedly be challenges in result interpretation and dealing with secondary findings. In 

addition, consenting for any genetic test is complex, but obtaining properly informed consent for 

WGS, including allowing the patient to think about whether they wish to be informed of secondary 

findings such as carrier status or disease-causing mutations will be challenging. Policy decisions, 

such as which secondary findings should be reported and to whom, will also be necessary. As 

genetics knowledge changes and develops rapidly, there will also be a need to revisit test results 

when no diagnosis has been made (Chapter 3). At present relatively little is known about non-

coding sequence but this is likely to change. 

There are other benefits to using WGS. For example, results can be revisited if another diagnosis 

is made in the future or in another family member. A second advantage is that additional 

information can be provided, for example about disease risk or pharmacogenomics (Chapters 5 

and 6). A third is that the more genomes that are sequenced and published, the better our 

knowledge of variant frequencies and consequences becomes. 
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1.1.4 Personalised medicine 

Personalised medicine is defined in a number of ways, but all describe the greater understanding 

of the characteristics of patients, be it their diagnosis, genetic background or other features, in 

order to provide targeted advice and treatments that will be effective and minimise adverse 

effects(6). Traditional medical practice, which is empirical and operates on the assumption that 

patients with a particular diagnosis will respond to treatment in a similar manner, is evolving 

rapidly. Genomics has a role to play in this. It is likely that in the near future many patients will 

have their whole genome sequenced, and from this will obtain not only diagnostic information, but 

their carrier status for rare diseases, profiles of their risks of various conditions such as 

cardiovascular or psychiatric disease, profiles of therapies they will respond to and benefit from, 

therapies that will cause problems and more. Already commercial companies are providing much 

of this information as well as information on ancestry, parentage and less important medical traits 

such as the presence of the photic sneeze reflex(7). Clinical genetics has always been a specialty 

of personalisation, with the selection of tests depending on the patient’s phenotype, but now tests 

tell us more than diagnosis- they also give information on prognosis and treatment. The 100,000 

Genomes Project has begun the process of increasing personalisation in the NHS setting, but is 

still in the early stages. 

1.2 Genetic testing in the research setting 

As WGS moves into the clinical setting, other techniques are becoming more widely used for 

research. One of these is multiomics. Multiomics or omics is an umbrella term describing any 

biological study ending in the suffix omics. These include genomics, metabolomics, proteomics, 

transcriptomics, methylomics and microbiomics. Omics studies have expanded rapidly over the 

last decade and involve the integration of multiple sets of omics data, often but not always 

including genomics, to answer a research question. Large data sets in multiple modalities 

increase the power of studies, enabling the discovery of biomarkers and therapy targets, 

molecular disease-stratification and more. It is a powerful tool for studying complex disease, 

where single datasets, such as genomics, may not yield results(8). It is also a proven tool for use 

in small cohorts. In 2014, the Snyder group analysed the genome of a healthy individual and 

carried out proteomics, transcriptomics, metabolomics and immune profiling over a 24-month 

period(9). During this time the subject had several viral infections and developed type II diabetes. 

Rising glucose levels were identified and treated early. The course of viral infections could be 

followed through the multiomics data, showing that multiomics may be the way in which truly 

personalised medicine will be implemented. Multiomics may also provide a way around the need 

for expensive and time-consuming functional studies to prove the pathogenicity of variants. For 

example, transcriptomics or proteomics could be used to prove haploinsufficiency in an individual 

with a mutation in a gene of interest. Multiomics is also being used to identify drug targets and 

biomarkers and to increase our knowledge of common and rare disease(10-13). However, 

integration and interpretation of these complex datasets is challenging and clinical data is 

important in interpreting multiomics results. 
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1.3 The HIGH-5 project 

The HIGH-5 project, running at the UCL Great Ormond Street Institute of Child Health, is one of 

the earliest multi-cohort multiomics projects in rare disease. Its objectives are: 

 To establish an expert team for the implementation of multiomics studies in rare disease 

 To establish protocols for the collection, extraction and processing of samples 

 To establish methods for the collection, recording and utilisation of clinical data 

 To establish minimum clinical data sets for multiomics research  

 To develop methods of data integration of omics and clinical data 

 To use machine learning to interrogate data sets 

 To discover modifiers, biomarkers and treatment targets in rare disease cohorts 

 To make the multiomics pipeline scalable 

 To identify and overcome challenges and issues in the implementation of multiomics 

projects  

Members of the HIGH-5 team include laboratory scientists, clinicians and bioinformaticians who 

provide expertise in all areas of data generation, processing and interpretation. The work 

undertaken in this PhD was done under the auspices of the HIGH-5 project. 

1.3.1 Disease cohorts in HIGH-5 

All the cohorts in the HIGH-5 project are examples of rare diseases. Rare diseases are defined 

by the European Union as those which affect fewer than five in 10,000 people(14). They are 

individually rare but collectively common, with between 6,000 and 8,000 diseases affecting six to 

eight percent of the population(15). Rare Disease UK suggests that up to 3.5 million people in the 

UK may be affected and up to five novel rare diseases are described weekly(16). They impose a 

huge burden of individual morbidity and mortality and also a significant financial burden(17). There 

were seven patient cohorts included in HIGH-5 and the cohorts, along with patient numbers, 

available samples and multiomics data obtained are listed in Table 1.1. The cohorts included 

adults and children with Bardet-Biedl syndrome (BBS), children with juvenile dermatomyositis 

(JDM), children with mitochondrial disease (MIT), children with Silver-Russell syndrome (SRS), 

adults with Usher syndrome (USH), children with Wilm’s tumours (WIL) and children with very 

early-onset inflammatory bowel disease (VEOIBD or IBD). Of these cohorts, clinical information 

was available for BBS, JDM, USH and IBD cohorts and this was collected in the phenotyping 

databases described in Chapter 4. Five cohorts had WGS performed (BBS, IBD, JDM, SRS, USH) 

and so pharmacogenomic profiling could be done (Chapters 5 and 6). Three individuals from the 

BBS cohort did not have a molecular diagnosis and they are discussed further in Chapter 3.  
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Cohort Size Samples available Omics  

BBS 15 Whole blood Whole genome sequencing (WGS) 

Fibroblasts mRNAseq transcriptomics, proteomics 

Plasma Proteomics, metabolomics 

Urine Proteomics 

Peripheral blood mononuclear 

cells (PBMC) 

mRNAseq transcriptomics 

IBD 20 Gut biopsy mRNAseq transcriptomics, proteomics, 

metabolomics 

Peripheral blood leucocytes mRNAseq transcriptomics, proteomics, 

metabolomics 

Plasma Proteomics 

Whole blood WGS 

JDM 13 CD4+, CD8+, CD14+, CD19+ cells mRNAseq transcriptomics 

Plasma Proteomics, metabolomics 

Whole blood WGS 

MIT 37 Fibroblasts mRNAseq transcriptomics proteomics  

Whole blood Exome sequencing (WES) 

SRS 30 DNA WGS, methylomics 

USH 3 Multiple clones of differentiated 

iPS cells at 3 time-points 

mRNAseq transcriptomics, proteomics, 

methylomics 

Whole blood WGS 

WIL 50 Tumour DNA WES, methylomics 

Table 1.1 Disease cohorts, sample numbers and multiomics in HIGH-5 project 

 

1.3.1.1 Bardet Biedl Syndrome 

Bardet Biedl syndrome is a ciliopathy affecting between 1 in 100,000 and 1 in 160,000 in non-

consanguineous individuals of European extraction although the prevalence is higher in other 

populations(18). It is characterised by obesity, hypogonadism, polydactyly, rod-cone dystrophy 

resulting in blindness, learning difficulties and renal and genitourinary malformations in addition 

to other features. Patients are diagnosed clinically against major and minor criteria(18).  BBS is 

inherited in an autosomal recessive manner. At least 21 genes are known to cause BBS (appendix 

1, table A1.1) and even among patients of the same family there can be significant phenotypic 

variability(19).  The commonest gene causing BBS is BBS1, accounting for approximately 42% 

of cases(18, 20, 21). Currently there is no treatment but there is ongoing research into therapies 

including gene and gene-editing therapies(22). BBS is discussed in Chapter 3. 

1.3.1.2 Juvenile Dermatomyositis 

Juvenile dermatomyositis is the commonest idiopathic inflammatory myopathy in children. A rare 

disease, it affects about two to four children per million per year(23). Its main features are 
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progressive weakness of the proximal muscles and skin changes of the face, hands and 

extremities. Serious complications including calcinosis and lung and cardiac disease may 

occur(24). It is believed to be an autoimmune disease, with females affected more often than 

males(25). The age of onset ranges from very early childhood to 18, but the median age of onset 

is seven. Diagnostic criteria were proposed by Bohan and Peter in 1975(26, 27). Consensus 

based guidelines for diagnosis and management were released in 2016(24). 

The disease is associated with significant morbidity and mortality and sequelae can continue into 

adulthood(28). The exact cause is not known, though risk factors have been identified. A recent 

genome-wide association study showed that human leucocyte antigen (HLA) region was the most 

strongly associated and identified other loci known to be important in autoimmunity also including 

one at PTPN22(29). It is likely that combinations of genetic risk factors increase the likelihood of 

JDM to a greater or lesser extent. There is also evidence that myositis-specific antibody 

subgroups may be useful in stratifying patients and predicting outcomes(30). Environmental 

factors such as exposure to UV light and pollutants have also been proposed as risk factors(31, 

32). The mainstay of treatment is immunosuppressants, both high dose corticosteroids and other 

disease-modifying drugs(24). 

1.3.1.3 Silver-Russell Syndrome 

Silver-Russell syndrome (SRS), also known as Russell-Silver syndrome, is characterised by intra-

uterine growth retardation and post-natal proportionate short stature. Affected individuals are said 

to have a normal head size, a triangular face and may have hemi-hypotrophy(33). Cognitive 

impairment and developmental delay are seen in some affected individuals. The incidence varies 

significantly depending on how the syndrome is defined, but is estimated to be between 1 in 3000 

and 1 in 10,000(34). A clinical scoring system has been developed to try to resolve this(35-37).  

The commonest cause of SRS is hypomethylation of the first imprinting centre of the paternal 

allele of chromosome 11p15.5, accounting for between 35 and 50% of cases(33). 11p15.5 is 

imprinted and paternal hypomethylation causes biallelic loss of expression of IGF2 and biallelic 

expression of H19. This results in growth restriction(38). Another relatively common cause is 

maternal uniparental disomy of chromosome 7 (UPD7), which accounts for a further 10%, but 

rarer causes have been reported(33, 39). Recurrence and offspring risks depend on the cause, 

but in most cases are low(33). No specific treatment is available but growth may be improved by 

growth hormone administration(40). 

1.3.1.4 Usher syndrome 

Usher syndrome is a rare, inherited ciliopathy whose main features are deafness and progressive 

visual loss caused by retinitis pigmentosa (RP)(41). It is the commonest inherited cause of 

deafblindness.  Three types of Usher syndrome have been identified, each of which may be 

caused by a number of genes (appendix 1, table A1.2)(42). 

Usher syndrome type I is characterised profound congenital sensorineural deafness, blindness 

secondary to RP and vestibular areflexia and is inherited in an autosomal recessive manner(43). 
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Unless treated with cochlear implantation, the hearing loss is such that affected individuals do not 

develop speech. Six genes causing Usher syndrome type I have been identified(44). Mutations 

in MYO7A account for between 53-63% of cases, with CHD23 and USH1C accounting for the 

majority of the remainder. In approximately 10-15% of patients, causative mutations are not found 

in any of the six known genes(43). 

Usher syndrome type II is characterised by deafness that is moderate at lower frequencies and 

severe to profound at higher frequencies and blindness secondary to RP, with normal vestibular 

reflexes. Again it is an autosomal recessive condition, with three genes, USH2A, WHRN and 

ADGRV1, identified to date. Mutations in USH2A account for up to 80% of cases(43). 

Non-congenital progressive deafness, RP and abnormal vestibular function characterise Usher 

syndrome type III, with two causative genes, CLRN1 and HARS, identified(45). In all types there 

is significant variability in severity and age of onset of RP and in types 2 and 3, variability in 

severity of hearing loss. Estimates of prevalence vary from approximately 1 in 6000 to 1 in 

20000(43, 46). Treatment is supportive, with cochlear implants or hearing aids being used. The 

use of sign language may be complicated by visual impairment. 

1.3.1.5 Very early-onset Inflammatory Bowel Disease 

Inflammatory bowel disease (IBD) consists of a group of conditions causing chronic inflammation 

in the lower gastro-intestinal tract. It presents with weight loss, pain, diarrhoea, which may contain 

blood or mucus, and fatigue as well as extra-intestinal symptoms such as mouth ulcers. Overall, 

approximately 20-25% of patients with IBD develop symptoms as a child or adolescent(47). Very 

early-onset inflammatory bowel disease (VEOIBD) is defined as the onset of IBD in children of 

under six years. It can be further divided into neonatal (birth to 28 days), infantile (one month to 

two years) and early childhood (ages two to six) onset(48, 49). A retrospective cohort study in 

2009 determined that the incidence of IBD in children was 13.2/100000 and the incidence of 

VEOIBD 3.4/100000. Both had increased since 1994, and this trend appears to have 

continued(50, 51).  

Individuals can present with features of ulcerative colitis (UC), Crohn’s disease or both, in which 

case it is termed unclassified IBD, a presentation more common in children than in adults(49, 52). 

In addition to the symptoms of IBD, children may have issues with growth and pubertal 

development as well as having more extensive disease and rapid progression(53-55). Delays in 

diagnosis are common, with up to 1 in 5 children having symptoms a year before diagnosis(53). 

Paediatric disease may also be more resistant to treatment(56). 

There is evidence to show that VEOIBD is more likely to be monogenic than other forms of IBD, 

with 31% of children with an age of onset under 2 years having mutations in a causative gene(56). 

To date, 60 genes causing monogenic VEOIBD have been identified (appendix 1, table A1.3) and 

many other single nucleotide polymorphisms (SNPs) have been implicated in the development of 

both paediatric and adult-onset IBD(57). Treatment of children with VEOIBD is similar to that of 

older children and adults, with antibiotics, anti-inflammatory drugs, immune suppressants and 
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biological agents being used, as well as surgical and nutritional therapies. Monogenic forms of 

VEOIBD may lend themselves to specific approaches such as the use of stem cell transplant for 

patients with IL-10R deficiency(58, 59). 

1.3.1.6 Other cohorts 

No data from the MIT or WIL cohorts were utilised in this thesis and they are not discussed further. 

1.4 Objectives of this thesis 

This thesis summarises work undertaken as part of the HIGH-5 project, and falls into three parts. 

As the parts are complementary, each chapter has an introductory section exploring the current 

practice in that area. The overall aim is to increase personalisation in the diagnostic and treatment 

settings and to analyse how whole genome sequencing will help with this. 

1.4.1 The use of whole genome sequencing for diagnostics 

Chapter 3 looks at the use of WGS in the diagnostic setting using three patients, a pair of 

monozygotic twins and a singleton, all with a clinical diagnosis of Bardet-Biedl syndrome. All met 

the current diagnostic criteria and had had testing for mutations in 19 of the currently known BBS 

genes performed by the North East Thames Regional Genetics Laboratory (BBS20 and BBS21 

were not included on the panel)(60). In this chapter, the following are explored: 

 The heterogeneous nature of BBS and other ciliopathies and the difficulties in their 

diagnosis 

 Whether a diagnosis could be made for each patient using current variant interpretation 

guidelines to interpret WGS 

 If not, why this might be the case and what further steps might be taken to obtain a 

diagnosis 

 Whether WGS offers advantages over other methods of genetic testing including panel-

based and whole exome testing 

 What the disadvantages of WGS are and how they can be mitigated 

 Important considerations for the introduction of WGS to the NHS diagnostic test directory 

and the challenges that may be faced 

1.4.2 Deep phenotyping and its place in the research setting 

The HIGH-5 project enrolled multiple cohorts of rare disease patients. One of the challenges of 

studying rare disease is the difficulty of enrolling homogeneous cohorts of patients. Deep 

phenotyping was used to try to stratify the patients and to make the interpretation of the multiomics 

data more straightforward. In addition the construction of a database to store clinical data securely 

and in a standardised manner allowed the HIGH-5 project to look at integrating clinical and 

multiomics data for analysis, to develop software for the analysis of multiomics data and to utilise 

clinical data and multiomics data for machine learning. In Chapter 4 the following are explored: 
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 Why deep phenotyping is important 

 What tools are currently available for phenotyping and how they can be used 

 What are the most useful data types for deep phenotyping and how they can be 

recorded, standardised and output for maximum utility 

 How a purpose-built database was built and utilised 

 The requirements for keeping such data secure and how this could be achieved  

 The challenges of recording phenotypic data and how these could be met or improved 

1.4.3 Extraction of pharmacogenomic data from whole genome sequencing 

Pharmacogenomics is an area of significant current research and is not yet in widespread use in 

the NHS. However, the Department of Health is planning to extract pharmacogenomic data from 

WGS in the future. Chapters 5 and 6 consider the following: 

 Whether it is feasible to extract pharmacogenomic data from WGS and how reliable this 

is, particularly for genes with multiple haplotypes or copy number variants 

 How the use of WGS compares to other testing methods for pharmacogenomics 

 Which genes it is useful to extract data for and how this might be translated into clinical 

use 

 How various sets of guidelines differ from one another and which guidelines might be 

adopted in the UK in future 

 The benefits and limitations of pharmacogenomic testing and the current practice 

 How the NHS might introduce pharmacogenomic testing and what considerations might 

be important for this 

Overall, this thesis uses WGS and clinical data to investigate how a more personalised diagnostic 

and therapeutic service might be provided to NHS patients.
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Chapter 2 Materials and Methods 

2.1 Samples 

2.1.1 Cohorts 

There were five cohorts from which samples were obtained. Numbers of individuals are detailed 

in Table 2.1. Detailed clinical information is available in an anonymised form in Supplementary 

Information S2.1 and S2.3 (CD-ROM). 

Cohort 

name 
Cohort details Number of 

individuals 
Additional information 

BBS Individuals with Bardet-

Biedl syndrome 
18 All affected clinically. The cohort 

included two sets of monozygotic 

twins. 15 of 18, including one set of 

twins, had two pathogenic mutations 

including at least one p.Met390Arg 

mutation in BBS1. Three, including 

the second set of twins, did not have 

a molecular diagnosis 
IBD Individuals with very 

early-onset inflammatory 

bowel disease 

20 Histologically confirmed. 

Age of onset less than six 

years 

JDM Individuals with juvenile 

dermatomyositis 
12 All affected, clinically diagnosed 

SRS Individuals with Silver-

Russell syndrome 
30 Historical samples. The cohort 

included ten affected individuals and 

their parents i.e. ten parent-child 

trios. No information apart from 

ethnicity available 
USH Individuals with Usher 

syndrome 
3 The cohort included two affected 

individuals with confirmed pathogenic 

mutations and one healthy control 

Table 2.1 HIGH-5 cohort details 

2.1.2 Ethics 

All participants were part of the HIGH-5 cohort. Each individual cohort had ethics approval for 

WGS, data analysis and collection of clinical information as follows. The BBS cohort samples had 

ethics approval granted by the West Midlands Research Ethics Committee (REC) as part of the 

EU rare disease registry for Wolfram, Alstrom, and Bardet-Biedl Syndromes (EURO-WABB) 

study(61). The IBD cohort samples had ethics approval granted by the London Bloomsbury REC 
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as part of the Patients with Early-onseT Intestinal inflammaTion (PETIT) study. The JDM cohort 

samples were collected under ethics permission from the UK Northern & Yorkshire REC with 

approval for inclusion in the HIGH-5 project given by the UK Juvenile Dermatomyositis Research 

Group (JDRG). SRS samples were obtained before 2006 and were anonymous. Consent for entry 

into the High-5 project was from the London South East NHS REC, as was the consent for the 

USH samples. 

2.1.3 Sample collection 

Sample collection was done at various times and in different places. However, all BBS samples 

were collected at Guys and St Thomas’ or Great Ormond Street Hospital (GOSH) NHS 

Foundation Trusts by Professor Philip Beales, Dr Elizabeth Forsythe and Dr Joanna Kenny, all 

IBD samples were collected at GOSH by Dr Jochen Kammermeier, all SRS samples were 

collected by Professor Gudrun Moore at GOSH and all USH samples were collected by Prof Maria 

Bitner-Glindzicz at GOSH. The JDM samples were collected by various clinicians in the UK. All 

patients had samples collected for DNA extraction. A minimum of 3.5mls of whole blood in the 

case of adult samples and 1-2mls in the case of paediatric samples was collected in EDTA and 

mixed well. They were transported to the laboratory for DNA extraction. Samples collected at 

GOSH, with the exception of SRS historical samples, where collection method is not known, used 

the Starstedt S-Monovette® system, while samples collected at Guys and St Thomas NHS 

foundation trust were collected in Beckton Dickenson Vacutainer® tubes.  

2.1.4 Sample naming 

All samples were allocated a unique HIGH-5 identification number when the samples were 

received by the HIGH-5 project. The first three letters indicated the cohort (BBS- Bardet-Biedl 

syndrome, IBD- very early-onset inflammatory bowel disease, JDM- juvenile dermatomyositis, 

SRS- Silver-Russell syndrome and USH- Usher syndrome) and the numbers indicated the order 

in which they were registered. For example the first Bardet-Biedl sample registered became BBS-

001 and the fifth Silver-Russell sample became SRS-005. This allowed anonymisation of the 

samples. Details of the samples including date and time of collection, date of extraction, date of 

use, sample concentration and additional sample details were stored anonymously under the 

HIGH-5 identifier in a Microsoft Access (MS Access) database. No clinical or personal details 

were stored with the sample details. 

2.2 DNA extraction and quantification 

Genomic DNA was extracted from most BBS samples by the North East Thames Regional 

Genetics Laboratory, Great Ormond Street NHS Foundation Trust or by the method detailed 

below. Additional BBS samples and parental samples were extracted by the method detailed 

below. DNA was provided already extracted for IBD, JDM, SRS and USH samples. 
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2.2.1 DNA extraction method 

The QIAamp® DNA Blood mini-kit (spin protocol) was used for genomic DNA extraction and 

extraction was performed according to the manufacturer’s instructions (www.qiagen.com)(62). 

Samples and appropriate reagents were brought to room temperature and a heating block 

prepared (56oC). Mixing was done using a mini-vortex and centrifugation using a microcentrifuge 

unless otherwise specified. 20𝜇𝐿 of QIAGEN Protease was placed in a 1.5𝜇𝐿 microcentrifuge 

tube, 200𝜇𝐿 of whole blood in EDTA was added and the sample mixed. 200𝜇𝐿 of lysis buffer AL 

was added and the sample mixed. The sample was incubated for 10 minutes in a heat block 

heated to 56oC. The sample was then centrifuged for 30 seconds.  

500 𝜇𝐿 of buffer AW1 of 100% ethanol was added and the sample mixed for fifteen seconds and 

centrifuged for 30 seconds. The mixed sample was placed in a 2ml QIAamp Mini spin column 

which was held in a collecting tube and centrifuged at 6000g for 1 minute. The collecting tube 

was replaced and the filtrate discarded. 500𝜇𝐿 of wash buffer AW1 was added to the Mini spin 

column. This was centrifuged at 6000g for 1 minute. The collecting tube was replaced and the 

filtrate discarded. 500𝜇𝐿 of wash buffer AW2 was added and the sample was centrifuged at 

20000g for 3 minutes. The collecting tube was replaced and the filtrate discarded and the sample 

centrifuged for a further minute at 20000g. The Mini spin column was placed in a clean 1.5𝜇𝐿 

microcentrifuge tube and 500𝜇𝐿 of elution buffer AE was added. The sample was incubated at 

room temperature for 1 minute and then centrifuged for 5 minute at 6000g. A further 500𝜇𝐿 of 

buffer AE was added and the incubation and centrifugation repeated. DNA was quantified and 

stored at -20 oC. 

2.2.2 DNA quantification 

2.2.2.1 DNA quantification and assessment using NanoDrop™ 

The ThermoScientific™ NanoDrop1000™ spectrophotometer was used to quantify DNA 

immediately after extraction according to the manufacturer’s instructions(63). The instrument was 

cleaned and a 1𝜇𝐿 aliquot of blank (elution buffer AE) was loaded onto the pedestal and the 

instrument closed. The blank was measured using the blank option and recorded and the 

instrument wiped. This step was repeated using a second aliquot of blank, but this time using the 

measure sample option. This step was repeated until the measurement difference between the 

blank and measured blank was no more than 0.04A (absorbance units.)  A 1𝜇𝐿 aliquot of the DNA 

sample was loaded onto the cleaned pedestal, the instrument closed and DNA selected as the 

nucleic acid to be measured. The sample was measured using the measure sample option. The 

concentration (in ng/𝜇𝐿), absorbances and absorbance ratios were recorded for each sample. 

The instrument was reblanked if in use for more than 30 minutes. Samples were considered to 

be of sufficient quality if the 260/280 and 260/230 ratios were >1.8. 

2.2.2.2 DNA quantification using Qubit 

The Thermofisher™ Qubit™ 3 fluorometer and Invitrogen™ Qubit™ dsDNA broad range (BR) 

assay kit were used to quantify DNA before experimental use as per the manufacturer’s 

instructions. Reagents and DNA samples were brought to room temperature. A working solution 
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was prepared by adding 1L of Qubit dsDNA BR reagent into 199L Qubit dsDNA BR Buffer for 

each sample being quantified plus the two standards. Standards one and two were made up by 

adding exactly 10L of standard to 190L of working solution in labelled Qubit™ assay tubes. 

Samples were made by mixing 1L of DNA to be quantified into 199L of working solution in 

labelled Qubit™ assay tubes. All samples and standards were mixed by vortexing and spun for 

30 seconds. Samples and standards were incubated at room temperature for 2 minutes. 

The broad-range assay was selected in the Qubit™ programme. Run new calibration was 

selected and the first standard and then the second standard were assayed. Once the 

concentration standard curve had been calculated, the samples were assayed and their 

concentration plotted on the curve and recorded in ng/mL and g/mL. Samples that were too 

concentrated were diluted until they fell within the standard curve. 

2.3 DNA sequencing 

2.3.1 Whole genome sequencing 

WGS was carried out by BGI (www.bgi.com) for all samples in the cohort. Samples were diluted 

to a concentration of 60𝜇g/mL, with a minimum sample volume of 15L. BGI carried out sample 

quality control checks both before and during processing. Library preparation was performed with 

Illumina™ TrueSeq DNA PCR-free Preparation kit as specified by the manufacturer. Samples 

were sequenced using the Illumina™ HighSeq X Ten, which uses sequencing by synthesis (SBS) 

technology, again as per instructions. Samples were sequenced to a depth of 30x and fastq files 

(text files that store sequence and sequence quality data) were generated. 

2.3.2 Sanger sequencing of CEP290 

Sanger sequencing of CEP290 variants in exon 38 and the promoter region was done for patient 

BBS-018, her mother and a control (Chapter 3). 

2.3.2.1 CEP290 Primer design 

Primers were designed using Ensembl and the primer design function of the University of 

California Santa Cruz (UCSC) genome browser(64-66). Specificity was confirmed by using the 

UCSC genome browser Basic Local Alignment Search Tool (BLAST) function. In the case of 

coding variants, primers were designed to amplify the whole exon. In the case of non-coding 

variants, primers were designed at approximately 150 base pairs (bp) either side of the variant. 

Primers were designed to have a minimum length of 18bp and a maximum length of 24bp. 

Forward and reverse primers were synthesised by Sigma-Aldrich™ and are listed in Table 2.2.  

2.3.2.2 Polymerase chain reaction (PCR) of CEP290 

Touchdown PCR was performed using a t100™ thermal cycler (Bio-Rad). The PCR mix is shown 

in Table 2.3 and the PCR programme in Table 2.4. All PCRs were performed according to 

manufacturer’s instructions using the primers as described in section 2.3.2.1 and Promega® 

reagents. The promoter fragment was 323 base pairs and the exon 38 fragment was 576 base 

pairs.

http://www.bgi.com/
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Gene Location Direction Melting 

temperature 

Sequence 

CEP290 Exon 38 F 64.0
0
C CACTTGAATCTGGGAGGCAG 

CEP290 Exon 38 R 61.0
0
C CACAAATCAGATTGACGAAAAC 

CEP290 Promoter  F 60.9
0
C CTTGCACGAGTAAGAGTGGTAA 

CEP290 Promoter R 64.1
0
C GATAGTTAGAGTGAGAGCCGCG 

Table 2.2 Primers for Sanger sequencing of CEP290 

 

Reagent Volume 

Distilled water 18.7 L 
5x Buffer 6L 
Magnesium chloride 2.4L 
Deoxyribonucleotide Triphosphate (dNTPs) (10mM) 0.6L 
Forward primer (20mM) 0.3L 
Reverse primer (20mM) 0.3L 
GoTaq G2 Flexi Polymerase 0.15L 
Genomic DNA 1L 

Table 2.3 PCR mix 

 

Temperature Duration Additional instructions Number of cycles 

105oC Before start Preheat lid n/a 

95 oC 3 minutes  

10 cycles 95 oC 30 seconds  

64 oC 30 seconds Reduce temp by 1 oC each cycle 

72 oC 1 minute   

95 oC 30 seconds  

24 cycles 54 oC 30 seconds  

72 oC 1 minute  

72 oC 7 minutes   

4 oC Indefinitely   

Table 2.4 Touchdown PCR programme 
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2.3.2.3 Checking of CEP290 PCR products using gel electrophoresis 

PCR products were run on a 2% agarose gel to check primer specificity. 4g of UltraPure agarose 

(Invitrogen™) was dissolved in 200ml of Tris-Borate-EDTA (TBE) buffer (BioRad™) by heating in 

a microwave. Once it had cooled slightly, 4L of ethidium bromide (Sigma-Aldrich™) was added 

and it was mixed well by swirling. It was poured into a casting tray, and combs were added to give 

a 10 well gel which was left to set. Once set it was placed in an electrophoresis tank which was 

then filled with 1x TBE buffer. A 100 bp ladder (Bioline™) was added to the first and last wells. 

4L of PCR product was mixed with 1L of TrackIt™ loading buffer (Thermofisher™). Samples 

were loaded as in Table 2.5 and run at 100V for 50 minutes. The gel was then photographed 

using a UVP BioDoc-It™ imaging system (Analytik Jen AG). The promoter fragment was 323 

base pairs and the exon 38 fragment was 576 base pairs. Results are shown in Figure 2.1. 

Well Contents 

1 100 bp ladder 

2 BBS-018 promotor region CEP290 

3 Mother of BBS-018 promotor region CEP290 

4 Control promotor region CEP290 

5 No template control (NTC) promotor region CEP290 

6 BBS-018 Exon 38 CEP290 

7 Mother of BBS-018 Exon 38 CEP290 

8 Control Exon 38 CEP290 

9 No template control (NTC) Exon 38 CEP290 

10 100 bp ladder 

Table 2.5 Order of loading of agarose gel 

Figure 2.1 Agarose gel showing CEP290 PCR products in the order described in Table 2.5 
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2.3.2.4 Cleaning and quantification of CEP290 PCR products 

Exo-SAP-IT™ (Affymetrix™) was placed on ice. For every 5L of PCR product, 2L of Exo-SAP-

IT™ was added. Samples were incubated at 37 oC for 15 minutes and then at 80 oC for 15 minutes 

and held at 12 oC indefinitely. Samples were quantified using NanoDrop™ and Qubit™ as 

described in section 2.2.2.  

2.3.2.5 Sanger sequencing of CEP290 PCR products 

Sanger Sequencing was carried out by Source Bioscience™. 5l of DNA at a concentration of 

1ng/L and 5L of primers at a concentration of 3.2pmol/L were sent. Results were returned 

electronically and visualised in Sequencher® (Gene Codes Corporation). 

2.3.3 SNP genotyping using Thermofisher 12KFlex™ 

Discussed in Chapter 6, SNP genotyping was done by me using a custom QuantStudio™ 12K 

Flex (Applied Biosystems™) assay designed by Congenica Ltd. All samples in the cohorts were 

genotyped with the exception of those listed in Chapter 6 which were excluded because of a 

shortage of DNA. Details of SNPs included can be seen in Chapter 6. SNP genotyping was done 

as per manufacturer’s instructions. Samples were run in batches of up to a maximum of 16 with 

at least one being a no template control (NTC).  Each plate had 16 sets of three sub-arrays 

containing 180 assays.  

2.3.3.1 Sample quantification 

DNA was quantified using Qubit™ as previously described and diluted to 50ng/L using nuclease-

free water. A minimum volume of 8.5L was required for each sample.  

2.3.3.2 Plate setup  

The correct plate setup file for the particular plate being used was downloaded from the 

Thermofisher website (www.thermofisher.com). QuantStudio™ OpenArray® AccuFill™ software 

was used to integrate this with a sample file, linking the samples to the plate and assays.  

2.3.3.3 Sample preparation and plate loading 

8.5L of DNA at a concentration of 50ng/L was mixed with an equal volume of 2x TaqMan® 

OpenArray® genotyping master mix and vortexed until well mixed. 5L of sample plus master mix 

was placed in 3 positions of a 384 well plate according to the layout dictated by the AccuFill™ 

software. In the case of a 16 sample experiment this was columns 1-12 of rows A, B, C and D. 

The plate was covered with an adhesive foil cover. 

The QuantStudio™ OpenArray® AccuFill™ instrument was prepared and a system test 

performed. The 384 well plate was placed in the AccuFill™ and the TaqMan® OpenArray® assay 

plate corresponding to the plate set-up file was placed in the instrument, having first been 

removed from the freezer and defrosted for 15 minutes. The foil over the part of the 384 well plate 

containing the samples to be loaded was removed. The instrument was closed and load selected. 

Once the plate was loaded it was sealed with an adhesive lid using the TaqMan® OpenArray® 

http://www.thermofisher.com/
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Plate Press 2.0 within a maximum of 90 seconds. The OpenArray® assay plate was filled with 

immersion fluid loaded in a pre-primed syringe within 60 seconds. The fluid was loaded in a single 

slow, smooth action to avoid air bubbles. The plate was then sealed with the OpenArray® plug.  

2.3.3.4 Sample genotyping 

The sealed OpenArray® assay plate was loaded into the QuantStudio™ 12K Flex instrument and 

the plate information entered. The assay was started by selecting run. Once the assay was 

completed results were exported and uploaded to the Thermofisher™ cloud for analysis and QC 

data were checked for problems (see user guide available at www.thermofisher.com). The assay 

works by running real-time PCR based on TaqMan™ chemistry. Probes and primers for each 

allele of a SNP are present on the assay plate. Probes are labelled and the amount of each 

fluorescent dye present is used to call the genotype (section 2.4.2.3). 

2.3.4 Copy number confirmation using TaqMan® CYP2D6 copy number assay 

Only 2 samples identified as having a possible copy number variant (CNV) had sufficient DNA for 

confirmation (IBD-007- duplication, IBD-013- deletion). CYP2D6 copy number confirmation was 

performed by Ms Jasmine Risvi, Congenica Ltd., and done according to manufacturer’s 

instructions. 

2.3.4.1 Sample quantification 

Sample quantification was done using Qubit™ as previously described and diluted to 5ng/L 

using nuclease-free water. A minimum volume of 4L was required for each sample.  

2.3.4.2 Sample preparation and plate loading 

At least 1 sample with known copy number and 1 no-template control (NTC) were used in each 

96-well plate. 3 replicates of each were used. For a 96-well plate, reagents were prepared as 

described in Table 2.6 and mixed well. 4L of vortexed DNA or NTC was placed in the 96-well 

MicroAmp® optical reaction plate, 16L of reaction mix was added and mixed thoroughly by 

pipetting up and down. It was sealed with MicroAmp® optical adhesive film and centrifuged. 

2.3.4.3 CYP2D6 copy number assay reaction and results 

The plate was loaded into an Applied Biosystems™ StepOnePlus™ 96 well real-time PCR system 

and the reaction was run as described in Table 2.7. Results were analysed using Applied 

Biosystems® Copy Caller software as per manufacturer’s instructions. 

Reagent  Mix Volume 

TaqMan® genotyping Master Mix 10L 

TaqMan® CYP2D6 copy number assay 1L 

TaqMan® reference copy number assay 1L 

Nuclease-free water 4L 

Total 16L 

Table 2.6 Reagent quantity for CYP2D6 TaqMan® copy number assay

http://www.thermofisher.com/
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Temperature Duration Number of cycles 

95 oC 10 minutes At start 

95 oC 15 seconds  

60 oC 60 seconds 

Table 2.7 qPCR programme 

 

2.4 Bioinformatics and sample analysis methods 

2.4.1 WGS processing 

Processing of BGI fastq files for all samples was done by the HIGH-5 bioinformatics team at the 

UCL Great Ormond Street Institute for Child Health, London (Dr A. Gagunashvili, Dr C. James, 

Dr N. Jani, Dr F. Minnecci and Dr G. Otto). Fastq files were checked using fastQC (Babraham 

Bioinformatics Ltd), a quality control programme that summarises read quality among other 

indices. The sequence was then aligned to GRCh38 using the Burrows-Wheeler Alignment (BWA) 

tool, which has been shown to be accurate for both short and long read alignment, resulting in 

sequence alignment (SAM) files(67). As binary alignment map (BAM) files were required for the 

analysis software, these were created using SAMtools(68). Genome analysis toolkit (GATK) was 

used to recalibrate the BAM files after duplicate reads had been highlighted using the Broad 

Institute Picard tools, and variant call format (VCF) files were generated(69, 70). 

2.4.2 Variant visualisation and filtering 

2.4.2.1 Integrative genomics viewer (IGV) 

IGV (version 2.3) was used for visualising possible pathogenic variants in BBS-016, BBS-017 and 

BBS-018 (Chapter 3) and for calling pharmacogenomic variants in all samples (Chapters 5 and 

6). Developed by the Broad Institute (Cambridge, MA, USA), it is a freely available tool that allows 

direct visualisation of a variant and surrounding sequence(71, 72). BAM files were uploaded, as 

was the reference genome to which they are aligned, in this case GRCh38. The genomic 

coordinates were entered and IGV highlighted the number of reference and non-reference reads 

and the overall read-depth. Several samples or positions could be visualised simultaneously. 

Tools were available within IGV to allow visualisation of paired-end alignment, helpful in 

identifying possible CNVs.  

2.4.2.2 Ingenuity Variant Analysis™ (IVA) 

IVA (QIAGEN) is a web-based application used to filter variants. Variant call format (vcf) files for 

BBS-016, BBS-017 and BBS-018 were uploaded to IVA, and filters were set to reduce the 

numbers of variants shown. Initially, filters were set to show coding variants and variants in 

immediately surrounding areas (up to 20 bp into the intron) only, but later expanded to show non-

coding variants. Variants with a frequency of >5% in ExAC, GnomAD and NHLBI were excluded 

from analysis before filtering. It should be noted that data in population databases are based on 

GRCh37, rather than GRCh38 as these data are and frequencies quoted are from 28/06/2016. 

40 cycles 
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Filter settings for IVA are shown in Table 2.8. Only variants with a frequency of <1% remained 

after filtering. For comparison, the most frequently seen pathogenic variant causing Bardet-Biedl 

syndrome is p.Met390Arg in BBS1, whose frequency in ExAC is 0.15%. The metrics of the variant 

examined are shown in Table 2.9 and tools and databases used within it in Table 2.10. Filters 

were added to select genes associated with Bardet-Biedl syndrome, ciliopathies and cilia 

(Appendix 2, Tables A2.1-A2.4). In addition, a filter containing known OMIM morbid genes was 

applied(73). Following this all nonsense and frameshift mutations in all genes were checked.  

Intronic variants were considered only if they were situated within 20 base pairs of an intron-exon 

boundary or had a probable functional effect such as affecting splicing, the promotor or a 

transcription factor binding site identified by the ENCODE project(74). Variants with a read depth 

of less than 10x were excluded as artefacts are difficult to distinguish from genuine variants below 

this level. A read depth of 15x has been shown to be sufficient to give 97% coverage and call 

98.7% of heterozygous variants(75). Variants with an allele fraction of <5% were excluded. 

Heterozygous disease-causing variants would be expected to have an allele fraction of 

approximately 50%. A cut off of 5% allowed the possibility of identifying mosaic variants and 

reduced the possibility of missing any true heterozygous variants. Variable genes and regions 

were not excluded. Predictions of pathogenicity by computational methods were not used to filter 

variants. When a single candidate variant was identified, the gene was visualised in IGV to see if 

a small copy number variant could be identified that would constitute a second pathogenic variant.  

In the case of BBS-018, 4,878,324 variants were identified. 449,231 remained once variants seen 

at a frequency of more than 1% in 1000 Genomes, ExAC, GnomAD or NCLBI-ESP were removed. 

When only coding variants were considered, 4,725 were identified, 3,135 of which remained once 

common variants were removed. Any coding variants in OMIM morbid or cilia genes were 

examined, as were non-coding variants with possible functional effect or in ciliopathy genes with 

a single coding variant identified. With OMIM genes, they were considered if more than one 

coding variant was found, or the disease is inherited in an autosomal dominant or X-linked 

dominant manner. 

In the case of BBS-016 and BBS-017, monozygotic twins, all discussed variants were seen in 

both patients. As both patients were male, hemizygous variants in genes on the X chromosome 

were considered. 4,691,841 shared variants were identified, 449,231 of which remained once 

variants seen at a frequency of more than 1% in 1000Genomes, ExAC, GnomAD or NHLBI-ESP 

databases were removed. When only coding variants were considered, there were 3,887 shared 

variants, 2,608 of which remained when common variants were removed. Any coding variants in 

OMIM morbid or cilia genes were examined, as were non-coding variants with possible functional 

effect or in ciliopathy genes with a single coding variant identified. With OMIM genes, they were 

listed if more than one coding variant was found, or the disease is inherited in an autosomal 

dominant or X-linked manner. Read depths and allele fractions detailed in Chapter 3 are averaged 

between the two patients unless they differed by more than 5 or 5% respectively, in which case 

they are given for each patient.  
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Filter Metric Minimum 

Confidence Call quality 20 

Genotype quality 20 

Read depth 10 

Allele fraction 5% 

Common variants 1000 Genomes >1% 

ExAC >1% 

GnomAD >1% 

NHLBI >1% 

Predicted deleterious All Nothing filtered  

Table 2.8 Filter settings for Ingenuity Variant Analysis™  

 

 

 

Metric Meaning 

Genomic position Location of variant 

Gene symbol Gene identifier 

Gene region Exonic, intronic, splice site, promoter, UTR  

Transcript variant DNA sequence change 

Protein variant Protein sequence change 

Zygosity Heterozygous, homozygous or possible compound heterozygous 

Read depth Number of reads covering variant position 

Allele fraction Percentage of reads showing non-reference genotype 

Translational impact Frameshift, missense, nonsense, synonymous 

In silico prediction In silico tools to predict pathogenicity- PolyPhen2, SIFT 

CADD score Measure of deleteriousness 

Regulatory site Whether variant is at promotor, splice or other regulatory site 

Population frequency Frequency of variant in 1000 Genomes, ExAC, GnomAD, NHLBI 

dbSNP Whether the variant is listed as a known SNP 

Disease databases Whether the variant is listed as a pathogenic or possibly pathogenic 

variant- ClinVar, HGMD, OMIM 

Table 2.9 Metrics analysed for variants in Ingenuity Variant Analysis™ 
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Tool/ 

database 

Function Reference/ site 

1000 

Genomes 

Database of variants from 1000 Genomes 

Project 

http://www.internationalgenome.org/(76) 

ExAC Database of variants from 

60,706 unrelated individuals- various 

disease-specific and population genetic 

studies. Subset of GnomAD 

http://exac.broadinstitute.org/(77) 

GnomAD Database of variants from 123,136 exome 

sequences and 15,496 whole genome 

sequences- unrelated individuals, various 

disease-specific and population genetic 

studies 

http://gnomad.broadinstitute.org/(77) 

NHLBI Database of variants from 6503 samples 

from multiple exome sequencing cohorts 

http://evs.gs.washington.edu/EVS/(78) 

ClinVar Categorisation of relationship between 

variants and phenotypes with supporting 

evidence 

https://www.ncbi.nlm.nih.gov/clinvar(79) 

HGMD List of all known disease-causing variants http://www.hgmd.cf.ac.uk(80) 

OMIM Database of information about genes 

including function and phenotype 

https://www.omim.org(73) 

PolyPhen2 Predicts functional effect of amino acid 

changes 

http://genetics.bwh.harvard.edu/pph2/(81) 

SIFT Predicts functional effect of amino acid 

changes 

http://sift.bii.a-star.edu.sg/(82) 

Table 2.10 Databases and tools used within Ingenuity Variant Analysis™ 

2.4.2.3 Thermofisher Connect™ cloud-based genotyping analysis 

The data from the genotyping assay described in section 2.3.3 were uploaded to the Thermofisher 

Connect™ site and the assay information file (AIF) containing details of the assays was imported 

from the Thermofisher™ website. Cluster analysis was carried out automatically and genotypes 

called. Each data point in the real-time PCR cycle had 3 lines corresponding to FAM™, VIC® and 

ROX™ fluorophores. Homozygotes for allele 1 were called when there was a low level of FAM™ 

fluorescence and a high level of VIC® fluorescence. Allele 2 homozygotes were called if FAM™ 

fluorescence levels were high and VIC® fluorescence levels were low. Heterozygotes were called 

when FAM™ and VIC® levels were equivalent. An example of good clustering is shown in Figure 

2.2. Examples of real time amplification plots are shown in Figure 2.3. Which allele was the 

reference allele was determined from the data in the AIF file.  

Each assay was then visualised manually, in both amplification and cluster plots, to ensure that 

calls were correct. If calls were incorrect, they were corrected manually. Calls were determined 

to be incorrect if they clearly clustered with a different sample set to the one it was called as. 

Ambiguous results were examined to see if they could be determined, for example if they were 
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clearly tracking along the same trajectory as a cluster but more slowly or if clustering was clearer 

in an earlier cycle. This was visualised by rewinding to an earlier cycle in the multicomponent 

plots (Figure 2.4). Results were manually compared to WGS and discrepant calls flagged.  

 

 

2.4.3 Astrolabe 

Astrolabe, previously known as Constellation, is freely available software developed at the 

Children’s Mercy Hospital, Kansas, USA which uses unphased WGS data to identify 

pharmacogenomic diplotypes (https://www.childrensmercy.org/genomesoftwareportal/)(83). It 

was used to identify possible CNVs in CYP2D6 and also identify possible missed haplotypes in 

CYP2C9, CYP2C19 and CYP2D6 (Chapter 5). BAM files were uploaded and depth of coverage 

analysis was used to detect duplications and deletions by comparing depth of coverage of 

CYP2D6 to depth of coverage of a control region outside the gene. To call haplotypes, variants 

present in the BAM file were compared to sets of variants present in each of 7140 diplotypes and 

scored. This was then adjusted to take account of the sensitivity and specificity of scoring for each 

variant. The diplotype with the highest score was then called. Astrolabe calls were then checked 

manually in IGV (section 2.4.2.1) and a final decision was made as to whether the Astrolabe 

diplotype or that originally called from WGS data was upheld. Astrolabe analysis was performed 

with the assistance of Dr A. Gagunashvili. 

Figure 2.2 Good clustering of genotypes visualised in ThermofisherConnect™ showing 
homozygotes for allele 1 (red), homozygotes for allele 2 (blue) and heterozygotes (green) 



Chapter 2: Materials and Methods 

64 

 

2.4.4 Lumpy 

Lumpy, a freely available bioinformatics programme, was used to detect possible CNVs(84). BAM 

files of discordant read pairs and split reads were prepared and Lumpy was run. Resulting vcfs 

were analysed for CNVs in candidate genes of interest using IGV. Lumpy analysis was performed 

with the assistance of Dr A. Gagunashvili. 

 

 

 

 

Figure 2.4 Differences in clustering depending on cycle number. Cycle 40 (left) and cycle 36 (right). Allele  
1 on x axis, allele 2 on y axis 

Figure 2.3 Real time plots visualised in ThermofisherConnect™ showing allele 1 homozygotes (left), heterozygotes 
(centre) and allele 2 homozygotes (right) labelled with FAM (blue) and VIC (green). Fluorescence shown on x axis, 
number of cycles on y axis 
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2.5 Determination of pathogenicity 

2.5.1 American College of Medical Genetics (ACMG) guidelines 

In the case of samples BBS-016, BBS-017 and BBS-018, after filtering (section 2.4.2.2) a shortlist 

of coding and non-coding variants with possible functional effects in genes known to be 

associated with BBS, ciliopathies or cilia structure or function was drawn up. The ACMG 

guidelines were used to assess the likely pathogenicity of each variant(85). These have been 

described and discussed in Chapter 3. To be considered, variants had to be at least as rare as 

the commonest BBS mutation, p.Met390Arg (section 3.4.1.2).  

2.5.2 Literature search 

A literature search using PubMed (www.pubmed.com) and Google (www.google.com) search 

engines was carried out to see if the variants had been seen before. Variants were searched for 

using both forms of protein variant nomenclature (e.g. p.M390R and p.Met390Arg). 

2.5.3 Protein networks 

Protein networks were examined using STRING(86). Gene names were entered by uploading a 

text file containing the HGNC-approved gene symbol. The output was saved as a jpg file. 

2.6 Pharmacogenomic analysis and guidelines 

2.6.1 Prescribing guidelines 

Prescribing guidelines were extracted manually from www.pharmGKB.org in September 2015. A 

review was done in January 2018 to update changed guidelines or any newly added ones, and 

results were updated accordingly. Guidelines were mainly from the Clinical Pharmacogenetics 

Implementation Consortium (CPIC) and the Dutch Pharmacogenomics Working Group (DPWG), 

although there were some additional guidelines from the Canadian Pharmacogenomics Network 

for Drug Safety (CPNDS). In total, 100 different guidelines related to 72 different drugs were 

extracted (section 5.1.2.2). Comparison of the guidelines was done and later checked with the 

aid of a comprehensive comparison publication(87). A table was made of guidelines by haplotype 

and drug for ease of analysis (Supplementary Information S2.1 (CD-ROM)). 

2.6.2 Haplotype and genotype data 

Haplotype and genotype data were extracted from www.pharmGKB.org haplotype definition 

tables for each pharmacogene that had associated guidelines in September 2015. A review was 

done in January 2018 to update any changed haplotype definitions (section 5.3.5.7.2).  

2.6.3 Haplotype and genotype extraction from WGS data 

Only haplotypes or genotypes with associated pharmacogenomic prescribing guidance were 

checked (section 5.2.1). This was done using IGV as previously described. All SNPs identified 

were recorded and the haplotypes and diplotypes determined (Tables 5.1-5.11). Data were 

extracted for all 84 individuals in the cohort. CFTR was excluded as it would constitute a carrier 

test (see Chapter 5). HLA-B *44 and HLA-B *58:01 were also excluded as they are sequence 
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rather than SNP-based (see Chapter 5). Further data were later extracted to include additional 

pharmacogenes on the Congenica panel. 

2.6.4 Individual prescribing guidance 

Genotypes and diplotypes for each individual were compared to published pharmacogenomic 

prescribing guidelines and individual prescribing advice prepared. Two forms of the advice were 

prepared, a long form as an Excel spreadsheet and a summary form (section 5.2.2). Prescribing 

recommendations were analysed to see how many patients had variants in actionable 

pharmacogenes. The phenotyping database was interrogated to determine whether patients had 

been prescribed any drugs metabolised by actionable pharmacogenes in which they had variants, 

and the probable effect of this was determined.  

2.6.5 Haplotype frequency calculations 

Haplotype frequencies were obtained from PharmGKB or from the literature. Frequencies for the 

cohort were obtained by excluding one of each of the pairs of monozygotic twins and the children 

from the SRS trios, leaving a total of 72 individuals. Haplotype or allele frequency was compared 

to the published data. The overall data for each haplotype or allele were compared with a Fisher’s 

exact test, while individual haplotype or allele frequencies were compared with 95% confidence 

intervals (CI) and a two proportion z-test. Fisher’s exact test is used to analyse contingency tables. 

If the null hypothesis is true, i.e. if the tables are different, the p value will be less than 0.05. If the 

tables are not significantly different, the p value will be greater than 0.05. 95% confidence intervals 

give a range of values into which the observed value will fall with 95% certainty. In this case, if 

the observed frequency were the same as the published frequency, one would expect the 

published figure to lie within the 95% confidence interval calculated for the observed figure. The 

two proportion z-test compares an observed proportion to an expected proportion and sees 

whether they are significantly different (p value less than 0.05) or not. 

2.7 Patient databases and data collection 

2.7.1 Patient data collection 

Patient data were collected by me from a number of sources. In the case of the BBS, IBD and 

USH patients these included patient notes, both paper and electronic, held at GOSH and Guy’s 

and St Thomas’ Hospital NHS Foundation Trusts and Moorfields Eye Hospital. It also included 

pathology, radiology and e-prescribing databases at those hospitals. In the case of the JDM 

patients, clinical data were obtained from a clinician in summary form, and included phenotypic 

descriptors and pathology and radiology results. In the case of the SRS patients, no clinical data 

were available beyond ethnicity.  

2.7.2 Patient data recording and output 

All patient data were recorded on the UCL Data Safe Haven (IDHS) in accordance with NHS 

Information Governance Toolkit and the ISO27001 information security standard, and which is 

approved for the storage of sensitive clinical data belonging to NHS patients. The IDHS is 
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protected by pre-allocating storage to a named researcher. They have a password and a secure 

key to access data. Individual applications within IDHS were also password protected. 

2.7.2.1 Phenotips database 

Clinical descriptors, identified from the sources described in section 2.7.1, were entered as 

Human Phenotype Ontology (HPO) terms into the PhenoTips® database which was installed on 

the UCL IDHS with the assistance of UCL information technology staff following approval by the 

UCL IDHS committee. Updates to HPO terms were checked for every 6 months and the IDHS 

version of PhenoTips® updated accordingly. With the entry of each phenotypic descriptor an 

attempt was made to find the most specific HPO term to describe the clinical feature. Significant 

negative features were recorded as not present. Additional data such as age, height and weight 

were also recorded. Only patients from the BBS, IBD, JDM and USH cohorts had data entered 

into PhenoTips® as the SRS cohort had no clinical data available. JDM patients were recorded 

as having or not having a list of important features of JDM. These were also entered in the MS 

Access database along with the dates when they were recorded. Only data for patients USH-001 

and USH-002 were recorded. USH-003 was not included in phenotyping as they were unaffected 

and no clinical data were available. 

Outputting the PhenoTips® database was done using the export data option, which allowed data 

to be exported as a JSON or text file, options which are listed in the “other actions” tab of 

PhenoTips®. At this point it was possible to select which data types were to be exported and this 

was the point at which anonymisation occurred, with the patients being identified only by their 

unique cohort number e.g. BBS-001. Other data, such as names and dates of birth, were not 

included. Before transfer out of IDHS, the files were checked for anonymisation. Again, these 

spreadsheets and text files were distributed to a single, named researcher using the IDHS file 

transfer tools and could not be deanonymised except by the original researcher. 

2.7.2.2 Microsoft Access (MS Access) database 

A custom MS Access database was built by me to contain all clinical information apart from HPO 

terms. It was built as a relational database with a patient information table as the central table. It 

contained 21 static lookup tables and 15 tables of patient specific data (Tables 4.2 and 4.3). 

Forms were created for accurate and efficient data entry and queries were created to output data 

as required in anonymised and non-anonymised forms. Data were entered from the sources 

described in section 2.7. In the case of blood and pathology results, data were recorded only 

when they were associated with a clinician appointment or another investigation such as a 

colonoscopy. This is further discussed in section 4.3. Reference ranges were recorded as these 

were variable. Abnormal results were flagged using the formula “IIf([ResultValue]>= 

[MinNormalValue] And [ResultValue]<= [MaxNormalValue],1, IIf ([ResultValue]< [MinNormal 

Value], 2, IIf([ResultValue]> [MaxNormalValue],3,0))). This was then converted into a tick box 

normal/high/low result using the formula IIf(IsNull([MinNormalValue])OrisNull ([MaxNormal 

Value]), IIf([IsHigh]=-1,3,IIf([IsLow]=-1,2, IIf([IsNormal]=-1,1,0))),0) where values of one, two and 

three were converted into a tick in the normal, low and high columns respectively. 
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For transfer to other researchers data were outputted anonymously as required by IDHS. This 

was done in several ways. In general, researchers received outputted text files with the patient 

represented solely by their cohort number. Dates of birth were removed and replaced with an age 

if that information was deemed necessary. Hospital numbers and other identifiers were also 

removed. As data were generally outputted as text files of MS Access queries (section 4.1.4.1), 

it was easy to anonymise information as any patient identifiable information was excluded at the 

query design stage. Data were exported using the MS Access external data tools, where there 

are options to export as an Excel spreadsheet, a text file, an XML file or a PDF. In the case of the 

HIGH-5 study, data were given to researchers as anonymised comma delimited text files. 

Had the entire database been required by a researcher, the plan was to anonymise by removing 

unnecessary identifiers such as hospital numbers and dates of birth and replace both the first and 

last name with the cohort number so that a patient called Joe Bloggs who was enrolled as the 

19th BBS patient would be anonymised as BBS-019. However, this was not necessary. Data were 

transferred out of the IDHS by a single researcher using the IDHS secure file transfer service to 

a single individual. All data were checked for complete anonymisation first. The data could not be 

deanonymised without access to either PhenoTips® or the MS Access Phenotyping database 

within IDHS. These were protected within IDHS by a password and digital secure key to access 

IDHS and then each with their own password for additional security. 

An anonymised and an empty version of the MS Access database can be found in Supplementary 

Information S2.1 and S2.2 (CD-ROM). The anonymised database contains clinical details for the 

BBS, IBD, JDM and USH patients. The SRS patients are not included as no data were available, 

nor was USH-003, who was a control. Several extra patients were included (IBD-021 and JDM-

014- JDM-018). These patients did not have WGS so were not included in the pharmacogenomics 

chapters, but were included here as the data were important for other multiomics analyses. Not 

all data in the lookup tables were required for this part of the project but was put there for the 

long-term utility of the database as part of the HIGH-5 project. Tables prefixed with tbl_L e.g. 

tbl_L_BloodMarkers are look-up tables and contain background data that can be incorporated 

into other tables. Tables prefixed with tbl_ e.g. tbl_BloodTestResults contain entered data about 

patients. Tables prefixed with x_ e.g. x_BBS_PatientInformation are the results of queries, while 

qry_ e.g. qry_BBS_BloodTestResults denotes queries used to extract these data. The prefix frm 

e.g. frmBloodTestResult denotes forms that allow the easy entry of data. In the case of forms, all 

data that have been entered by this method is visible and one must use the arrows beneath to 

scroll forward to an empty form to enter data. The empty database has had all patient information 

and queries removed but information in the look-up tables and the forms used for data entry 

remain. 

2.7.3 Data use 

The databases were interrogated for clinical information for the diagnostics chapter, prescribing 

information for the pharmacogenomics chapter and by researchers including Dr Rosalind Davies 

and Dr Jochen Kammermeier for burden analysis, patient stratification and multiomics analyses. 
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Chapter 3 Utilisation of whole genome 

sequencing for diagnostics 

3.1 Introduction 

There are many reasons to seek a molecular diagnosis for a rare disease. It informs management 

and may give information about prognosis, treatment and recurrence risk for parents, siblings or 

offspring of affected individuals. Families may find it useful in less concrete ways such as 

accessing support, advocating for the individual or reducing feelings of guilt(88-90). The process 

of attaining a molecular diagnosis has changed considerably in cost and complexity in recent 

years and obtaining a molecular diagnosis is now cheaper, faster and more likely to be successful 

than ever before. It is estimated that up to 50% of genes causing rare monogenic diseases have 

been discovered, and diagnosis is now possible antenatally(91, 92). However, patients with rare 

diseases can still wait many years for clinical and molecular diagnoses and may see many 

different clinicians prior to this(93). Improved methods of molecular diagnosis are shortening 

these “diagnostic odysseys” but they still have a great financial, physical and psychosocial 

cost(94, 95). 

3.1.1 Methods of molecular diagnosis 

Many molecular diagnostic methods are available for single gene disorder diagnosis. They vary 

in cost, scope and labour-intensiveness, and each may be appropriate in specific clinical 

situations.  

3.1.1.1 Sanger Sequencing 

Sanger sequencing was developed in 1977 by Frederick Sanger et al.(96). It utilises DNA 

polymerase to selectively incorporate dideoxynucleotidetriphosphates (ddNTPs) in place of 

normal deoxynucleotidetriphosphates (dNTPs). Primers bind to the specific section of DNA whose 

sequence is required. Each time a ddNTP is incorporated by the polymerase in place of a dNTP, 

which are present in higher concentrations, the polymerase drops off and the chain terminates. 

Originally four separate reactions were run, but later, fluorescently labelled ddNTPs were 

developed so that automated Sanger sequencing is possible(97). Sanger sequencing is used 

regularly in the NHS for predictive testing, confirmation of pathogenic variants found in a research 

setting and first line testing in diseases where small numbers of variants are responsible for most 

cases of the disease. It remains the gold standard for variant confirmation. 

3.1.1.2 SNP arrays 

A SNP array is a DNA-based microarray which can range from condition-specific to genome-wide. 

The method involves applying fragmented nuclear DNA from a patient to an array containing 

allele-specific oligonucleotide (ASO) probes for both the major and minor alleles which are 
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immobilised on a solid surface. Hybridisation of the patient DNA to the target causes a signal to 

be released which can be detected and called automatically(98). This is rarely used in diagnostic 

testing of single gene disorders but has many other applications, for example in genome-wide 

association studies and the study of malignancies(98-100). 

3.1.1.3 Next-generation sequencing 

Next-generation sequencing (NGS) methods, which are also known as high-throughput, deep or 

massively-parallel sequencing, are new and rapid methods of nucleic acid sequencing. There are 

multiple platforms for performing NGS, but the principle is of “sequencing by synthesis” where 

millions of parallel DNA fragments are synthesised simultaneously based on template patient 

sequence. The resultant overlapping reads allow the determination of longer sequences(101). 

Raw data are run through bioinformatics pipelines to align reads to a reference genome and 

highlight any deviation from it.  A higher number of reads, or better read depth, improves the 

accuracy of sequencing and variant calls. While NGS was expensive, costs have fallen rapidly. 

The NIHGR put the cost of sequencing the first human genome at over one billion dollars. In 2001 

a genome cost $100,000,000. By 2014 this had fallen to $4,000 and to $1500 by 2015(102). It is 

now possible to obtain whole genome sequences for under $1000 per genome and in 2017 

Illumina announced that it expects to reduce the cost to $100(103). 

3.1.1.3.1 Panel-based next generation sequencing 

Panel-based NGS involves sequencing a pre-selected number of genes, such as those known 

to cause a condition or a group of phenotypically overlapping conditions(104-106). The 

advantages of a panel-based approach include cost-effectiveness and a reduction in the risk of 

finding variants of uncertain significance (VUS) in genes not known to be causative of the 

disorder in question and significantly reduces the risk of discovering secondary findings, for 

example, pathogenic mutations in genes causing adult-onset disease. However, gene discovery 

is not possible with this approach, and panels need alteration if a new gene is discovered. 

3.1.1.3.2 Whole exome sequencing 

Whole exome sequencing (WES) was first used to identify the cause of a Mendelian disorder in 

2010, when, following the sequencing of just four affected individuals from three unrelated 

families, variants in DHODH were identified as causing Miller syndrome(107). WES involves the 

sequencing of the coding regions of the human genome, amounting to approximately 180,000 

exons or less than 2% of the total genome(108).  An advantage of this approach is that it does 

not require prior knowledge of causative genes, allowing for gene discovery or review of results 

when other genes are discovered. Disadvantages include the large number of VUS seen in genes 

that may or may not relate to the disorder being investigated and the possibility of identifying 

pathogenic variants causing diseases unrelated to the disorder, often referred to as incidental or 

secondary findings, and the difficulties that arise in relation to informing patients of these(109-

111). The American College of Medical Genetics (ACMG) has released guidance for dealing with 

incidental findings and recommends seeking and reporting variants in a number of genes, mainly 

for hereditary cancers and cardiac syndromes(5). It also highlights the importance of informing 
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patients of the possibility of incidental findings before testing is carried out. Studies have shown 

that patients are broadly in favour of the disclosure of incidental findings(112-114). 

3.1.1.3.3 Whole genome sequencing 

Whole genome sequencing (WGS) involves sequencing both coding and non-coding regions of 

the genome, approximately 3 billion base pairs. WGS has advantages over WES including 

increased detection of coding, copy number and mosaic variants, and the ability to look at 

pathogenic non-coding variants(115-118). Its main disadvantages are those of WES though at 

greater scale, the computational requirements for analysis and storage and the increased cost. 

The increased number of variants being detected means that validation and/or functional studies 

cannot be done on all variants and there is evidence that variants of indeterminate pathogenicity 

have made their way into the literature as pathogenic variants(111.). In addition, because costs 

are higher, a lower read depth may be chosen, which may lead to the mutant allele being missed 

and a false negative result(101).   

3.1.2 Variant interpretation and classification 

Once a variant has been identified by NGS, its pathogenicity needs to be determined. This is vital 

as otherwise relevant results may be unreported or non-pathogenic variants reported as disease-

causing, with consequences for family screening, recurrence risk, treatment options and more. 

3.1.2.1 Categories of variant 

When determining pathogenicity of variants, priority is given to functional and coding variants and 

various systems, both general and disease-specific, have been proposed to help with 

classification(85, 119-122). The ACMG guidelines are widely used and divide variants into 

pathogenic, likely pathogenic, variant of unknown significance, likely benign or benign when a 

variant has not previously been determined to be pathogenic(85).  

3.1.2.1.1 Pathogenic and likely pathogenic variants 

Table 3.1 sets out the ACMG guidelines for determining pathogenicity and Table 3.2 shows how 

they can be combined for an overall likelihood of pathogenicity. A similar set of guidelines exist 

for determining benignity(85). Contradictory lines of evidence automatically result in a variant 

being called as a VUS. Despite the widespread adoption of the guidelines, they have not yet led 

to uniformity in the determination of pathogenicity by laboratories(4, 123). 

3.1.2.2 Tools for determining pathogenicity 

3.1.2.2.1 Databases 

Various population and disease specific databases can be used to determine whether a variant 

is rare or common and whether or not it has previously been associated with disease(76, 77, 79, 

80). Some of these databases, such as ExAC, 1000 genomes and GnomAD, are useful for 

determining whether a variant is rare or common in a population of interest, while others, such as 

ClinVar and the Human Gene Mutation Database (HGMD) collate information about the 
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pathogenicity of a variant. In addition, databases such as GeneMatcher, where researchers 

publish variants of unknown significance along with phenotypic information, may be of use(124).  

 

Very strong evidence of pathogenicity 

PVS1 Null variant where loss of function is a known disease mechanism  

Strong evidence of pathogenicity 

PS1 Same amino acid change as a previously established pathogenic variant  

PS2 De novo in a patient with no family history (dominant)  

PS3 Well established functional studies supportive of deleterious effect on gene/product 

PS4 Prevalence of variant significantly increased in affected compared to controls  

Moderate evidence of pathogenicity 

PM1 Located in a well-established hot spot and/or critical functional domain 

PM2 Absent from controls (dominant) or at extremely low frequency (recessive)  

PM3 In trans with a pathogenic variant (recessive)  

PM4 Change in protein length  

PM5 Novel missense amino acid change where a different missense change has been 

determined to be pathogenic  

PM6 Assumed de novo but without confirmation  

Supporting evidence of pathogenicity 

PP1 Co-segregation with affected family members in a gene known to cause disease 

PP2 Missense variant in a gene with a low rate of benign missense variation and in which 

missense variants are a common mechanism of disease 

PP3 Multiple lines of computational evidence support a deleterious effect  

PP4 Phenotype/history is highly specific for a disease with single genetic aetiology  

PP5 Reputable source recently reports variant as pathogenic but evidence unavailable 

Table 3.1 Interpretation of variants- adapted from Standards and Guidelines for the Interpretation of 
Sequence Variants, ACMG(85) 
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Class Five- Pathogenic 

One very strong (PVS) AND One or more strong (PS) OR 

  Two or more moderate(PM) OR  

  One moderate (PM) and one supporting (PS) OR  

  Two or more supporting (PS)  

OR two or more strong (PS)    

OR one strong (PS) AND Three or more moderate (PM) OR  

  Two moderate (PM) and two or more supporting OR  

  One moderate (PM) and four or more supporting (PS)  

Class Four- Likely Pathogenic 

One very strong (VS) AND One moderate (PM)  

OR one strong (PS) AND One or two moderate (PM)  

OR one strong(PS) AND Two or more supporting (PS)  

OR three or more moderate (PM)   

Or two moderate (PM) AND OR Two or more supporting (PS) 

Or one moderate (PM) AND  Four or more supporting (PS)  

Class Three- Variant of unknown significance 

Criteria for pathogenic, likely pathogenic, likely benign or benign not met OR  

Conflicting benign (see paper) and pathogenic criteria  

Table 3.2 Classification of variants- adapted from Standards and Guidelines for the Interpretation of 
Sequence Variants, ACMG(85) 

 

 



Chapter 3: Diagnostics 

74 

 

3.1.2.2.2 In silico prediction software 

In silico prediction tools such as PolyPhen2, PROVEAN and SIFT use algorithms to determine 

how likely variants are to be pathogenic(82, 125). They operate by looking at evolutionary 

conservation of DNA and the probable effect of amino acid changes on protein structure and 

function. Their accuracy is estimated at between 60 and 80%(81, 126, 127). Currently prediction 

tools are not very useful for non-coding sequence, although specific splice-site prediction software 

is available(128).  

3.1.2.2.3 Family studies 

Family studies are important for determining whether potentially pathogenic alleles are in cis or 

in trans and whether variants segregate with a disease in a kindred. However, this is often 

complicated by non-availability of samples and may not always be possible. 

3.1.2.2.4 Functional studies 

Functional studies take many forms, from quantification of RNA or protein to looking at cellular 

and animal models containing the variant or variants of interest. The main limitation of these 

studies are that they are time-consuming and expensive and cannot be done for more than a few 

variants of interest, even in small scale studies of a single patient. They are much more difficult 

for large-scale studies where many variants of interest may be identified in multiple genes in a 

cohort. 

3.1.3 Types of disease-causing variant 

Disease causing variants, also known as pathogenic variants or mutations, are commonly found 

in coding regions of the DNA, but can also be found in non-coding regions if they affect regulatory 

elements such as promotors or splice sites. There are three main categories of variant. 

3.1.3.1 Substitutions 

Substitutions occur when one base is substituted for another. Owing to redundancy in the genetic 

code, a substitution doesn’t necessarily affect the amino acid sequence in which case the 

substitution is termed a synonymous variant. These rarely cause disease but can do so, for 

example when they affect an existing splice site or result in the formation of a novel splice 

site(129-131). If the amino acid sequence is altered, the substitution is termed non-synonymous. 

Missense variants cause one amino acid to be substituted for another. These may have no or 

minor effects, or may cause disease. They are the most commonly implicated type of variant in 

inherited disease and exert their effect in many ways(132). Occasionally a substitution will result 

in a codon for an amino acid being replaced with a premature stop codon, in which case they are 

termed nonsense variants(133, 134). These usually cause disease, often but not always by a 

mechanism known as nonsense-medicated decay, in which mRNA containing a premature stop 

codon is degraded rather than being translated to form a shortened polypeptide. However caution 

should be exercised when interpreting nonsense variants found at the extreme 3’ end of genes, 

those affecting splice sites or when the gene has multiple transcripts(85). 
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3.1.3.2 Insertions  

Insertions involve the addition of one or more nucleotides to a DNA sequence. They can occur 

alone or in combination with deletions in which case they are referred to as indels. As with 

substitutions, they may or may not cause disease. If the number of nucleotides inserted can be 

divided by 3, the open reading frame of the gene is not disrupted and the insertion may have no 

effect, even if the insertion is large. However, if the number is not divisible by three, the open 

reading frame will be disrupted. This is termed a frameshift and is likely to result in the formation 

of a premature stop codon and may result in nonsense mediated decay(135, 136).  

3.1.3.3 Deletions  

Deletions involve the removal of one or more nucleotides from a DNA sequence. As with 

insertions, the consequences are more severe when numbers of nucleotides not divisible by three 

are involved, resulting in a frameshift with the consequences described above, though in-frame 

deletions are also described in human disease(137, 138). One of the best known deletion variants 

is p.Phe508del in CFTR, which results in abnormal maturation and abnormal transport of the 

cystic fibrosis transmembrane regulator(139).  

3.1.3.4 Structural changes and expansions 

There are various other ways in which DNA can be disrupted. These include gene deletions and 

duplications, larger copy number variants (CNVs), insertions, where a piece of DNA is inserted 

into a gene disrupting the normal reading frame, inversions, where a piece of DNA is inserted in 

the correct location but the incorrect direction and expansions, where repetitive sequences of 

DNA are repeated more times than they should be. 

3.1.3.5 Variant nomenclature 

Although there are multiple systems for naming variants, the standardised system proposed by 

the Human Genome Variation Society (HGVS) in 2000 and updated in 2016 has been widely 

adopted(140, 141). This uses a prefix to indicate whether the sequence is DNA (genomic, coding, 

non-coding or mitochondrial), RNA or protein. A suffix or symbol is used to indicate the variant 

type, such as > for a substitution, ins for an insertion and del for a deletion. Clear rules are set 

out for numbering nucleotides. At the protein level the use of three letter amino acid codes are 

preferred, for example p.Met390Arg instead of p.M390R. 

3.1.4 Cilia and ciliopathies 

3.1.4.1 Cilia structure 

Cilia may be categorised as motile or non-motile. Motile cilia are microtubule-based structures 

found on the surface of certain cells and which move with a beating motion. Multiple motile cilia 

are found on the surface of a cell and the cilia in a particular region often coordinate their 

movements. They contain dynein arms which allow their movement. Examples of motile cilia are 

those found in the trachea which move mucus back towards the oral cavity and those in the middle 

ear(142). Defects in motile cilia-associated genes cause problems including lung problems 
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secondary to mucociliary clearance failure, sub-fertility, problems with laterality and central 

nervous system defects. 

Single non-motile or primary cilia are found on the apical surface of almost all vertebrate cells, 

with the exception of cells derived from bone marrow and the intercalated cells of the collecting 

duct of the kidney(143). They are microtubule-based structures that play multiple roles in cell 

signalling. Non-motile cilia have a 9+0 structure, where there are 9 outer tubule doublets with no 

central microtubules (Figure 3.1). This differs from the 9+2 structure of the motile cilium where 

there is a central microtubule pair(144). Non-motile cilia also lack the dynein arms seen in motile 

cilia and are immobile. The microtubule structure, known as the axoneme, extends from the basal 

body and is enveloped by a specialised plasma membrane known as the ciliary membrane(145). 

The basal body, which also contains a ring of microtubules, is formed from the original centriole 

inherited during mitosis. As well as providing a template for the formation of the microtubules of 

the axoneme, it is involved in anchoring the cilium(146). Cilia form when cells are in the G0 phase 

of the cell cycle(147). Cilia cannot synthesise proteins, but instead transport them in from the 

Golgi apparatus and endoplasmic reticulum by a process known as anterograde intraflagellar 

transport (IFT). As well as transporting proteins into the cilium, IFT is involved in transporting them 

out, which is known as retrograde IFT. At or around the basal body are docking sites for IFT 

proteins, which are then directed to the cilium(148). Several genes mutated in Bardet Biedl 

syndrome (BBS) encode proteins that form a complex known as the BBSome, which consists of 

8 proteins and is required for ciliary formation (Figure 3.2)(149, 150). These proteins are BBS1, 

BBS2, BBS4, BBS5, BBS7, BBS8, BBS9 and BBIP1, which is also known as BBS18 or BBIP10, 

and variants in any of them can cause BBS(151). The BBSome plays an important role in 

IFT(152). There are many genes involved in maintaining the structure and function of normal 

cilia(153, 154). 

3.1.4.2 Cilia function 

Cilia are involved in several cell signalling pathways. Huangfu et al. showed that IFT proteins play 

a vital role in the Hedgehog (HH) signalling pathway, with disruption of IFT proteins resulting in 

lower levels of HH(155). HH signalling plays important roles in embryonic development including 

in embryonic polarity and tissue differentiation and also in post-embryonic tissue 

regeneration(156). It has been shown that the proteins required for cilia formation are also 

required for HH signalling(157). 

Cilia are important in Wnt signalling. Three Wnt signalling pathways have been identified- the 

canonical Wnt pathway (WNT/β-catenin pathway) and two non-canonical pathways, the Wnt 

planar cell polarity pathway and the Wnt/calcium pathway. Canonical Wnt signalling results in β-

catenin accumulating and being transported into the nucleus where it activates other transcription 

factors, resulting in cell proliferation. Non-canonical wnt signalling is independent of β-catenin and 

has roles in tissue differentiation and cell polarity(158-160). Cilia appear to contribute to the 

regulation of Wnt signalling by mediating switching from the canonical to non-canonical pathways, 

though are not essential for it(161-164).  
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Figure 3.1(A) Structure and function of the primary cilium and (B) Motile and non-motile cilia in cross-
section. Image courtesy of Dr Rosalind Davies, UCL Great Ormond Street Institute of Child Health
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Figure 3.2 Structure and assembly of the BBSome. Image courtesy of Dr Rosalind Davies, UCL Great 
Ormond Street Institute of Child Health 
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Cilia appear to play a role in G protein-coupled receptor (GPCR) signalling. GPCRs have an 

extracellular domain which is activated by a ligand. Ligand binding activates internal signal 

transduction pathways. There are about 800 different GPCRs, many of unknown function. They 

are activated by a huge range of substances including many drugs. Cilia are important in the 

trafficking of GPCRs and some GPCRs are specifically targeted to cilia, such as the MCHR1 

GPCR which is found on the cilia of the hypothalamus(165, 166). Some non-motile cilia, especially 

in the kidney, are thought to have a mechanosensory role, for example when bending of cilia 

appears to cause increased intracellular calcium levels although recent research has cast some 

doubt on this(167-169).  

3.1.4.3 Ciliopathies 

The ciliopathies are a heterogeneous group of inherited diseases caused by variants in genes 

coding for ciliary proteins(142). They share clinical features and causative genes. The advent of 

molecular diagnosis has shown that any of a number of ciliopathies may be caused by a variant 

in a single gene. Rare families have been reported with members having different ciliopathies 

despite sharing the same variants(19). The wide range of clinical features seen in ciliopathies 

demonstrates the many and varied roles of non-motile cilia (Figure 3.3). 

3.1.4.4 Features of ciliopathies 

Cilia are important in the development of the embryonic brain and have roles in determining cell 

differentiation, migration and maturation. Both structural and functional abnormalities of the brain 

are seen in ciliopathies, such as cerebellar vermis hypoplasia in Joubert syndrome (JBTS) and 

the intellectual disability common in BBS and MORM (mental retardation-obesity-retinal 

dysplasia-micropenis) syndrome(170, 171). 

The outer segment of the photoreceptor of the eye is a specialised primary cilium, containing 

many proteins involved in photosensitive signal transduction, such as opsin and transducin(172). 

Retinal dystrophy is frequently seen in ciliopathies, from the congenital retinal dystrophy of MORM 

syndrome to the later onset retinal dystrophy of BBS and Usher syndromes.  

Many ciliopathies involve the kidneys and cyst formation is frequently seen(173). This varies 

enormously in age of onset and severity. Renal problems range from mild to severe. End-stage 

renal failure (ESRF) requiring transplantation may result. Structural renal problems such as 

horseshoe kidneys are also seen(174). 

Cilia are involved in the development of bone and cartilage, so skeletal abnormalities and 

dysplasia are an unsurprising feature of ciliopathies such as Jeune syndrome (JATD) and 

orofaciodigital syndrome (OFD)(175). Polydactyly is another frequent feature, and is presumed to 

be related to HH signalling disruption. Other organs such as the liver, pancreas and lungs may 

also be affected(142). 

 



 

 

 

  ALMS BBS EVC JATD JBTS OFD LCA MKKS MKS MORM NPHP SLS USH 
Nervous system 

abnormalities 
                          

Craniofacial 

abnormalities 
                          

Deafness                           

Genital 

abnormalities 
                          

Intellectual 

disability 
                          

Obesity                           

Polydactyly                           

Renal 

abnormalities 
                          

Retinal dystrophy                           

Skeletal 

abnormalities 
                          

ALMS- Alström  syndrome, BBS- Bardet Biedl syndrome, EVC- Ellis van Creveld syndrome, JATD- Jeune asphyxiating thoracic dystrophy, JBTS- Joubert syndrome, OFD- orofaciodigital syndrome, 

LCA- Leber congenital amaurosis, MKKS- McKusick-Kaufman syndrome, MKS- Meckel syndrome, MORM- mental retardation-obesity- retinal dystrophy-micropenis, NPH- nephronophthisis, SLS- 

Senior-LØken syndrome, USH- Usher syndrome 
Figure 3.3 Features of ciliopathies. Paler shading indicates a more rarely seen feature
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3.1.4.5 Genes implicated in ciliopathies 

Table A1.4, Appendix 1 shows that the majority of ciliopathies can be caused by variants in a 

number of genes and that each gene can cause a number of ciliopathies. Variants in some genes 

in particular can cause a wide variety of phenotypic presentations. For example MKKS causes 

Bardet Biedl, McKusick-Kaufman and Meckel syndromes, while MKS1 causes Bardet Biedl, 

Joubert and Meckel syndromes(142). CEP290 has been implicated in Leber congenital 

amaurosis and Bardet Biedl, Joubert, Meckel and Senior-LØken syndromes(176-180). This 

variation can be a function of the variant type or location, or may be due to additional 

modifiers(181-183). 

3.1.5 Bardet-Biedl syndrome 

Bardet-Biedl syndrome (BBS) is a rare, autosomal recessive ciliopathy. It is seen at prevalence 

of between 1 in 100000 and 1 in 160000 in Europe and North America, but at a much higher 

prevalence in some genetically isolated or consanguineous populations(18). It was first described 

in 1866 by Laurence and Moon, and then independently by both Bardet and Biedl in the early 

1920s. From the mid-1920s the term Laurence-Moon-Bardet-Biedl was used as the patients had 

overlapping clinical features. However, those described by Bardet and Biedl had polydactyly in 

addition to the retinitis pigmentosa (RP), obesity and intellectual impairment described by 

Laurence and Moon. Biedl’s kindred had hypogonadism in addition. Generally, the syndrome is 

now referred to as Bardet-Biedl syndrome(184-186). 

3.1.5.1 Features of BBS 

The main features of BBS are rod-cone dystrophy, obesity, polydactyly, renal problems and 

genitourinary abnormalities, hypogonadism and learning difficulties. 

3.1.5.1.1 Rod-cone dystrophy 

More than 90% of patients with BBS develop a pigmentary rod-cone dystrophy, often called 

retinitis pigmentosa (RP). It generally presents in mid-childhood, with the majority of patients 

registered blind by their mid-teens or early twenties. The presenting feature is night blindness, 

followed by loss of central and colour vision, with the macula being affected relatively early in the 

process. It is diagnosed by electroretinography (ERG) and is often the presenting feature for 

individuals with BBS. Up to 75% of patients will be declared legally blind(18, 187). Photoreceptors 

contain a modified primary cilium known as the connecting cilium, which is anchored in the inner 

segment of the photoreceptor and extends to the outer segment. As in other primary cilia, IFT 

occurs in a bidirectional manner along the connecting cilium. IFT is necessary for the maintenance 

and function of cilia. In photoreceptors, the movement of important phototransduction proteins 

such as transducin, rhodopsin and arrestin along the cilium in response to stimuli is vital to the 

phototransduction cascade and normal vision. In BBS, the photoreceptors appear to form 

normally, but are gradually lost, leading to blindness(188, 189). 
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3.1.5.1.2 Obesity 

Obesity is a very common feature of BBS with between 72% and 86% of patients developing it, 

often in early childhood(187). It increases the risk of complications such as diabetes and 

cardiovascular disease(190). BBS mouse models have been shown to have increased appetite 

and decreased activity, and although the mechanism for obesity is complex, leptin resistance and 

abnormal localisation of neuropeptide Y receptors appear to play a role(191-193). Recent 

research has implicated loss of function variants in ADCY3 in severe obesity(194). ADCY3 

localises to the primary cilia in neurons(195). 

3.1.5.1.3 Polydactyly 

Polydactyly, which refers to the presence of extra digits, affects approximately 60-80% of patients 

with BBS and is most commonly post-axial(187). It may affect all four limbs or hands or feet only, 

and may be anything from vestigial skin tags to fully formed digits. Syndactyly, brachydactyly and 

clinodactyly are also seen. Polydactyly is often the only feature of BBS present at birth, but rarely 

prompts diagnosis in the absence of a family history(196). The molecular basis of polydactyly 

appears to be disruption of Hedgehog (HH) signalling, which is known to be instrumental in limb 

bud development(197-199). 

3.1.5.1.4 Renal disease and renal tract malformations 

Renal abnormalities are found in approximately 50-80% of people with BBS(187, 200). The renal 

defects are variable and can include structural abnormalities of the renal tract, cystic disease of 

the kidney, renal dysplasia, glomerulosclerosis and others. In addition, diabetes and 

cardiovascular diseases such as hypertension can result in secondary kidney disease with onset 

in adulthood. The 2017 study by Forsythe et al. showed both adult and paediatric patients had 

similar rates of ESRF, 8% and 6% respectively, suggesting that the majority of BBS patients with 

ESRF develop it in childhood. Another study which looked at an international patient registry found 

a paediatric transplant rate of 10%(201). The products of the nephronophthisis and polycystic 

kidney disease genes have been localised to the cilia, confirming the role of the cilium in renal 

disease. The pathophysiology of renal disease in ciliopathies is not yet well understood, but cyst 

formation is likely to be a function of abnormal Wnt and HH signalling(154, 202).  

3.1.5.1.5 Hypogonadism and genital anomalies 

Estimates for genital anomalies range from 58-98%(187). Hypogenitalism may be present in 

males at birth, whereas females tend to have structural genital abnormalities of various types, 

which may not become apparent until later in life(18, 203). Delayed puberty is common, with some 

children requiring hormone replacement therapy to complete puberty. Males with BBS are usually 

infertile, while female fertility is variable and dependant on the structural genital abnormalities 

seen. Male infertility may result from the inability to form flagella during spermatogenesis(204). 

Again, HH signalling may play a role in the development of structural genital abnormalities(205). 

3.1.5.1.6 Developmental delay and cognitive difficulties 

When proposing the current diagnostic criteria, Beales et al. determined that about 50% of BBS 

patients, from a sample size of 112, had developmental delay. 62% of patients had learning 
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difficulties, which were generally in the mild to moderate range and 33% had behavioural 

problems(206). Cilia have been implicated in central nervous system (CNS) development, and 

more recently in learning and memory(207, 208). 

3.1.5.1.7 Additional features of BBS 

Many other features of BBS have been identified. These include a typical facial appearance with 

a high-arched palate and dental crowding, neurological abnormalities, speech problems, 

congenital heart disease and others(206). 

3.1.5.2 Clinical diagnostic criteria for BBS 

The diagnostic criteria currently in use for a clinical diagnosis of BBS are those proposed by 

Beales et al. in 1999(206). Features were divided into two categories, primary and secondary, 

and for a diagnosis to be made, patients require the presence of four primary or three primary 

and two secondary features (Table 3.3). 

 

Primary features  Secondary features  

Hypogonadism and/or genital abnormalities Ataxia or poor coordination 

Learning difficulties Anosmia or hyposmia 

Polydactyly Brachydactyly and/or syndactyly 

Obesity Craniofacial dysmorphism 

Renal abnormalities Congenital heart disease 

Retinal dystrophy Dental abnormalities 

 Diabetes mellitus 

 Developmental delay 

 Eye abnormalities 

 Hepatic abnormalities 

 Hirschsprung disease 

 Hypotonia 

 Speech delay 

Table 3.3 Primary and secondary features of Bardet-Biedl syndrome (BBS)
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3.1.5.3 Genetic basis of BBS 

At present, biallelic variants in 21 genes are known to cause BBS (Table 3.4)(18, 174, 209, 210). 

However, as only about 80% of patients receive a molecular diagnosis, it appears that other genes 

may be involved. BBS1 is the gene most often implicated, with a common biallelic variant in exon 

12, p.Met390Arg accounting for up to 80% of BBS1-related BBS. Some genes appear to cause 

BBS only rarely and many are implicated in the causation of other ciliopathies.  

Gene 

name 

Other name % of 

Cases 

Other associated conditions 

BBS1   23   

BBS2   8 Retinitis pigmentosa 

BBS3 ARL6 0.4 Retinitis pigmentosa 

BBS4   2   

BBS5   0.4   

BBS6 MKKS 6 McKusick-Kaufman syndrome 

BBS7   2   

BBS8 TTC8 1 Retinitis pigmentosa 

BBS9 PTHB1 6   

BBS10   20   

BBS11 TRIM32 0.1 Limb-girdle muscular dystrophy type 2H 

BBS12   5   

BBS13 MKS1 4.5 Joubert syndrome, Meckel syndrome 

BBS14 CEP290 1 Joubert syndrome, Meckel syndrome, Leber 

congenital amaurosis, Senior-Løken syndrome 

BBS15 WDPCP 1 Congenital heart disease, hamartomas of 

tongue and polysyndactyly (CHDCHP) 

BBS16 SDCCAG8, NPHP10 1 Senior-Løken syndrome 

BBS17 LZTFL1     

BBS18 BBIP1, BBIP10     

BBS19 IFT27     

BBS20 IFT74     

BBS21 C8orf37     

Table 3.4 Genes causing Bardet-Biedl Syndrome., adapted from Forsythe and Beales, 2013(187) 

 

3.1.5.3.1 Function and localisation of BBS genes 

The products of BBS1, BBS2, BBS4, BBS5, BBS7, TTC8 (BBS8), PTHB1 (BBS9) and BBIP1 

(BBS18) co-purify and together form the BBSome (Figure 3.2)(149, 151). The BBSome regulates 

IFT assembly and turnaround at both the ciliary base and tip, a process vital to the assembly, 

maintenance and signalling functions of cilia(152, 211). The BBSome appears to travel up and 

down the cilium in association with IFT cargoes. BBS1 controls interaction with RABIN8, the 



Chapter 3: Diagnostics 

85 

 

guanine nucleotide exchange factor for the RAB8, which promotes ciliary membrane growth. 

BBS5 mediates binding to phospholipids, while BBS9 appears to be vital for complex 

organisation. BBIP1 (BBS18, BBIP10) appears to be responsible for acetylation and 

polymerisation of microtubules as well as forming part of the BBSome(151). Unlike the other 

components of the BBSome, knockout of BBS1 or BBIP1 mean that cilia do not form. The 

BBSome is recruited to the ciliary membrane by ARL6 (BBS3)(212). BBS6, BBS10 and BBS12 

act as chaperones and are vital for correct assembly of the BBSome(213). TRIM32 (BBS11) is a 

ubiquitin ligase and is part of the ubiquitin/proteasome system, suggesting that proteasome 

degradation is important in BBS(214). MKS1 (BBS13) is essential for the migration of the centriole 

to the apical membrane, an early step in cilium formation(215). CEP290 (BBS14) is required for 

the recruitment of RAB8A to the centrosome and knockdown of CEP290 causes significant 

disruption to cilia formation. It may also have a role in controlling ciliary trafficking along with 

NPHP5(216, 217). WDPCP (BBS15) is involved in planar cell polarity and recruitment of septins 

and may play a role in the stabilisation of the plasma membrane. Knockout causes defective 

ciliogenesis(218). SDCCAG8 (BBS16, NPHP10) is a component of the centrosome and may have 

a role in DNA damage repair(219). LZTFL1 (BBS17) appears to regulate BBS complex 

trafficking(220). IFT27 (BBS19) is essential for normal IFT retrograde transport and knockout 

results in the accumulation of IFT proteins and abnormal cilia formation(221-223). IFT74 (BBS20) 

is involved in tubulin binding which is essential for ciliogenesis(224).  The function of C8orf37 

(BBS21) is not yet known but a recent study suggested that it is not a ciliary protein and may 

instead have a role in homeostasis of photoreceptor proteins(225). 

3.1.5.3.2 Pathogenic variants in BBS 

Missense, nonsense, frameshift and splice-site variants have all been reported to cause BBS, 

along with small and large deletions(18). Insertions are rare but have been reported, for example 

in BBS16(226). A common variant in BBS1, p.Met390Arg, causes about 80% of BBS1- related 

cases, and 30% of cases overall(227). There is also a recurrent one base pair insertion in BBS10, 

c.271dupT, which leads to a premature stop codon, and accounts for about 40% of BBS10-related 

cases(228). These variants are seen worldwide and so may either represent an ancient variant 

or a site of recurrent mutation.  

3.1.5.3.3 Complex inheritance in BBS 

While most cases of BBS seem to be inherited in an autosomal recessive manner, occasional 

families with more complex inheritance patterns have been identified. Katsanis et al. identified 

two families with biallelic variants in BBS2 who did not appear to manifest the disease unless they 

also had a variant in BBS6(229). Beales et al. identified individuals homozygous for the BBS1 

p.Met390Arg variant who did not appear to have any features of BBS and further families have 

been reported who appeared to exhibit non-Mendelian inheritance of BBS(229, 230). One 

explanation for these findings is incomplete penetrance, a phenomenon seen in many Mendelian 

diseases. Other studies have not replicated the findings of triallelic inheritance, but it is possible 

that triallelism is a rare mechanism of BBS inheritance(227). It is certainly difficult to test for and 

at present genetic counselling for BBS assumes an autosomal recessive model of inheritance. It 
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has also been hypothesised that mutational load may affect the phenotypic presentation in BBS 

and other ciliopathies(176). 

3.1.5.3.4 Genetic modifiers in BBS 

An alternative explanation for the examples of triallelic inheritance and an explanation for the 

marked phenotypic heterogeneity seen in BBS and other ciliopathies is the presence of additional 

variants acting as genetic modifiers(231, 232). Modifiers are variants distinct from the causative 

gene that alter the phenotype of the condition. Zaki et al. reported two consanguineous families 

where members of the same family displayed the features of different ciliopathies, in one case 

BBS and Joubert syndrome(19). The genetic cause was not identified, although linkage analysis 

was used to exclude CEP290, INPP5E and TMEM67 as the cause of the BBS and Joubert 

presentations. A possible explanation for this is the presence of modifier variants. A good example 

of a condition where modifiers may be relevant is Joubert syndrome. Joubert syndrome can be 

caused by mutations in AHI1, NPHP1 and NPHP6. However, most people with NPHP1 mutations 

will have the much milder condition nephronophthisis. In a study by Tory et al., seven of 13 

patients with homozygous or compound heterozygous mutations in NPHP1 had additional 

variants in AHI1 or NPHP6(233). Modifiers are difficult to identify for several reasons. Firstly, they 

can be in genes that are not known to be related to the condition in question or in a non-coding 

sequence at some distance to the causative gene, their effect may be subtle, they may not 

segregate with disease in a family, phenotypic variation may be difficult to quantify, multiple 

variants might have additive or opposite effects and, in rare disease, it may be impossible to 

generate sufficiently homogeneous cohorts large enough to identify small effects. An additional 

challenge is the identification of controls, as modifier variants may have no effect in the absence 

of causative variants and may be seen at relatively high frequency in the normal population. 

3.1.5.3.5 Genotype-phenotype correlation in BBS 

There is little clear genotype-phenotype correlation in BBS with some exceptions. Patients with 

variants in LZTFL1 (BBS17) appear more likely to have mesoaxial polydactyly(234). Two studies 

by Forsythe et al. appeared to show that patients with missense variants in BBS1 had lower levels 

of cardiovascular risk markers than patients with variants in BBS10 or other types of variants in 

BBS1(190, 200). Patients with variants in BBS10 also appear to have greater levels of leptin and 

insulin resistance and adiposity compared to patients with BBS1 variants while patients with BBS1 

variants may have a less severe visual phenotype(235, 236). 

3.1.5.3.6 Genetic diagnosis of BBS  

In the UK at present, genetic diagnosis of BBS is undertaken at the North East Thames Regional 

Genetics Laboratory, where 19 of the 21 known genes are sequenced using next-generation 

sequencing technology (NGS), though this may change with the introduction of new genetic 

testing services by NHS England(237). If a diagnosis cannot be made, samples may be submitted 

to the Genomics England 100,000 Genomes Project (recruiting until September 2018), where 

whole genome sequencing will be undertaken to attempt to identify a genetic diagnosis. 
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3.1.6 Aims  

This chapter looks at the use of whole genome sequence to make a diagnosis in a pair of 

monozygotic twins and a singleton patient, all of whom meet the current diagnostic criteria for a 

clinical diagnosis of Bardet-Biedl syndrome. It looks at whether this strategy was successful and 

explores the reasons why it might or might not have been. It considers the potential benefits, 

disadvantages and challenges of introducing diagnostic WGS to the clinical setting. 

 

3.2 Results for patient BBS-018 

3.2.1 Next generation sequencing results 

In patient BBS-018, WGS was performed as described in Chapter 2, sections 2.1 to 2.3. Data 

were analysed as described in Chapter 2, section 2.4.  Common variants and low confidence 

variants were excluded and remaining variants filtered. All remaining coding variants in genes 

causing BBS, other ciliopathies and known ciliary genes identified in patient BBS-018 are listed 

in Table 3.5. Non-coding variants with possible functional effect in genes causing BBS, other 

ciliopathies and known ciliary genes are listed in Table 3.6. Variants in other genes of interest are 

listed in Table 3.7. 

 3.2.1.1 Variants in known BBS, ciliopathy and ciliary genes in patient BBS-018 

The only BBS gene with a coding variant identified was CEP290. Variants were identified in 

several genes on the ciliopathy panel, which are known to cause motile and non-motile 

ciliopathies. In addition, several variants were identified in known ciliary genes that have never 

had a morbid phenotype associated with them(153, 238-240). Details can be seen in Tables 3.5 

and 3.6. 

3.2.1.1.1 Variants in CEP290 

A heterozygous missense variant, p.Met1723Val, was identified in exon 38 of CEP290. This was 

the only coding variant seen in a known BBS gene, although it appears to be an extremely rare 

cause of BBS. CEP290 is involved in ciliary assembly and trafficking. It is implicated in multiple 

ciliopathies in addition to BBS, including COACH, Meckel, Joubert and Senior-LØken 

syndromes(142). It is almost ubiquitously expressed, found in all tissues except smooth muscle 

and placenta. Missense variants in CEP290 have been reported to cause disease, but in the 

single reported case of BBS caused by variants in CEP290, the patient was homozygous for a 

premature termination codon mutation and has a heterozygous TMEM67 variant in addition(176, 

241).
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ACMG/ 

HGMD 

ALMS1 c.8641A>G p.lIe2881Val 2:73490597 39 51.3 S Het ALM None None 0 0 0 0 22 ACMG 3 

ALMS1 c.1577_1579 

delCTC 

p.Pro526del 2:73448098 23 60.5 S Het ALM None None 0 0 0 0 None ACMG 2 

ALMS1 c.75_77 

dupGGA 

p.Glu28dup 2:73385909 14 51.3 S Het ALM None None 0 0 0 0 14.9 ACMG 2 

CDHR1 c.713delA p.Asp238fs*29 10:84203053 31 41.4 CC Het RP None None 0 0 0 0 None ACMG 4 

CEP290 c.5167A>G p.Met1723Val 12:88080241 29 36 B Het BBS, JS, 

COACH, 

MKS, SLS 

Possibly 

damaging 

Damaging 0 0 0 0 24.2 ACMG 3 

DNAAF5 c.718G>A p.Val261Ile 7:740819 35 45.7 S Het PCD Possibly 

damaging 

Possibly 

damaging 

0.02 0.041 0.062* 0.046 25.3 ACMG 3 

DNAH5 c.2195C>T p.Ser732Phe 5:13900270 36 56.5 C Het PCD Possibly 

damaging 

None 0 0 0 0 28.4 ACMG 3 

DNAH9 c.9542C>T p.Pro3181Leu 17:11854037 35 48 C Het PCD Probably 

damaging 

None 0 0 0 0 28.8 ACMG 3 

DNAH12 c.1369A>G p.Ile457Val 3:57489654 31 61.2 CC Het None None None 0.319 0.121 0.133 0 13.5 ACMG 3 

DNAH12 c.2311A>G p.Met771Val 3:57468774 33 45.5 CC Het None None None 0 0 0.003 0 <10 ACMG 3 

NPHP4 c.3364A>C p.Thr1122Pro 1:5867848 34 35.3 C Het NPH, SLS Possibly 

damaging 

Damaging 0 0.008 0.01 0.007 23.2 HGMD 

path 

PCM1 c.4378G>A pVal1514Met 8:17991550 35 57.14 S Het None Probably 

damaging 

None 0 0.002 0.003 0 32 ACMG 3 

PKHD1 c.143G>A p.Gly48Asp 6:52082550 23 43.8 C Het ARPKD Benign Tolerated 0.02 0.002 0 0 11 ACMG 3 

PKHD1 c.8110T>A p.Ser2704Thr 6:51836467 26 50 C Het ARPKD Benign Tolerated 0 0 0 0 13.4 ACMG 3 

PKHD1 c.8521A>G p.Met2841Val 6:51775841 53 64.2 C Het ARPKD Benign Tolerated 0.819 0.316* 0.311* 0.915 <10 ACMG 2 

ALM- Alström  syndrome, ARPKD- autosomal recessive polycystic kidney disease, BBS- Bardet Biedl syndrome, COACH- cerebellar vermis hypo/aplasia, oligophrenia, ataxia, coloboma, hepatic fibrosis, JBTS- Joubert syndrome, 
MKS- Meckel syndrome, NPH- nephronophthisis, PCD- primary ciliary dyskinesia, RP- retinitis pigmentosa, SLS- Senior-LØken syndrome. Panels: B-BBS, C- Ciliopathy, CC- CiliaCarta, S-Syscilia (see Appendix 2). *= homozygotes 
seen. CADD- Combined Annotation Dependent Depletion, ExAC- Exome Aggregation Consortium Browser, GnomAD- Genome Aggregation Consortium Browser 

Table 3.5 Protein coding variants in BBS, ciliopathy and ciliary genes in patient BBS-018
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CEP290 c.-641T>C 12:88142513 Promoter, 

transcription 

factor binding 

site 

33 36.6 B Het BBS, 

COACH, 

JS, MKS, 

SLS 

None None 0.359 0 1.017* 0 <10 ACMG 1 

CEP290 c.-1003T>C 12:88142875 Promoter, 

transcription 

factor binding 

site 

26 57.7 B Het BBS, 

COACH, 

JS, MKS, 

SLS 

None None 0 0 0 0 None ACMG 3 

CCDC39 c.2406+6G>A 3:180616820 Splice site loss 28 53.5 C Het PCD None None 0.02 0.001 0.002 0 <10 ACMG 3 

NPHP4 c.1282-2A>T 1:5875102 Splice site loss 35 57.1 C Het NPH, SLS None None 0.157 0.164 0.831 

 

0 None HGMD 

benign 

PCM1 c.3584+8T>C 8:17969756 Intronic 28 35.7 S Het No known 

disease 

None None 0 0.006 0.003 0.008 <10 ACMG 3 

TTC8 c.-1004_-998 

del ATTATTA 

14:88823907 Promoter loss 22 27.3 B Het BBS, RP None None 0 0 0.043 0 6.4 ACMG 3 

WDR19 c.2250-1G>A 4:39253145 Slice site loss 33 48.5 C  Het NPH None None 0 0 0 0 26.5 ACMG 3 

ALM- Alström  syndrome, ARPKD- autosomal recessive polycystic kidney disease, BBS- Bardet Biedl syndrome, COACH- cerebellar vermis hypo/aplasia, oligophrenia, ataxia, coloboma, hepatic fibrosis, JBTS- Joubert syndrome, 
MKS- Meckel syndrome, NPH- nephronophthisis, PCD- primary ciliary dyskinesia, RP- retinitis pigmentosa, SLS- Senior-LØken syndrome. Panels: B-BBS, C- Ciliopathy, CC- CiliaCarta, S-Syscilia (see Appendix 2). TFBS- 
transcription factor binding site. *= homozygotes seen. CADD- Combined Annotation Dependent Depletion, ExAC- Exome Aggregation Consortium Browser, GnomAD- Genome Aggregation Consortium Browser 

Table 3.6 Non-coding variants at promoter, splice or transcription factor binding sites in BBS, ciliopathy and ciliary genes in patient BBS-018
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CADD Notes 

LAMB1 c.2915C>T p.Ser972Leu 7:107953694 34 55.6 OMIM Het LIS Benign Tolerated 0 0.005 0.003 0 10.3 ACMG 3 

LAMB1 c.3470T>C p.Val1157Ala 7:107940280 46 56.5 OMIM Het LIS Benign Tolerated 0 0.002 0.001 0 23.0 ACMG 3 

TCOF1 c.814A>G p.Ser272Gly 5:150372180 31 61.3 OMIM Het TCS Benign Tolerated 0 0 0 0 24.1 ACMG 3 

TCOF1 c.742_768 

del 

p.Lys322_Thr

330del 

5:150374627 27 59.3 OMIM Het TCS None None 0 0 0 0 None ACMG 3 

TCOF1 c.2684A>T p.Glu956Val 5:150383745 35 51.4 OMIM Het TCS Benign Tolerated 0 0 0.001 0 <10 ACMG 3 

TCOF1 c.3010G>A p.Ala1004Thr 5:15039160 30 50 OMIM Het TCS Benign Damaging 0 0.012 0.01 0.069 23.2 ACMG 3 

TTC37 c.536A>G p.Gln179Arg 5:95540697 38 52 OMIM Het THE Benign Damaging 0 0 0 0 13.52 ACMG 3 

TTC37 c.623C>G p.Phe208Cys 5:95537062 27 40.7 OMIM Het THE Possibly 

damaging 

Damaging 0 0.003 0.003 0 26.7 ACMG 3 

Diseases: LIS- Lissencephaly, TCF- Treacher Collins syndrome, THE- Tricho-hepato-enteric syndrome. *= homozygotes seen. CADD- Combined Annotation Dependent Depletion, ExAC- Exome Aggregation Consortium 
Browser, GnomAD- Genome Aggregation Consortium Browser 

Table 3.7 Coding variants in OMIM morbid genes seen in patient BBS-018 



Chapter 3: Diagnostics 

91 

  

Residue 1723 is very highly conserved and situated in a coiled-coil domain. The other disease-

causing variants reported in this area are frameshifts(217). Both methionine and valine are very 

hydrophobic amino acids and are similar in structure. The Grantham distance, a measure of 

physicochemical distance between amino acids, is 21. However methionine to valine variants 

have been reported as disease-causing. Indeed, a valine to methionine substitution at position 

339 in the BBS1 gene has been reported as pathogenic(18). It is not a null variant, an amino acid 

change in the same position has not been reported and due to the absence of a paternal sample, 

inheritance of the variant cannot be determined and so the highest level it can be classified as is 

PM2, as it is absent from controls. This is considered moderate evidence of pathogenicity. It is 

also predicted to be deleterious in multiple lines of computational evidence (PP3- supportive) but 

as no additional strong, moderate or supportive criteria can be confirmed at this time it does not 

meet the criteria for classification as a pathogenic or likely pathogenic variant and is considered 

a class three VUS under ACMG guidelines. It also has a CADD score of 24.2, suggesting it is in 

the top 1-0.1% of deleterious variants(242).  

In addition, CEP290 was the only known BBS gene in which a second rare variant, albeit non-

coding, could be identified. Two promoter variants at ENCODE transcription factor binding sites 

were seen. The first of these was the heterozygous variant, c.-641T>C. However this was seen 

at a frequency of 0.359% in 1000Genomes and 1.017% in GnomAD, including in three 

homozygotes, two ACMG strong criteria for classifying variants as benign, making it class one. 

This variant was too common to cause BBS, as it is commoner than the most frequently seen 

BBS-causing variant, p.Met390Arg in BBS1. The second was the heterozygous variant c.-

1003T>C. This variant was very rare, being absent from the population databases. No promoter 

variants are found in the CEP290 database, but intronic variants have been reported(241). As 

with the other variant, this meets a single moderate evidence criterion (absent in controls) so must 

be classified as a VUS.  

There were several additional rare intronic variants in CEP290 which were not sited at splice sites, 

promotors or possible transcription factor binding sites. These had no predicted functional effect. 

It is known that intronic variants can be pathogenic(243). None were in any population database 

and none have previously been reported as pathogenic. Therefore, while it was impossible to rule 

these out as pathogenic, there was no evidence to suggest pursuing them at present. There was 

no evidence of a small CNV in CEP290 that would constitute a pathogenic variant.  

Sanger sequencing of the proband revealed that both variants were present (section 3.2.2). 

Maternal sequencing showed neither. Paternal samples were unavailable and so the inheritance 

of the variants could not be determined. It may be that the variants are in cis and paternally 

inherited or in trans with one variant occurring de novo or present in the mother as a mosaic. 

3.2.1.1.2 Variants in NPHP4 

A heterozygous missense coding variant and a heterozygous non-coding variant were identified 

in NPHP4. NPHP4 is a gene known to cause Senior-LØken syndrome and nephronophthisis, is 

localised to the ciliary transition zone and may mediate attachment of the basal body to the 
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transition zone membrane(244). The major features of Senior-LØken syndrome are 

nephronophthisis (medullary cystic kidney disease) and retinal dystrophy. Features such as 

obesity, polydactyly and learning difficulties have not been reported, but genes causing Senior-

LØken syndrome (CEP290, SDCCAG8) have been reported to cause BBS.  The coding variant 

identified, p.Thr1122Pro, has previously been reported as a pathogenic variant causing 

nephronophthisis and is listed in HGMD (CM110621)(245, 246).The single patient reported by 

Otto et al. had a second frameshift variant and had no extra-renal features.  

The second NPHP4 variant identified in BBS-018, is a splice site variant, c.1282-2A>T, that 

affects the invariant acceptor splice site of intron 20. It is listed in dbSNP (rs1287637). It is also 

listed in HGMD, where it is described as a functional polymorphism(247, 248). It was found to be 

associated with a reduced glomerular filtration rate (eGFR), although the results were only 

borderline significant (p=0.054). There is also a single submission in ClinVar (RCV00153587.2) 

where it is listed as benign. Its frequency in ExAC is 0.1638% and 0.1567% in 1000Genomes 

making it an unlikely candidate for a pathogenic variant in BBS. There were no other rare coding 

or non-coding variants and no evidence of a small CNV in NPHP4. 

3.2.1.1.3 Variants in CDHR1 

A rare heterozygous frameshift variant leading to a premature termination codon, p.Asp238fs29, 

was identified in CDHR1. CDHR1 is mainly expressed in the retina and is necessary for 

photoreceptor survival(249). Deletions in this gene are known to cause isolated rod-cone 

dystrophy but as yet, it has not been associated with additional features such as polydactyly or 

renal cystic disease and has never been identified as a cause of BBS(250). Under ACMG 

guidelines this variant would be classified as likely pathogenic (one very strong and one moderate 

piece of evidence). However, no additional rare coding or likely functional non-coding variants or 

small CNVs were identified, so this was not pursued as a causative variant. 

3.2.1.1.4 Variants in WDR19 

A rare heterozygous splice site variant, c.250-1A>G was identified in WDR19 in BBS-018. Under 

ACMG guidelines, this is classified as a variant of unknown significance. WDR19 is known to be 

associated with multiple ciliopathies including nephronophthisis, Senior-LØken syndrome, short-

rib thoracic dysplasia with or without polydactyly and cranioectodermal dysplasia. A homozygous 

missense variant was also identified in a patient with Jeune syndrome and was thought to be 

causative(251). The reported patient in this case required a renal transplant. In addition, Halbritter 

et al. identified a patient with nephronophthisis, retinal dystrophy and hepatic cysts(252). The 

reported patient was compound heterozygous for a missense and a nonsense variant. Splice site 

variants have been identified in patients with Senior-LØken syndrome caused by WDR19 

variants(252, 253). However no second coding or non-coding variant could be identified, nor could 

any small CNVs be found, and so while this is an interesting candidate gene it was not pursued. 

3.2.1.1.5 Variants in ALMS1 

Three rare heterozygous variants were observed in ALMS1 in BBS-018. One, a heterozygous in 

frame deletion p.Pro526del, is considered to be a benign polymorphism in ClinVar 
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(RCV00206500.2), where it was assessed as benign or likely benign by 3 submitters(254). The 

second, a heterozygous in-frame duplication, p.Glu28dup is also listed in ClinVar 

(RCV00206500.2) as a benign or likely benign variant. As both are in-frame variants and have 

been classified as benign, they are classified as ACMG class two or likely benign variants. The 

third is a rare heterozygous missense variant, p.Ile1288Val, which was not seen in any of the 

population databases. ALMS1 is known to be associated with Alström syndrome, whose main 

features are retinitis pigmentosa, deafness, obesity and diabetes mellitus, similar to BBS. 

Knockdown of Alms1 resulted in defective ciliogenesis(255). However, polydactyly has not been 

observed in Alström syndrome, and learning difficulties tend to be mild. Missense variants have 

never been reported as a definite cause of Alström syndrome, with only nonsense and frameshift 

variants known to be causative. Such missense variants as have been identified in patients are 

considered variants of unknown significance at present and this variant is classified as a VUS 

under ACMG guidelines(256). ALMS1 is also present on diagnostic ciliopathy panels and variants 

have not yet been identified as a cause for BBS. As no additional coding or likely functional non-

coding variants or small CNVs were identified, variants in ALMS1 were not pursued as potentially 

causative in this case, although they cannot be entirely ruled out.  

3.2.1.1.6 Variants in PKHD1 

Three heterozygous coding variants were seen in PKHD1. The first, p.Gly48Asp, is rare, as is the 

second, p.Ser2704Thr. Both are ACMG class three VUSs. The third, p.Met2841Val, was seen at 

a frequency of 0.819% in 1000Genomes, with 3 homozygotes recorded in ExAC and 12 in 

gnomAD. The variant is in dbSNP (rs113562492). It is in ClinVar (RCV000169052.3) where it is 

described by two submitters as benign or likely benign. It is also listed in HGMD (CM052345) 

where it is described as of uncertain significance(257, 258). This gives it an ACMG classification 

of class two, likely benign. PKHD1 is known to be associated with autosomal recessive polycystic 

kidney disease (ARPKD) and also with hepatic cysts and intracranial aneurysms and generally 

manifests prenatally or in infancy(259). The product of PKHD1 interacts with the product of PKD2 

and together they are involved in cell-cell signalling in the kidney. PKHD1 is an unlikely cause of 

BBS as it has never been associated with polydactyly, learning disability or rod-cone dystrophy. 

It is also included on diagnostic ciliopathy panels such as the one offered by the North East 

Thames Regional Genetics Service and has never been implicated in BBS or any ciliopathy other 

than ARPKD. Therefore it was considered an unlikely causative gene candidate.  

3.2.1.1.7 Variants in primary ciliary dyskinesia genes- DNAAF5, DNAH5, DNAH9, CCDC39 

Single heterozygous missense variants were identified in DNAAF5, DNAH5 and DNAH9. The 

variant in DNAAF5 was p.Val261Ile, which was seen in a heterozygotes in the GnomAD database. 

However in silico predictions suggest that it is damaging, resulting in an ACMG class three 

classification. The variant in DNAH5 was p.Ser732Phe, like the p.Pro3181Leu variant in DNAH9, 

was not seen in population databases. Both variants were predicted to be possibly or probably 

damaging by in silico tools. Both are classified as class three under ACMG guidelines.  
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A heterozygous variant predicted to result in splice site loss, c.2406+6G>A was identified in 

CCDC39. According to Ingenuity Variant Analysis™ (IVA) software, this is likely to result in 

splicing at an alternative splice site on the 3’ side of the intron/exon boundary. This is predicted 

to result in an insertion leading to a frameshift. A frameshift is considered very strong evidence of 

pathogenicity, but other than this there is only 1 moderate evidence criterion, low frequency in 

controls, resulting in an ACMG classification of three.  All of these genes, DNAAF5, DNAH5, 

DNAH9 and CCDC39, are causative genes for primary ciliary dyskinesia (PCD) and have 

functions in the formation and motility of the dynein arms of motile cilia. Genes causing PCD have 

not been reported to cause non-motile ciliopathies, and although these variants were rare, no 

additional coding or likely functional non-coding variants or small CNVs could be identified, so 

they were not considered further.  

3.2.1.1.8 Variants in PCM1 

A single heterozygous missense variant was identified, p.Val1514Met, at a highly conserved 

nucleotide. It is predicted to be damaging by PolyPhen2 and has a high CADD score (32- 

predictive of the most damaging 0.01 to 0.1% of variants) consistent with pathogenicity. It is rare, 

with a frequency of 0.002% in ExAC. It is classified as class three under ACMG guidelines. When 

non-coding variants were considered, an intronic variant, c.3584+8T>C variant was identified. 

The residue is conserved but although it is close to an intron-exon boundary it was not predicted 

to be part of a splice site. It is also classified as class three under ACMG guidelines.  

PCM1 is a ciliary protein which is known to interact with CEP290. It is a component of centriolar 

satellites(260). Both PCM1 and CEP290 are required for ciliogenesis and localisation of CEP290 

to centriolar satellites has been found to be PCM1 dependent, with ciliary formation being affected 

by impaired retrograde trafficking of PCM1 in mice(151, 261, 262). PCM1 has never been 

implicated in a ciliopathy, but is a possible candidate gene in view of its interactions with known 

BBS-causing proteins. It is possible that homozygous or compound heterozygous variants 

affecting PCM1 are lethal and this may be the reason they have not been observed. STRING 

suggests associations with BBIP1, BBS1, BBS2, BBS4, MKS1, SDCCAGA1 and TTC8 in addition 

to CEP290 (Figures 3.4 and 3.5). No second coding variant could be identified and no small CNVs 

were found. For this reason, PCM1 was not thought to be a primary candidate gene, but it is 

possible that it could act as a modifier of other disease-causing mutations (section 3.4.1.6). 
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Figure 3.4 Associations between PCM1 and known BBS genes. Drawn by www.string-db.org. Pink 
lines represent experimental evidence of connection, black represent co-expression data, blue 
represent curated databases and green represent text mining data 

Figure 3.5 Associations between PCM1 and known ciliopathy genes. Drawn by www.string-db.org. Pink 
lines represent experimental evidence of connection, black represent co-expression data, blue represent 
curated databases and green represent text mining data 
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3.2.1.1.9 Variants in TTC8 

A single, non-coding, heterozygous variant was identified in TTC8, another gene reported to 

cause BBS, although only splice site variants and deletions have been implicated(263, 264). This 

variant, c.-1004_-998delATTATTA, thought to be in the promoter region, is a seven base pair 

deletion. While there are no in silico predictions, IVA software predicts that it will result in promoter 

loss. It is considered a class three VUS under ACMG guidelines. TTC8 is required for ciliogenesis 

and interacts with BBS4 and PCM1. This variant was seen at a frequency of 0.043% in gnomAD, 

so is relatively rare. However, no other rare coding or non-coding variants or deletions could be 

identified in this gene. It was excluded therefore from further consideration. 

3.2.1.1.10 Variants in DNAH12 

Two heterozygous coding variants were seen in DNAH12. The first, p.Ile457Val, was seen at 

relatively high frequencies in population databases. The second, p.Met771Val is rare. Neither had 

a high CADD score and no predictions were made by PolyPhen2 or SIFT so computational 

evidence did not point towards pathogenicity. Although both variants were at conserved 

nucleotides, they are classified as class three under ACMG guidelines. No additional variants or 

CNVs were identified. DNAH12 has been identified as a gene coding for a ciliary protein and has 

homology to axonemal dyneins but has never been identified as causing a ciliopathy(265). Other 

axonemal dynein heavy chain genes, such as DNAH1, DNAH5 and DNAH11 are known to cause 

PCD. Analysis using the STRING database found no associations between known BBS genes 

and DNAH12, but did identify associations with DNAH5, which is known to cause PCD and 

DYNC2H1, which causes short rib thoracic dysplasia with or without polydactyly(86). While 

DNAH12 is a possible candidate gene, it is was not pursued as a primary candidate. 

3.2.1.2 Variants in non-ciliopathy disease genes in patient BBS-018 

3.2.1.2.1 Variants in LAMB1 

Two heterozygous missense variants were seen in patient BBS-018, p.Ser972Leu and 

p.Val1157Ala. Both were rare variants not seen in homozygotes in ExAC or GnomAD, and were 

predicted to be benign by computational methods, although the CADD score of p.Val1157Ala was 

23. This residue was highly conserved. The other, p.Ser972Leu, was less highly conserved and 

in fact, leucine is seen in this position in the rhesus monkey, suggesting that this variant is well 

tolerated. Both variants would be classified as class three VUS under ACMG guidelines.  

LAMB1 codes for the protein Laminin Beta-1, which along with alpha and gamma subunits forms 

Laminin, an extracellular matrix protein. Both loss of function and missense variants in LAMB1 

have been found to cause lissencephaly and variants in LAMB2, a homologue, cause Pierson 

syndrome and nephrotic syndrome with structural eye abnormalities(266-268). Reported patients 

have presented with developmental delay, neurocognitive impairment, seizures and 

encephaloceles, but none have had features typical of BBS. Interestingly, a study by Hochgreb-

Haeglele et al. found that zebrafish with variants in lamb1a, the homologous gene, had defects in 

gut organ laterality and had reduced cilia length in Kuppfer’s vesicle(269). Review of the patient’s 
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MRI scan revealed no lissencephaly. There was not enough evidence to pursue LAMB1 as a 

candidate gene, but in view of the patient’s situs inversus it remains interesting. 

3.2.1.2.2 Variants in TCOF1 

A total of 4 coding variants were seen in TCOF1. These were three rare heterozygous missense 

variants, p.Ser272Gly, p.Glu956Val and p.Ala1004Thr, and p.Lys322_Thr330del, an in-frame 9 

amino acid deletion. All would be classified as VUS under ACMG criteria. TCOF1 is thought to be 

involved in the transcription of ribosomal DNA, and is vital for craniofacial development in the 

embryo. Variants in TCOF1 cause Treacher Collins syndrome, a rare, autosomal dominant 

craniofacial malformation syndrome whose chief features are facial bone hypoplasia, structural 

ear and eye abnormalities and deafness(270). Most variants associated with Treacher Collins 

syndrome generally result in a truncated protein but rarely, causative missense variants have 

been identified(271-273). None of the variants seen would cause a truncated protein, although 

the in-frame deletion variant would lead to a slightly shortened protein. TCOF1 has never been 

implicated in a ciliopathy and analysis with STRING showed no association with any known 

ciliopathy gene. The patient’s clinical features do not fit with those of a TCOF1-related phenotype 

so these variants were excluded from further analysis. 

3.2.1.2.3 Variants in TTC37 

Two heterozygote missense variants were seen in TTC37, p.Gln179Arg and p.Phe208Cys. Both 

were rare and would be classified as class three VUSs under ACMG guidelines. TTC37 is a widely 

expressed protein of unknown function. Variants are known to cause trichohepatoenteric 

syndrome (THE) whose main features include a neonatal enteropathy resulting in intractable 

diarrhoea, abnormal brittle hair, short stature, liver disease and café-au-lait patches. Other 

features such as immunodeficiency and learning difficulties are sometimes seen.  The condition 

is rare and causative variants are usually premature termination codons or frameshifts. Analysis 

with STRING showed no link to a known ciliopathy gene. While patient BBS-018 has a diagnosis 

of Crohn’s disease, this was not of neonatal or very early onset, and there is no hair abnormality. 

Both missense variants are at moderately conserved residues, but the phenotype inconsistent 

with the patient’s and so they were not considered further.  

3.2.2 Sanger sequencing 

3.2.2.1 Sanger sequencing of CEP290 in the proband, BBS-018 and parent 

Sanger sequencing confirmed the presence of both heterozygous variants, c.5167A>G, 

p.Met1723Val and c.-1003T>C in the proband (Figures 3.6 and 3.7). Neither was seen in a 

control. DNA could not be obtained from the proband’s father. Sanger sequencing of the mother 

showed that she carried neither variant (Figures 3.6 and 3.7). Therefore biallelic inheritance could 

not be confirmed.



 

 

 

 Figure 3.6 Sanger sequencing of c.5167A>G, p.Met1723Val in BBS-018 (top two lines), mother of BBS-018 (middle two lines) and healthy control (bottom) 



 

 

 

Figure 3.7 Sanger sequencing of promoter variant c.-1003T>C in BBS-018 (top two lines), mother of BBS-018 (middle two lines) and healthy control (bottom two lines) 
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3.3 Results for patient BBS-016 and BBS-017 

3.3.1 Next generation sequencing results 

In patients BBS-016 and BBS-017, WGS was performed as described in Chapter 2, sections 2.1 

to 2.3. Data were analysed as described in Chapter 2, section 2.4.  Common and low-confidence 

variants were excluded and remaining variants filtered. As patients BBS-016 and BBS-017 are 

monozygotic twins, all discussed variants were seen in both patients. As patients were male, 

hemizygous variants in X chromosome genes were considered. All remaining coding variants in 

genes causing ciliopathies and known ciliary genes in these patients are listed in Table 3.8. Non-

coding variants with possible functional effect in genes causing BBS, other ciliopathies and 

known ciliary genes are listed in Table 3.9. Variants in other genes of interest are listed in Table 

3.10. 

3.3.1.1 Variants in known BBS, ciliopathy and ciliary genes in BBS-016 and BBS-017 

3.3.1.1.1 Variants in ABCA4 

Two heterozygous coding variants were identified in ABCA4, the only non-motile ciliopathy gene 

for which this was the case. The first heterozygous variant, p.Arg2040Ter, is rare and has a 

CADD score of 50. This variant has previously been reported as pathogenic in two patients with 

Stargardt disease and results in a premature termination codon(274). The mutation type, 

frequency and the fact that it has been reported as pathogenic put it in ACMG class five. It is 

listed in HGMD (CM032170). Variants in ABCA4 are known to cause recessive RP and Stargardt 

disease, as well as non-juvenile macular degeneration. Most causative variants appear to be 

missense, though null variants have been reported as pathogenic previously, including two that 

flank the variant in question, one at position 2030 and one at position 2565(275, 276). However, 

the study by Baum et al. only looked for variants in 15 of 51 exons, and did not report whether a 

second variant was found in either patient, nor did it give any clinical details apart from the 

diagnosis.  

The second heterozygous variant is p.Asn1868Ile, which has also been reported as pathogenic, 

although it has a relatively high population frequency with an allele frequency of 2-4% in the 

databases considered(277-280). Zernant et al. describe it as causing late-onset macular 

degeneration. It is seen five times more frequently in those patients with one other disease-

causing variant with disease compared to controls, and has been seen in the homozygous state 

in patients. It is listed in HGMD (CM015091). One strong and 2 supporting criteria would result 

in an ACMG classification of class four, likely pathogenic, but in the context of BBS, the 

population frequency is too high, reducing it to an ACMG class three variant. No additional 

sequence or copy number variants could be identified. 
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ABCA4 c.5603A>T p.Asn1868Ile 1:94010911 

 

36 49.5 CC Het RP, 

Stargardt  

Possibly 

damaging 

Damaging 2.077 4.456 4.206 4.775 26.2 HGMD path 

(ACMG 3) 

ABCA4 c.6118C>T p.Arg2040Ter 1:94005470 31 50.7 CC Het RP, 

Stargardt  

None None 0 0.002 0.001 0 50 HGMD 

Path ACMG 

5 

ATP8A2 c.183C>A p.Asn61Lys 13:25469083 31 49.5 CC Het CAMRQ None Damaging 0 0.001 0.001 0.006 33 ACMG 3 

CEP164 c.41574C>T p.Arg1392Trp 11:117411805 36 47.1 C Het NPH,  

(JBTS, 

MKS) 

Probably 

damaging 

Damaging 0 0.001 0.002 0 35 ACMG 3 

DNAH14 c.2621A>G p.Gln874Arg 1:225079403 30 57 CC Het None Benign Tolerated 0 0 0 0 <10 ACMG 3 

HYDIN c.2144C>T p.Pro715Leu 16:71064772 39 40.6 S Het PCD Probably 

damaging  

None 0 0.002 0.002 0 28.1 ACMG 3 

INPP5E c.1132C>A p.Arg378Ser 9:136433182 26 44.52 S Het JBTS, 

MORM 

Probably 

damaging 

Damaging 0 0 0 0 27 ACMG 3 

NME7 c.1106-

1109dup 

ACTT 

p.Phe370fs*8 1:169132806 37 49.6 S Het None None None 0 0.036 0.031 0.016 35 ACMG 3 

PKHD1 c.9925A>G p.Ile3309Val 6:51746794 27 47.5 C Het ARPKD Possibly 

damaging 

Damaging 0 0.011* 0.02* 0.023 15 ACMG 3 

PKHD1 c.9866G>T p.Ser3289Ile 6:51746794 25 58.7 C Het ARPKD Probably 

damaging 

Damaging 0 0.331* 0.316* 0.315 25.3 HGMD path 

(ACMG 3) 

ARPKD- autosomal recessive polycystic kidney disease, CAMRQ- cerebellar ataxia, mental retardation, and disequilibrium syndrome, JBTS- Joubert syndrome, MORM- mental retardation, truncal obesity, retinal dystrophy, and 
micropenis, MKS- Meckel syndrome, NPH- nephronophthisis, PCD- primary ciliary dyskinesia, RP- retinitis pigmentosa. Panels: B-BBS, C- Ciliopathy, CC- CiliaCarta, S-Syscilia (see Appendix 2). *= homozygotes seen. CADD- 
Combined Annotation Dependent Depletion, ExAC- Exome Aggregation Consortium Browser, GnomAD- Genome Aggregation Consortium Browser 

Table 3.8 Coding variants in ciliopathy and ciliary genes in patients BBS-016 and BBS-017
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ARL13B c.-109+18 
G>C 

3:93980500 None 26 50.4 C Het JBTS  None None 0 0 0 0 <10 ACMG 3 

DNAH14 c.5146-10 
T>C 

1:225153740 Splice site loss 32 47.2 CC Het None None None 0.08 0.212 0.262 0 15.7 ACMG 3 

Diseases: JBTS- Joubert syndrome. Panels: B-BBS, C- Ciliopathy, CC- CiliaCarta, S-Syscilia (see Appendix 2).  *= homozygotes seen. CADD- Combined Annotation Dependent Depletion, ExAC- Exome Aggregation Consortium 
Browser, GnomAD- Genome Aggregation Consortium Browser 

Table 3.9 Non-coding variants at promoter, splice or transcription factor binding sites in BBS, ciliopathy and ciliary genes in patients BBS-016 and BBS-017 
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CADD Notes 

ARID1B c.2846G>T p.Gly949Val 3:93980500 31 52.6 OMIM Het Coffin- 

Siris 

Probably 

damaging 

Tolerated 0 0 0 0 25.6 ACMG 3 

CLDN34 c.140delC p.Pro47fs*48 X:9967492 15 100 OMIM Hemi None None None 0 0 0 0 13.9 ACMG 3 

FRMPD4 c.2243A>G p.Arg748Gly X:12716702 16 100 OMIM Hemi XLMR Damaging Possibly 

damaging 

0 0.009 0.009 0.009 22.1 ACMG 3 

GDF5 c.826G>T p.Arg276Ser 20:35434589 19 51.5 OMIM Het BDC 

GC 

None Tolerated 0 0 0 0 35 ACMG 3 

TRIP12 c.4883G>A p.Arg1628Gln 2:229785842 42 51.5 OMIM Het NSMR Probably 

damaging 

Damaging 0 0 0 0 35 HGMD path 

Diseases: BDC- Brachydactyly type C, GC- Grebe chondrodysplasia, NSMR- Non-syndromic mental retardation, XLMR- X-linked mental retardation. *= homozygotes seen. CADD- Combined Annotation Dependent Depletion, 
ExAC- Exome Aggregation Consortium Browser, GnomAD- Genome Aggregation Consortium Browser 

Table 3.10 Coding variants in OMIM morbid genes seen in patients BBS-016 and BBS-017
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Neither of these variants has been associated with a retinitis pigmentosa phenotype, nor have 

any variants in ABCA4 ever been described as causing a BBS-like phenotype. It is therefore 

unlikely that these variants are relevant to the diagnosis, though they do have implications in that 

patients BBS-016 and BBS-017, while having no ophthalmological problems at present, may have 

a significantly increased risk of macular degeneration in future. In view of the current clinical 

diagnosis, they have already been warned of the risk of developing retinitis pigmentosa and are 

having annual ophthalmology follow-up as a result.  

3.3.1.1.2 Variants in INPP5E 

A single heterozygous variant, p.Arg378Ser, was identified in INPP5E, which is known to cause 

the rare ciliopathy MORM (mental retardation, truncal obesity, retinal dystrophy, and micropenis) 

syndrome, but also the somewhat less rare Joubert syndrome(281, 282). It is known that genes 

such as MKS1 and CEP290 cause both BBS and Joubert syndrome (JS), so INPP5E is a good 

candidate. INPP5E is targeted to the cilium and interacts with other ciliary proteins including 

CEP164 and ARL13B(283). The variant in the only family reported to have MORM syndrome was 

a homozygous premature termination variant, while missense variants have been reported in JS.  

The variant in INPP5E in patients BBS-016 and BBS-017 is very rare and the amino acid is highly 

conserved. The Grantham distance between arginine and serine is 110. Arginine has a basic side 

chain and is hydrophilic while serine has a neutral side chain and is a smaller amino acid. The 

variant is in the inositol polyphosphate phosphatase domain, and a pathogenic variant, where the 

arginine is converted to a cysteine, has been reported at the same position(284). Under ACMG 

guidelines, this is classified as a VUS, although there are two moderate and one supporting pieces 

of evidence for pathogenicity (different pathogenic variant at same site, low population frequency 

and supportive computational evidence). While it could be argued that INPP5E has a low rate of 

benign missense variants, as according to ExAC, fewer missense variants are seen than are 

expected (194 instead of 230 (84%), z score 1.17), this rate does not reach statistical significance 

according to the Association for Clinical Genomic Science (ACGS) best practice guidelines for 

variant interpretation (www.acgs.uk.com).  

No second coding variant or non-coding variant with likely functional effect could be identified. 

Lumpy data did not highlight any likely CNVs. When reviewing the data manually, a reduction in 

coverage from greater than 30 to less than 20 was seen in the in the latter part of exon 7 in patient 

BBS-016, suggesting a possible partial exon deletion. As it is at the end of an exon, this raises 

the possibility of exon skipping or other mechanisms of disease causation. The drop in coverage 

in patient BBS-017 was less marked (Figure 3.8). When the intron next to exon 7 was viewed, it 

appeared that there might be a larger deletion but in fact it was more likely to be a region of poor 

coverage (Figure 3.9). When other samples in the cohort were reviewed, a similar if less marked 

drop in coverage was seen, making it very unlikely to be pathogenic. INPP5E remains an 

interesting candidate.



 

 

 

 

  

Figure 3.8 Coverage of exon 7 of INPP5E in patients BBS-016 (top) and BBS-017 (bottom) 



 

 

 

Figure 3.9 Coverage of introns adjacent to exon seven of INPP5E in BBS-016 (top) and BBS-017 (bottom) with soft clipped bases and insert sizes larger than expected (red) 
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3.3.1.1.3 Variants in CEP164 

A single rare heterozygous coding variant was found in CEP164, p.Arg1392Trp. It was predicted 

to be deleterious by in silico tools. Under ACMG guidelines it is a class three variant of unknown 

significance. CEP164 is known to cause nephronophthisis, and one study suggested that while 

missense variants cause milder disease including RP and Stargardt-type presentations, null 

variants may cause more severe disease, akin to Meckel or Joubert syndrome(219). CEP164 is 

required for the normal formation of the primary cilium and also appears to have a role in DNA 

damage repair(285, 286). It is also important for targeting INPP5E to primary cilia(283). Although 

this was a good a priori candidate gene, no second coding or non-coding variant with likely 

functional effect could be identified. No CNV was identified using Lumpy data. Manual scanning 

of the CEP164 gene in Integrative Genome Viewer (IGV) showed good coverage throughout. 

There was one exception, which was a drop in coverage in the middle of exon 29, suggesting a 

possible partial exon deletion (Figures 3.10 and 3.11). The coverage went from more than 40 

reads to fewer than 30 in patient BBS-017 and from approximately 30 to approximately 15 in 

patient BBS-017. There were no heterozygous SNPs in this region, meaning a partial exon 

deletion cannot be excluded. The exact size, and therefore effect, of this putative deletion was 

difficult to determine, as while the drop in coverage was clearly delineated at the 5’ end, it 

gradually increased towards the 3’ end. If this could be confirmed it would make CEP164 a strong 

candidate gene. 

3.3.1.1.4 Variants in ATP8A2 

A single heterozygous missense variant, p.Asn61Lys, was identified in ATP8A2, one of a number 

of genes reported to cause cerebellar ataxia, mental retardation and disequilibrium syndrome 

(CAMRQ). Variants in ATP8A2 appear to be a rare cause, with only a single family reported. The 

reported consanguineous Turkish kindred had homozygous p.Ile376Met variants(287). A single 

case of a child with hypotonia, mental retardation and abnormal movements and a de novo 

t(10;13) (p12.1;q12.13) balanced translocation with breakpoints disrupting the ATP8A2 gene has 

also been reported, with the authors hypothesising that haploinsufficiency of ATP8A2 accounted 

for the condition(288). More recently, two cases of encephalopathy, intellectual disability, severe 

hypotonia, chorea and optic atrophy were found to have ATP8A2 variants on WES(289). Variants 

in this gene have not been described as causing ciliopathies such as BBS or Joubert syndrome. 

The gene itself codes for a P-type ATPase, which is involved in aminophospholipid transport and 

creating membrane phospholipid asymmetry and which is important for vesicle trafficking across 

membranes(290). It is expressed in embryonal and adult brain, and also retina and testes as well 

as elsewhere and appears to have a role in brain development and photoreceptor survival(287, 

290). This variant is classified as a variant of unknown significance under ACMG guidelines. No 

second coding or non-coding variant with likely functional effect or CNV could be identified so 

ATP8A2 was not pursued as a possible candidate gene. 



 

 

 

Figure 3.10 Drop in coverage in exon 29 of CEP164 in patients BBS-016 (top) and BBS-017 (bottom). Image from IGV 



 

 

 

Figure 3.11 Drop in coverage in exon 29 of CEP164 in patient BBS-016 sorted by base 
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3.3.1.1.5 Variants in PKHD1 

Two heterozygote missense variants were identified in PKHD1. One of the variants seen, 

p.Ser3289Ile, was previously reported as pathogenic and is listed in HGMD as pathogenic 

(CM051184). However, with a population frequency of 0.33, it is commoner than the BBS1 

p.Met390Arg mutation, which is the commonest known causative BBS mutation. In addition, 

homozygotes were seen in ExAC. In the context of BBS, this variant would be classified as an 

ACMG class one benign variant. However, as it has already been classed as pathogenic by a 

reputable source and is observed in a higher frequency in cases than controls, there is 

contradictory evidence, and so it is an ACMG class three variant of unknown significance.  

The second heterozygote missense variant was p.Ile13309Val. This is somewhat rarer, but 

homozygotes were seen in ExAC. It is listed in ClinVar but no assertions had been made as to 

pathogenicity. This is an ACMG class three variant of unknown significance. No additional 

variants or CNVs were identified. As discussed in section 3.2.1.1.6 , PKHD1 is an unlikely cause 

of BBS as it has never been associated with polydactyly, learning disability or rod-cone dystrophy, 

but is in fact associated with hepatic and renal cysts, neither of which the patients exhibit(259). It 

is also included on diagnostic ciliopathy panels such as the one offered by the North East Thames 

Regional Genetics Service and has never been implicated in BBS or any ciliopathy other than 

ARPKD. Therefore it was considered an unlikely candidate causative gene for BBS. 

3.3.1.1.6 Variants in HYDIN 

A single heterozygous missense variant, p.Pro715Leu, was identified in HYDIN, a highly 

polymorphic gene known known to cause PCD and which has never been associated with a non-

motile ciliopathy. The variant is rare, and predicted to be deleterious. It is a class three VUS under 

ACMG guidelines, and as no second coding or non-coding variant with likely functional effect or 

CNVs could be identified it was not pursued as a candidate gene. It was considered unlikely to 

be causative and was not pursued further. 

3.3.1.1.7 Variants in NME7 

A single frameshift variant, p.Phe370fs*8, was identified in NME7, resulting in premature 

termination codon. NME7 is involved in IFT signalling and transport(238, 291). Frameshifts are a 

known disease-causing mechanism in many ciliopathies, but as no ciliopathy has been reported 

as being caused by variants in NME7, it cannot be used as very strong evidence under ACMG 

guidelines. The variant is rare and predicted to deleterious and under ACMG guidelines would be 

classified as class three variant. No second coding, non-coding with likely functional effect or CNV 

could be identified so it was not pursued as a candidate gene.  

3.3.1.1.8 Variants in DNAH14 

A single rare heterozygous missense variant, p.Gln874Arg, was identified in DNAH14. DNAH14 

is not known to be associated with a ciliopathy, although variants in other axonemal dyneins have 

been implicated in PCD. The variant is a VUS under ACMG guidelines. A second non-coding 

variant, c.5146-10T>C, predicted to affect splicing, was identified. It is also an ACMG VUS variant. 

PCD genes are not associated with non-motile ciliopathies and have functions in the formation 
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and motility of the dynein arms of motile cilia. The population frequency in GnomAD was higher 

than the commonest known BBS variant p.Met390Arg in BBS1. For these reasons, DNAH14 was 

not considered further as a candidate gene. 

3.3.1.1.9 Variants in ARL13B 

A single rare heterozygous non-coding variant, c.-109+18 was identified in ARL13B. ARL13B is 

expressed in cilia and is important for the targeting of INPP5E to cilia(282). Missense variants are 

known to cause Joubert syndrome and owing to the overlap between Joubert and Bardet-Biedl 

syndromes, it is a good candidate gene(283, 292). The variant is rare, but it is non-coding and it 

is not predicted to affect splicing. It is an ACMG class three variant. No second coding, non-coding 

with likely functional effect or CNV could be identified, and so it was considered unlikely to be 

causative in this case. 

3.3.1.2 Variants in non-ciliopathy disease genes in patients BBS-016 and BBS-017 

3.3.1.2.1 Variants in TRIP12 

A rare heterozygous missense variant, p.Arg1628Gln, was identified in TRIP12. TRIP12 has been 

implicated in autosomal dominant intellectual disability and p.Arg1628Gln was one of 11 variants 

reported in this paper, although the same individual had previously been reported by O’Roak et 

al.(293, 294). It is described as being a causative variant and it is listed in HGMD (CM170867). 

The individual described had moderate intellectual disability and spoke in phrases, unlike patients 

BBS-016 and BBS-017 who are more mildly affected. He was described as autistic in the original 

paper. Interestingly, two of the 11 cases in the Bramswig study, including the patient with the 

same variant were overweight. A further paper reported additional cases, four out of seven of 

whom had obesity(295). Unusual facial features including upslanting palpebral fissures and a 

downturned mouth have been noted. Following correspondence with the authors and curators of 

the TRIP12 database, it was confirmed that polydactyly has not been seen in any of the patients. 

TRIP12 is a ubiquitin ligase, and the ubiquitin-proteasome system has been implicated in the 

formation of primary cilia. TRIM32, a known BBS gene, is a ubiquitin ligase(296-298). STRING 

suggests a close association between TRIP12 and TRIM32 (Figure 3.12). TRIP12 also interacts 

with UBR5, a ubiquitin ligase that is believed to have a role in ciliogenesis(299, 300). No other 

variants, coding or non-coding with likely functional effect, or CNVs could be identified. While 

dominant ciliopathies, such as ADPKD, are known, BBS is recessive in all known cases. As 

neither parent has intellectual disability, this would need to be a de novo variant. Unfortunately, 

parental samples have not been obtainable to confirm this.
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3.3.1.2.2 Variants in ARID1B 

A rare heterozygous missense variant, p.Gly949Val, was seen in ARID1B. Null and frameshift 

variants in ARID1B are known to cause Coffin-Siris syndrome, an autosomal dominant disorder 

whose features include dysmorphic features, developmental delay and intellectual disability, 

hypoplasia of 5th fingers and toes and a range of congenital malformations including brain, cardiac 

and gastrointestinal anomalies(301). Haploinsufficient variants have also been reported in 

patients with non-syndromic intellectual disability, while missense variants have been reported in 

association with non-syndromic short stature(302, 303). The variant seen is rare, but in silico tools 

show conflicting evidence for pathogenicity. It is a VUS when considered under ACMG guidelines. 

The patients do not have Coffin-Siris syndrome clinically, and although a missense variant could 

contribute to intellectual disability, there is insufficient evidence to further consider this variant.  

3.3.1.2.3 Variants in GDF5 

A rare heterozygous missense variant, p.Arg267Ser, was seen in GDF5, also known as CDMP1, 

a gene known to cause brachydactyly types A and C and other conditions including Grebe 

chondrodysplasia and proximal symphalangism. Polydactyly has been reported in individuals with 

Grebe syndrome and occasionally in their unaffected relatives(304-306). A recent case report 

tells of a father and paternal uncle of a child with a diagnosis of Brachydactyly type C caused by 

a nonsense variant in GDF5 who both had postaxial polydactyly(307). The variant seen in this 

study is a rare missense variant that has not previously been reported as pathogenic. Most of the 

previously reported missense variants have been between amino acids 370 and 400, with a single 

Figure 3.12 Associations between TRIP12 and known BBS genes. Drawn by www.string-db.org. Pink 
lines represent experimental evidence of connection, black represent co-expression data, blue 
represent curated databases and green represent text mining data 
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variant reported at amino acid 173 (OMIM *601146). It remains as an ACMG class three VUS. 

However, given that these patients have polydactyly, it remains of interest, especially if obesity 

and learning difficulties were attributable to the variant seen in TRIP12. 

3.3.1.2.4 Variants in FRMPD4 

A hemizygous missense variant, p.Arg748Gly was seen in FRMPD4, which is located on the X 

chromosome. FRMPD4 has a role in dendritic spine morphogenesis(308). A truncating variant 

was previously identified as being causative for x-linked mental retardation and the variant 

segregated with disease, but no functional studies have been done(309). A patient with a de novo 

missense variant, p.Cys553Arg, also with mental retardation, was identified in the same study, 

but minimal clinical details are given. None of the patients in the study had polydactyly. Recent, 

unpublished work from UCL Great Ormond Street Institute of Child Health suggests that Bbs4 

null mice have reduced numbers of dendritic spines(310). One proposed reason for this is that 

cytoskeletal modelling is impaired in BBS syndrome(311). FRMPD4 could not be linked with any 

other ciliopathy genes using STRING or datamining. The variant in question is a VUS under 

ACMG criteria and was not pursued as a possible causative gene. 

3.3.1.2.5 Variants in CLDN34 

A rare hemizygous frameshift variant, p.Pro47fs*48, was identified in CLDN34. Claudins are 

involved in in tight junction-specific obliteration of the intercellular space, and many have been 

identified(312, 313). Claudins have been implicated in cancer, but more interestingly, at least one, 

the product of CLDN2, has been found to co-localise with cilia(314, 315). Another, CLDN19, has 

been implicated in a condition known as hypomagnesemia 5, renal, with ocular involvement(316). 

In the original kindred, neither the renal nor the ocular phenotype are similar to BBS. However a 

later case was reported where the child had retinitis pigmentosa(317). Reduced levels of CLDN19 

have been identified in polycystic kidney disease(316). Variants in CLDN14 cause sensorineural 

hearing loss, another ciliopathy feature(318, 319). Expression data suggest that CLDN34 is widely 

expressed including in brain, kidney, eye and genitalia, and is localised to the plasma 

membrane(320). The variant in question is a frameshift, a well-known mechanism of pathogenesis 

and is not seen in the population databases. As CLDN34 is x-linked and patients BBS-016 and 

BBS-017 are male, it is possible that this variant may have a detrimental effect. However, no 

disease has been reported in associated with this gene and it remains a VUS under ACMG 

guidelines.  
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3.4 Discussion 

3.4.1 Patient BBS-018 

3.4.1.1 Clinical features of patient BBS-018 

The patient, who is now 10 years old, has a clear clinical diagnosis of BBS-018. She had been 

reviewed by several clinicians with an interest in BBS, including a world expert, and all were in 

agreement about the diagnosis. Her facial features were considered typical. She has bilateral 

postaxial polydactyly of the hands and unilateral postaxial polydactyly of the feet. She has rod-

cone dystrophy and is registered blind. Her weight is now normal, but she had previously been 

overweight. She has cystic disease of the kidney and had required renal transplantation. She is 

not known to have genital abnormalities and as she is pre-pubertal, a diagnosis of hypogonadism 

has not yet been made. Her learning is now considered to be at the lower end of the normal range, 

though there were more concerns when she was younger, and she had significant difficulties with 

speech. As postaxial polydactyly, rod-cone dystrophy and renal abnormalities are all considered 

major criteria, she meets the criteria for a clinical diagnosis. In addition, she has several minor 

features, such as facial dysmorphism, liver disease, speech delay, poor coordination and 

brachydactyly. She does not have additional features suggestive of other ciliopathies, such as 

Joubert syndrome, and in particular there is no evidence of a molar tooth sign or lissencephaly. 

She does have additional features such as Crohn’s disease and situs inversus. Situs inversus 

has been reported in BBS, including in a case with homozygous null variants in BBS8 and in a 

case with LZTFL1 variants(264, 321). This meant that variants in known BBS genes were the 

primary candidate genes for this patient. Her parents are non-consanguineous. 

3.4.1.2 Choice of filtering criteria 

The most common known variant causing BBS is the p.Met390Arg variant (rs113624356) in 

BBS1, causing approximately 80% of BBS1-related cases and 30% of cases overall(227). The 

minor allele frequency in ExAC for this variant is 0.15% and 0.1% in 1000Genomes. Variants with 

a frequency of >0.5% in any of 1000Genomes, ExAC, GnomAD or NHLBI-ESP were excluded 

from analysis unless they were known to be pathogenic, as they would be a common cause of 

disease if they were found this frequently. Currently, a molecular cause for BBS cannot be 

identified in only approximately 20% of BBS cases, meaning that the population frequency of any 

previously unknown pathogenic variant should be less than that of the p.Met390Arg variant(18). 

Initially, coding variants were considered as the majority of pathogenic variants in BBS genes are 

coding. However, splice site variants and small and large deletions have been identified as 

causative(18). Promoter variants have not been reported as a cause of BBS, though they are 

known to cause other Mendelian diseases(322-324). Therefore, non-coding variants were 

considered after the analysis of coding variants. Details of genetic filters applied can be found in 

Chapter 2 and Appendix 2, Tables A2.1-A2.4. 

Following analysis, many variants were excluded from further consideration. Three interesting 

candidate genes remained: CEP290, a known BBS gene in which two variants of interest were 

seen, NPHP4, where a known pathogenic mutation was identified, and CHDR1, where a likely 
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pathogenic variant was seen. Also of interest was PCM1, where coding and a non-coding variants 

were seen.  

3.4.1.3 CEP290 as a candidate gene 

CEP290 is one of the most interesting ciliopathy genes as it has been associated with such a 

wide range of ciliopathy phenotypes- Bardet-Biedl, Joubert, Leber congenital amaurosis, Meckel 

and Senior-LØken syndromes(176, 178-180). The gene, located at chromosome 12q21.32, 

consists of 55 exons and codes for a 2479 amino acid, 290KD protein that is widely 

expressed(180, 325). 

CEP290 appears to play an important role in the assembly of the primary cilium(261, 326). It is 

recruited to the centriole by PCM-1, and CEP290 knockout disrupts normal localisation of PCM-

1. PCM-1 is known to interact with the product of BBS4, which forms part of the BBSome. Both 

CEP290 and PCM-1 are required for correct localisation of Rab8, which is essential for the 

formation of the ciliary membrane(149, 216). Once the primary cilium has been formed, CEP290 

has a role in mediating IFT, by recruiting proteins such as CC2D2A and NPHP5, although this 

process is not yet well understood(327, 328). When ciliogenesis is not required during cell 

division, CEP290 is supressed by an inhibitor, CP110(326). 

Sayer et al. identified a number of functional domains in CEP290 when analysing the amino acid 

sequence, including 13 coiled-coil domains; an ATP/GTP binding site; areas homologous to 

structural maintenance of chromosomes (SMC) chromosome segregation ATPases;  a domain 

homologous to tropomyosin; several kinase-inducible domains; and a nuclear localisation signal 

region(180). The function of various parts of the CEP290 protein has been further elucidated(329). 

CEP290 appears to be a very rare cause of BBS, with only a single report in the literature(176). 

Of note, this patient had homozygous null variants in CEP290, p.Glu1903Ter but also a complex 

TMEM67 allele, suggesting that the phenotype might be dependent on the presence of 

modifiers(176, 330). A single patient with compound heterozygous nonsense CEP290 mutations 

(c.322C>T p.(Arg108Ter) and c.5668G>T p.(Gly1890Ter)) is known to the national BBS 

clinic(331). Pathogenic variants in CEP290 are generally frameshift or null variants, with missense 

variants only rarely reported(217, 241). However, a recurrent intronic variant has been identified 

in Leber congenital amaurosis (LCA) that creates a splice donor site and results in a premature 

termination codon following the insertion of a cryptic exon into the mRNA(181, 243). Genotype 

phenotype correlation in CEP290-related disease is difficult but a recent study has proposed that 

it may depend on the total amount of protein produced(332). Genes coding for proteins that 

interact with CEP290 including CC2D2A, NPHP5, RPGR and TMEM67, are known ciliopathy 

genes(333-335). 

A cellular phenotype has been identified in CEP290-related LCA, where fibroblast cells from 

patients had fewer cilia than controls and the cilia were found to be shorter(336). Interestingly, 

gene therapy with full length CEP290 delivered in a lentiviral vector rescued the ciliary defect. 

Another study by Shimada et al. showed that while cilia appeared normal in CEP290-related LCA 
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patient-derived fibroblasts, the photoreceptor cilia were abnormal. In CEP290-related JBTS 

patient-derived fibroblasts however, there were fewer cilia. Unlike in the previous study by 

Burnight et al., these cilia were longer than in controls(337). There is conflicting evidence as to 

whether structurally abnormal cilia are found in BBS. One study found no structural evidence of 

structural abnormality in Bbs4 knockout mice, while another found a reduced ciliation percentage 

and shorter cilia in Bbs4-/- mouse renal cells(204, 311). However, no abnormal ciliary phenotype 

has been observed in cultured patient fibroblasts from patients with BBS1 or BBS10(338).  

As discussed in section 3.2.1.1.1, a coding and a possible promotor variant were identified. 

Sanger sequencing was done to attempt to clarify whether variants were in cis or in trans, but 

while both variants were detected in the patient, neither was found in the mother. Paternal 

samples are unavailable, so it remains possible that the variants are in cis and can be discounted 

as the cause. The other possibilities are that one variant is present in mosaic form in the mother 

or that it arose de novo in the patient. This is not possible to clarify at present.  

In order to further elucidate pathogenicity there are further steps that could be taken. To determine 

variant phase, maternal saliva or skin samples could be taken or deep resequencing done to try 

to prove mosaicism. However, even if the variants were determined to be in trans, this would not 

clarify pathogenicity. A next step would be to undertake functional studies. This might include 

RTPCR to look at RNA levels, antibody staining of CEP290 to see if staining appears normal and 

possibly making a cell or animal model using a technology such as CRISPR-Cas9 gene 

editing(339, 340). 

3.4.1.4 NPHP4 as a candidate gene 

As a known pathogenic mutation was identified in NPHP4, a ciliopathy gene implicated in Senior-

LØken syndrome (SLS) and nephronophthisis, it was a strong candidate gene. The patient has 

both retinitis pigmentosa and cystic renal disease and other genes causing SLS, CEP290 and 

SDCCAG8, have been implicated in BBS. NPHP4 protein localises to cilia at the basal body as 

well as to the centrosomes of actively dividing cells(341). The products of NPHP4 and NPHP1 

have been found to interact and are thought to form part of a common signalling pathway(342).  

In general, the pathogenic mutations observed in NPHP4 have been nonsense or frameshift 

variants, with few missense variants reported. The paper that reports this variant as pathogenic 

shows that it is in trans with a frameshift variant. The only additional coding or non-coding variant 

seen in BBS-018 was a known variant, thought to be a benign polymorphism, seen at relatively 

high frequency in the population, and therefore very unlikely to be causative. However, it is 

possible that a small CNV may be being missed. Coverage of NPHP4 is good and so it is unlikely 

that a coding variant has been missed. However, a deep intronic variant which has not been 

predicted to affect the promoter, a transcription binding site or a slice site may be responsible.  

Again, functional work would be required to see if NPHP4 is responsible for BBS in this patient. 

RTPCR and cell staining would be a good initial approach. Sanger sequencing of the entire gene 

might also pick up a variant that has been missed by NGS.  
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3.4.1.5 CDHR1 as a candidate gene 

CDHR1 was an interesting candidate because the variant seen was a frameshift, a common 

mechanism of disease causation in ciliopathies. CDHR1 has been implicated in isolated rod-cone 

dystrophy, but not in syndromic ciliopathies(250). The mutations found previously are one base-

pair deletions or duplications resulting in frameshifts like the one seen in BBS-018(250, 343). 

However, CDHR1 appears to have expression restricted to the retina, making it an unlikely 

candidate for a multisystem ciliopathy(249). In view of this, and the fact that no second variant 

could be identified, it seems that it is unlikely to be worth pursuing. However, it is known that 

modifiers are important in ciliopathies, and variants such as this may be important in modifying 

the phenotype. 

3.4.1.6 PCM1 as a possible modifier 

As discussed in section 3.2.1.1.8, knockout of PCM1 is likely to be lethal and mutations in PCM1 

have never been identified as a cause of a ciliopathy. PCM1 is known to interact with CEP290, 

and it is possible that if CEP290 were the causative gene, the phenotype severity could be 

modified by the presence of a PCM1 variant. It is thought that the presence of a TMEM67 variant 

may have modified the phenotype of the case of BBS that presented with CEP290 

mutations(176). However, as discussed in section 3.1.5.3.4, proving the effect of modifiers is 

challenging, even in the presence of known pathogenic mutations. 

3.4.1.7 Digenic inheritance 

Another possible explanation to consider is digenic inheritance, where a disease phenotype is 

present only when heterozygous variants in two genes are present, but a single heterozygous 

variant is not enough to cause disease(344). There are examples of this, including in non-

syndromic hearing loss, neural tube defects and Alport syndrome(345-347). It has also been 

reported in Joubert syndrome and retinal dystrophy caused by ciliopathy gene mutations(348, 

349). The main candidate variants for digenic inheritance in BBS-018 are the heterozygous coding 

variants in PCM1, CEP290 and the promoter variant in TTC8 (Figure 3.13). PCM1 and CEP290 

proteins are believed to interact. The product of TTC8, in which a possible promoter variant was 

seen, is also thought to interact with the product of PCM1. It is possible that a combination of two 

or all of these variants could cause the observed phenotype. Proving this would be difficult as it 

is likely to require an animal model with the specific mutations introduced. 

3.4.1.8 Summary of findings in BBS-018 

No definitely causative variants were identified, but some candidates were identified for possible 

future work. Reasons why the cause may not have been identified are discussed in section 

3.4.3.1. 
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3.4.2 Patients BBS-016 and BBS-017 

3.4.2.1 Clinical features of patients BBS-016 and BBS-017 

The monozygotic twins, BBS-016 and BBS-017, born of unrelated parents and who are now aged 

19, have had a longstanding clinical diagnosis of BBS, and have been seen by several clinicians 

with expertise in BBS, including a world-expert. They are both considered to have typical facial 

features, both have obesity and hypogonadism. Both have postaxial polydactyly of the hands, 

though not of the feet. Both have mild learning difficulties and had developmental and speech 

delay when younger. Of interest, neither displays any evidence of rod cone dystrophy, clinically 

or on electroretinogram. Neither has any evidence of renal failure, structural renal or liver 

abnormalities or endocrine features. Both are normally grown, with heights above the 75th centile. 

They have three major and two minor features, meeting the criteria for a clinical diagnosis of BBS. 

This meant that variants in known BBS genes were the primary candidate genes for these 

patients. In addition, only variants seen in both were considered, with the exception of variants in 

known BBS genes in either, which were then manually checked in IGV to see if they had been 

missed or if coverage was poor. 

3.4.2.2 Choice of filtering criteria 

The choice of filtering criteria was the same as for patient BBS-018 and are discussed in Chapter 

2. In addition, only variants seen in both were considered, with the exception of variants in known 

BBS genes. If a BBS gene variant was seen in one but not the other, they were manually checked 

in IGV to see if they had been missed or if the coverage was poor in the other. Only deep intronic 

variants in BBS genes were identified in one but not the other and were not seen in the second 

patient when checked in IGV. 

3.4.2.3 ABCA4 as a candidate gene 

Although two variants previously determined to be pathogenic were identified in ABCA4, this gene 

has never been associated with a multisystem ciliopathy, but only with eye phenotypes including 

Figure 3.13 Associations between CEP290, PCM1 and TTC8. Drawn by www.string-db.org. Pink lines 
represent experimental evidence of connection, black represent co-expression data, blue represent 
curated databases and green represent text mining data 
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autosomal recessive retinitis pigmentosa, Stargardt disease and adult-onset macular 

degeneration. In addition, the gene appears to be expressed only in retinal tissue, making it a 

poor candidate gene for BBS syndrome. The patients in this case do not have any evidence of 

retinal degeneration on ophthalmological testing, so this gene can probably be excluded as 

causative. However, it does raise the interesting question of secondary findings, which are 

discussed further in section 3.4.3.5.7. In research studies such as this, secondary findings were 

not traditionally returned, and only findings related to diagnosis would be verified in a diagnostic 

laboratory and communicated to patients. However, this practice is changing, and consideration 

needs to be given to what will be returned and how consent will be obtained. This is likely to 

become even more of an issue as more treatments for genetic disease are developed. In the case 

of these patients, they are already having regular ophthalmology examination, and so it is likely 

that any macular degeneration would be picked up early. However, there are lifestyle 

modifications that can probably reduce the risk of developing macular degeneration, such as 

avoidance of smoking, so there might be utility to knowing about this result even now.  

3.4.2.4 CEP164 as a candidate gene 

CEP164 is known to cause nephronophthisis but with reported phenotypes ranging from Stargardt 

disease to much more severe Meckel and Joubert syndrome phenotypes it is a good candidate 

gene. It is widely expressed, being found in almost all tissue types(350). CEP164 is believed to 

have a role in UV-mediated DNA damage repair and a role in targeting INPP5E to cilia(283, 286). 

Only one rare coding variant could be identified. While non-coding variants were present most 

were common, none of them were near and intron-exon boundary, and none were predicted to 

affect splicing. However, a possible small deletion was seen in exon 29. Further work would be 

required to look at whether CEP164 is the causative gene. This might include RTPCR to look at 

RNA expression levels or staining to look at the presence of protein. Proving the presence of the 

deletion is difficult as it is small. Parental samples might help, but they have not been available 

so far. As discussed in section 4.3.3, long-read genome sequencing will help to elucidate such 

variants. 

3.4.2.5 INPP5E as a candidate gene 

INPP5E is implicated in MORM and Joubert syndromes. INPP5E is targeted to the cilium and 

interacts with other ciliary proteins including CEP164 and ARL13B(283). In this case a single 

variant of unknown significance was seen, but no second variant could be identified when the 

putative deletion was discounted. Interestingly, as variants have been seen in both INPP5E and 

CEP164 whose products are known to interact, it is possible that variants in one could modify a 

phenotype caused by the other. 

3.4.2.6 TRIP12 as a candidate gene 

As discussed in section 3.3.1.2.1, a variant previously reported as pathogenic was identified in 

TRIP12. TRIP12 is not a known ciliopathy gene but it is a ubiquitin ligase. Other members of the 

family are known to play roles in ciliogenesis and TRIM32, a known BBS gene, also encodes a 
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ubiquitin ligase. The patient in the Bramswig study with the same variant as patients BBS-016 

and BBS-017 have moderate learning difficulties and obesity(293). While 90% of BBS patients 

will develop rod cone dystrophy at some point, patients BBS-016 and BBS-017, now in their late 

teens, have no evidence of it yet, either clinically or electrophysiologically. A TRIP12 variant would 

not account for polydactyly or hypogonadism.  

One of the first steps in investigating variants causing dominant disease is to determine whether 

a variant is inherited or de novo. If it were not de novo it would raise questions about the 

pathogenicity of this variant in the context of parents with normal learning. Unfortunately, DNA 

from parents is not yet available, so this analysis has not been performed. Also, if the hypothesis 

were to be that TRIP12 is a ciliopathy gene causing a BBS phenotype, it would be the first reported 

case of an autosomal dominant form of BBS. Another possibility is that TRIP12 is a recessive 

BBS gene but a second variant or CNV has been missed. Lumpy data do not confirm this, nor 

are there any areas of low coverage that would be likely to result in variants being missed. 

Another possibility is that the TRIP12 variant accounts for the patients’ developmental delay and 

obesity, but not for the polydactyly or hypogonadism. As the hypogonadism is a clinical rather 

than a biochemical diagnosis, with both patients achieving puberty without assistance and 

biochemical hormone tests within the normal range, this diagnosis may possibly be due to 

external genitalia looking small because of surrounding adipose tissue. As discussed in section 

3.3.1.2.3, a single variant in GDF5, which has been implicated in polydactyly was identified, but 

it is not one previously identified and cannot be said to be pathogenic  

3.4.2.7 Summary of findings in BBS-016 and BBS-017 

No definitively causative variants were identified in patients BBS-016 and BBS-017. However, 

interesting variants in several genes were identified, including a variant previously reported as 

pathogenic in a known autosomal dominant intellectual disability gene. Reasons why cause of 

disease may not have been identified are discussed further in section 3.4.3.1. 

3.4.3 Utilisation of next–generation sequencing for diagnosis 

3.4.3.1 Reasons for lack of diagnostic success using whole genome sequencing 

Three patients (one singleton and a pair of monozygotic twins) with a clinical diagnosis of Bardet-

Biedl syndrome had whole genome sequencing performed in an attempt to achieve molecular 

confirmation of the diagnosis. Following a lengthy period of analysis, the molecular diagnosis 

could not be confirmed in either the singleton (BBS-018) or the twin pair (BBS-016 and BBS-017), 

and no candidate gene was identified with more than one coding variant. There are various 

reasons why this might be the case.  

 The causative variants may have been identified e.g. CEP290 for BBS-018 and CEP164 

for BBS-016 and -017 but there is insufficient evidence to confirm pathogenicity. 

 The gene or genes may be a very rare cause of BBS and one that has not yet been 

associated with any disease so it may not have been picked out during analysis. 
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However, all genes currently known to be associated with cilia were examined, as were 

any genes with a stop gain or frameshift variant. All known morbid OMIM genes were 

looked at and rare coding variants in them considered also. 

 The causative gene may be one of those identified as having a single coding variant but 

the second variant may be a deep intronic variant. This is increasingly being recognised 

as a mechanism of disease, including in ciliopathies(351-353). However, the number of 

variants obtained in whole genome sequencing, and the current lack of knowledge in how 

to identify pathogenic deep intronic variants means that these are very difficult to identify, 

especially in small rare disease cohorts. 

 Certain genes or gene regions may be covered poorly or not at all, leading to variants 

being missed. 

 Filtering strategies and quality control filtering may lead to the removal of variants which 

would then not be considered during analysis. For example, variants covered at a read 

depth of less than 10 were filtered out during analysis. While this is a recognised strategy 

to avoid identification of spurious variants, it does increase the risk of missing true 

variants that are poorly covered. 

 CNVs can be picked up using whole genome sequence but it may not be very sensitive 

and it is difficult to pick up small insertions and deletions. 

 Somatic variation may be missed by whole genome sequencing, and while this is unlikely 

in the case of monozygotic twins, it is possible for a singleton patient.  

 Certain genetic variants such as short tandem repeats (STR) may be poorly called by 

short read sequencing technologies. While STRs have never been identified as a 

mechanism of causing ciliopathies, and is unlikely to be a cause, this might be an issue 

in other conditions. 

 The mode of inheritance is not autosomal recessive. While dominant inheritance has not 

been reported for ciliopathies such as BBS, digenic inheritance has been seen in 

ciliopathies such as Joubert syndrome. 

3.4.3.2 Advantages of WGS over WES and other methods 

While the advantages of next-generation sequencing approaches over older methods such as 

Sanger sequencing, such as the ability to sequence genes in parallel rather than in series, have 

been accepted, it is becoming clear that WGS has some advantages over other next-generation 

sequencing methods such as WES or panel-based sequencing.  

3.4.3.2.1 Detection of intronic variants 

As mentioned in section 3.4.3.1, deep intronic variants are increasingly being recognised as a 

disease-causing mechanism(351-353). WGS gives much better coverage of intronic regions 

than WES, which may only cover the first few base pairs after an intron-exon boundary. As yet, 

not much is known about deep intronic variants and how to identify pathogenic ones, but this is 

changing with our increased understanding of splicing and the annotation of the human genome 

with branchpoint and splicing information(74, 354-356). Computational modelling of splicing is 

challenging, but this is also likely to improve in time. Tools such as Genomizer may also assist 
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with this(357). WGS means that the sequences are already available as knowledge increases, 

and tests do not need to be repeated in individuals with negative genetic test results. 

Reanalysis of the results of this study will be important as knowledge increases. 

3.4.3.2.2 Improved coverage and detection of coding variants 

There is now evidence that WGS provides better coverage than WES at equivalent read depths, 

and that WES requires a read depth 2 to 3 times greater to give equivalent coverage(118). 

Coverage is one of the most important factors determining the ability to correctly identify variants. 

The capture methods employed by WES also introduce bias, especially in difficult to sequence 

regions such as those with high GC content(118, 358). Overall, WGS allows for better detection 

of coding variants(359).  

3.4.3.2.3 Improved coverage and detection of CNVs 

WGS also allows the detection of CNVs, and is better than WES at delineating their exact 

boundaries and at picking up small CNVs(117, 360, 361). Utilisation of more than one method 

can increase accuracy(362). Long-read sequencing technologies are likely to further improve the 

accuracy of this(363, 364).  

3.4.3.2.4 Flexibility of approach 

WGS can be used to look at all coding and non-coding variants if desired. However, it is possible 

to analyse only the coding regions and not consider any of the non-coding variants, or even to 

look at a virtual gene panel instead, while still retaining the ability to expand the analysis to include 

other genes of interest and non-coding regions. This allows a stepwise approach during initial 

analysis or the ability to revisit results as understanding of the non-coding regions of the genome 

increases.  

3.4.3.2.5 Added value data 

In addition to diagnostics, other information can be gleaned from sequencing data. A good 

example of this is pharmacogenomic data, discussed further in Chapters 5 and 6. A number of 

important pharmacogenomic SNPs are intronic, and so WGS is the superior technology for this. 

3.4.3.3 Disadvantages of WGS over WES and other methods 

3.4.3.3.1 Large numbers of variants 

The immediately obvious disadvantage of WGS is the very large numbers of variants that can be 

identified in a single genome, particularly if it is not done as part of a trio or with controls run on 

the same platform. For example, analysis of the coding regions of the genome of BBS-018 

resulted in 4,725 variants that passed quality control filtering. Analysis of the entire genome 

resulted in 4,878,324 variants. While this number can be significantly reduced by using filtering 

strategies such as exclusion of common variants, it still represents a significantly increased 

workload in terms of numbers of variants to be considered. Many of these remain as variants of 

unknown significance, despite best efforts to classify them as benign or pathogenic.  
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3.4.3.3.2 Increased requirements for expertise 

Non-coding variants with clinical significance are more difficult to identify as discussed in section 

3.4.3.2.1. Clinicians and scientists who may feel relatively confident about classifying coding 

variants, particularly in familiar genes, may not have the expertise to classify non-coding variants 

in the same way. Building up of expertise, along with data collection and publication, is essential 

to maximise WGS as a diagnostic and research tool.  

3.4.3.3.3 Increased cost, equipment and computational requirements 

While the cost is decreasing all the time, WGS is still more expensive than WES, especially for 

long-read technology. In addition, while many smaller and diagnostic laboratories are equipped 

to perform WES, few are doing WGS in-house, instead outsourcing to major companies. This 

may come with a spending or contract-duration commitment. There is also a significantly 

increased requirement in terms of computational resources required for storage and analysis, as 

well as additional staff costs if analysis is more time-consuming than for WES or panel-based 

diagnostics. In addition, the turnaround time for WGS may be longer than for WES, but this is 

changing with rapid sequencing and analysis methods. The time and resources required to 

consent properly for testing and return complex results must also be taken into account. 

3.4.3.3.4 Validation requirements 

While this is likely to change, currently the gold standard is for next-generation sequencing results 

to be validated in a diagnostic laboratory using Sanger sequencing. This adds expense and time 

to the diagnostic process. Evaluation of this process has shown that it may not be necessary, with 

the vast majority of variants from high-quality next-generation sequencing data being 

confirmed(365, 366). Some countries, such as the Netherlands, no longer validate NGS variants. 

3.4.3.4 Increasing the efficiency of WGS diagnostics 

Although WGS does have disadvantages compared to WES, these need to be offset against the 

advantages, particularly in terms of future-proofing. As more is known about intronic variants and 

our ability to detect structural variants increases, the greater the utility of WGS sequencing, even 

retrospectively. WGS is increasingly being used for diagnostics, although this is not without 

difficulties. However, there are some strategies which may make this easier and more efficient 

3.4.3.4.1 Recording and sharing of analysed variants 

One of the most effective ways to increase understanding of variants is to share data on variants 

that have been seen before and the phenotype they have been seen with. Currently while such 

databases exist, they are often difficult and time consuming to add variants to and frequently 

include little phenotypic data, limiting their usefulness. Large studies such as Deciphering 

Developmental Diseases (DDD) have developed databases that share both variants and clinical 

data. The 100,000 Genomes project has plans to do the same. However, many smaller research 

groups and diagnostic laboratories are not routinely sharing data, and until this happens there will 

be inevitable duplication of effort.   
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3.4.3.4.2 Improved population databases 

While there are many population databases, the more population data that are available, the more 

accurate filtering strategies for variants can be. This is particularly true for intronic variants about 

which there is less data. This is something that will improve as more WGS is done. An additional 

issue is that some populations and ethnic groups are less well covered than others, making 

interpretation of variants in these groups difficult. Something that may be extremely rare in 

Caucasians may be quite common in other populations, but may appear to be of significance if a 

patient from this population is having variants filtered based on inaccurate population data(367). 

While less of an issue in rare disease, another problem is that not everyone in these databases 

is disease free. This is particularly true for late onset diseases such as dementia and common, 

multifactorial conditions such as diabetes and hypertension(368). 

3.4.3.4.3 Analysis and comparison of variant calling and filtering algorithms and platforms 

Most laboratories develop their own bioinformatics pipelines. The validation of these with highly 

sequenced samples, such as Genome in a Bottle, is vital as is the comparison of various 

sequencing platforms, and the publication of these data(369). 

3.4.3.4.4 Introduction of new technologies 

Novel WGS technologies such as long-read sequencing will increase the ability to sequence 

repetitive regions of the genome, to identify and characterise structural and CNVs, increase 

variant detection and analyse variant phase(370-373). Currently this technology is expensive, but 

as with all sequencing technologies, costs will drop in time. Increased understanding and 

integration of multiomics data may also help in the understanding of WGS data, and may be useful 

in the validation of variants of unknown significance. 

3.4.3.4.5 Utilisation of trio genomes 

While sequencing trios is expensive, currently it is a useful strategy for reducing the number of 

variants requiring analysis, especially in the setting of recessive or de novo dominant disease. 

This has been part of the strategy used by DDD and 100,000 Genomes studies, and may be a 

reasonable strategy in some circumstances, costs permitting 

3.4.3.4.6 Revisiting previously analysed results and recontacting patients 

As previously discussed, one of the main benefits of WGS is the ability to revisit and reanalyse 

data, particularly as population databases are added to, more variants are published and more 

understanding of non-coding variants is gained. It is best practice to have a procedure in place to 

do this, rather than reanalysing on an ad hoc basis, as that increases the risks that certain 

patients, such as those that miss follow up, may not have their results reconsidered. This is an 

issue with many historical studies, even where single genes were sequenced, as historically, 

some variants were called pathogenic where current data indicate that they are not, and other 

variants were dismissed because they were common while now they are known to be 

pathogenic(277). A case that recently went to the Supreme Court in the US, Williams v 

Quest/Athena, dealt with the death of a child with an SCN1A variant which was classified as a 

VUS at the time of testing. The report was later reissued without update despite several published 
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papers that suggested pathogenicity of the variant. However, the case did not clarify what the 

duty to reanalyse and recontact is because the laboratory was determined to be acting as a 

healthcare provider and the statute of limitations for wrongful death suits had run out(374). 

However, the plaintiff has the option to sue under medical negligence laws and so clarification 

may come from a later case.  

3.4.3.4.7 Recording and publication of accurate phenotyping data   

This is discussed in detail in Chapter 4, but high-quality phenotyping data can aid interpretation 

of WGS data. HPO terms are particularly helpful for comparison of patients and computational 

analysis of data. 

3.4.3.5 Additional issues with Next-Generation sequencing data 

There are some additional issues that affect all next-generating sequencing studies and 

diagnostics 

3.4.3.5.1 Obtaining informed consent 

Obtaining informed consent is a long-established principle in genetic testing. However, as the 

amount of sequencing data generated increases, so do the things that can be inferred from it. In 

addition, genomic data are a hugely useful resource and so consent may need to take account of 

future uses of the data, as well as unexpected findings of clinical importance. All of this increases 

the complexity of obtaining informed consent as well as the time taken to do it(375). The time 

required for obtaining truly informed consent for WGS has been estimated at up to eight 

hours(376) 

3.4.3.5.2 Variable quality of published variants 

Once a variant has been published as benign or pathogenic, it is highly likely that further instances 

of that variant will be classified the same way for the same disease. The ACMG guidelines state 

that previously published pathogenic variants can be recognised as disease-causing(85). Even 

for novel variants, one of the ACMG guidelines for determining pathogenicity of variants refers to 

a variant having the same amino acid change as a previously established pathogenic variant. 

Incorrectly classified variants in the literature are then reinforced by later published data. When 

using previously established pathogenicity as a criterion for determining pathogenicity, it is 

important to review the reasons that variant was called pathogenic previously, especially for 

variants reported only once or a small number of times, and to consider whether this was based 

on functional studies or just its presence in an affected individual and not in population data. 

HGMD is full of examples of variants that were initially called pathogenic and later downgraded 

to VUS and then probably benign or benign(111). A 2011 study looking at severe, recessive, 

childhood-onset disease determined that up to 27% of variants in the literature were 

misannotated(377). Taking a diagnosis away from a patient is incredibly difficult and may 

undermine trust in clinicians. In addition, wrongly ascribing pathogenicity to a variant has major 

consequences in terms of recurrence risks, and increasingly, in access to treatments, and it also 

removes the opportunity to correctly identify the actual pathogenic variant. 
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3.4.3.5.3 Problems with functional prediction tools 

One of the supporting criteria in the ACMG guidelines is computational evidence of pathogenicity. 

There are various tools for this including PolyPhen2 and SIFT as discussed above and CADD 

scores. Prediction tools often do not work for intronic variants, and even for coding variants are 

frequently contradictory and may perform differently depending on the genes being studied(378). 

Many well-established pathogenic variants will be classified as benign by these tools. For this 

reason, they were not chosen as a filtering strategy in this study. They are likely to improve with 

time, especially if good datasets of pathogenic variants are collated and used as training sets, but 

it is important not to use them to add too much weight to determining pathogenicity. 

3.4.3.5.4 Changes to the reference genome 

The move to GRCh38 from GRCh37 increases the accuracy and completeness of the reference 

genome. However, it does mean that variants may be renamed in various iterations of the 

genome, making it difficult to compare previously published variants to variants of interest. This 

is partially resolved by resources such as dbSNP, but it still increases the risk that variants may 

be misannotated and can make it difficult to identify prior reports of the variant in the literature. 

3.4.3.5.5 ACMG guidelines for variant annotation 

While they are widely used and very useful for classification and annotation of variants, there are 

some issues with the ACMG guidelines(3, 4). One of the main reasons for this is that some of the 

standards are subjective and open to differing interpretations(4, 379). The guidelines are likely to 

be refined over time and there are various computational methods being developed to overcome 

some of the difficulties(3). Because of the risks of misannotated variants, the ACMG guidelines 

make it difficult to move a variant from VUS to benign or pathogenic which can lead to the 

accumulation of VUS on a patient’s record. 

3.4.3.5.6 Returning results to patients 

Clinicians have been returning pathogenic results to patients for many years. However, the 

question remains about how much patients should be told about VUS and plans to review results, 

and how awareness and understanding of VUS may impact patients’ lives(380). This is something 

that is probably best managed by local policy and may depend on the level of a patient’s interest 

and involvement as well as factors such as cost and time. Many patients do not find living with a 

VUS easy(381). A clear local protocol delineating how these patients should be managed is 

important for consistency, for example, protocols for screening and management of patients with 

VUS in cancer predisposition genes. 

3.4.3.5.7 Returning variants of clinical significance not related to diagnosis 

WGS provides an opportunity to identify variants of clinical significance unrelated to a patient’s 

diagnosis, often referred to as incidental or secondary findings. Obvious examples include 

pathogenic variants in cancer predisposition genes, in genes for late-onset neurological disease 

such as Huntington disease or genetic dementia or heterozygous variants for recessive disease 

(carrier status). When considering whether or not variants are reported back to patients, 

consideration should be given to whether interventions are available to prevent or mitigate 
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disease and whether knowing this information will allow patients to make decisions which would 

change outcomes. The ACMG recommends the return of secondary findings(5). Currently the 

100,000 Genomes project offers participants the opportunity to find out about variants in cancer 

predisposition genes (MLH1, MSH2, MSH6, MUTYH, APC, BRCA1, BRCA2, RET, VHL, MEN1) 

and familial hypercholesterolaemia genes (LDLR, APOB and PCSK9). In addition they offer 

screening for cystic fibrosis carrier status (CFTR) (https://www.genomicsengland.co.uk/taking-

part/results/)(382). This is an opt-in part of the study, and patients are warned that the genes 

screened for variants may change over time with results being returned many years after 

enrolment. Some results are returned to adults participants only, and others (in bold) to adults 

and children. The 100,000 genomes study does not currently return results from all the genes 

recommended for consideration by the ACMG. 

There are significant implications when feeding back secondary results such as the above, not 

least in terms of time and cost. Studies have estimated that if ACMG guidelines were followed, 

rates of incidental findings would be identified in up to 3.3% of individuals(4, 383). In addition, 

consideration needs to be given to reviewing the list of genes from which results will be fed back, 

and whether or not existing results need to be reviewed when this list changes, as discussed 

above for primary findings. Late onset neurological conditions such as Huntington disease, which 

are currently not screened for as they are incurable, may be included on the list should a treatment 

become available, especially if treatment is recommended during a pre-symptomatic or prodromal 

phase. Patients need to be warned that incidental findings are both a risk and benefit of next-

generation sequencing and understand that the list of conditions is far from comprehensive. This 

adds to the complexity of obtaining informed consent in the diagnostic setting, where there may 

be significant time pressures(375). However, as well as the cost of feeding back results, the 

potential benefits of preventing these conditions, both economic and non-economic, must be 

considered(384). A further thing to consider is the patient’s right not to know, and considering this 

should form a part of the consent process 

3.4.3.6 Use of WGS data for NHS diagnostics 

NHS England plans to introduce limited diagnostic WGS from 2019, though the exact details of 

which conditions will be eligible for WGS are not yet known. It is known that other specialties 

besides clinical genetics will be able to request tests related to their specialty, and will therefore 

be consenting patients for WGS, receiving the results and returning them to patients, a challenge 

in the current time-pressured climate of the NHS. Another thing to be considered is that while 

geneticists are used to considering implications to other family members, other specialists may 

not routinely consider this, which may be of particular importance when it comes to incidental 

findings, which may be different to the ones being tested for when patients were consented, and 

in many cases, entirely unexpected. It is not clear either how incidental findings will be fed back 

to patients or by whom. As with 100,000Genomes data, it is likely that genomes will be analysed 

initially using a virtual gene panel, but results and incidental findings will still need to be revisited. 

It is an opportunity to collate high-quality data about phenotype and variants and to generate a 

national genomics resource. However, in the current NHS funding climate, the increased cost of 



Chapter 3: Diagnostics 

127 

 

genome sequencing and the health economic arguments for and against WGS must be 

considered. Sanger sequencing of variants adds to the cost and it remains to be seen whether 

this will be done when WGS moves into the diagnostic setting. In addition, access to education 

and training in genomics for all clinicians will be essential, both for the understanding and 

conveying of results, but also for understanding and dealing with the familial implications and the 

ability to properly consent patients. 

3.5 Conclusions and future directions 

The variants causing disease were not definitively identified for BBS-018 or BBS-016 and BBS-

017. However, candidate variants were identified. Functional work will now be required to 

determine whether these variants are pathogenic or not. The identification of VUS can be 

frustrating for both clinicians and patients and a decision has to be made on which, if any, should 

be fed back to patients. In the case of patient BBS-018, the variants in CEP290 have been 

discussed with an international expert, and he is unconvinced that they are causative but suggests 

that functional work might be appropriate. In addition, it is worth considering additional sequencing 

of CEP290 and NPHP4 in case variants have been missed. Of interest, since this analysis was 

carried out, the CEP290 variant has been added to ClinVar, where it is assessed as a variant of 

unknown significance, having been reported in an individual with Joubert or Meckel syndrome 

features (www.ncbi.nlm.nih.gov/clinvar/variation/530914/).  It is also now listed in two individuals 

in GnomAD, giving it an allele frequency of 0.0008%, still rare enough to be causative. In the case 

of BBS-016 and BBS-017, both the variants in CEP164 and INPP5E merit further investigation 

and possibly Sanger sequencing. The INPP5E variant has now been reported in ExAC with a 

population frequency of 0.003%. Additional directions might include an array to identify possible 

deletions and, in the case of identified candidate genes, RT-PCR or antibody staining of proteins 

to look at expression. In addition, should pathogenic variants be identified, they would require 

confirmation in a certified diagnostic laboratory. In both cases, the patients and their parents 

would like a genetic result. In both cases, it has been important to highlight that only rarely does 

a genetic diagnosis lead to a treatment, and as there are no real treatments for ciliopathies at 

present, having a genetic diagnosis is unlikely to change anything except advice about recurrence 

risk both for the parents and for the patients when they come to start their own families. 

Also to be considered are the duties to publish results and revisit WGS results to take account of 

future knowledge and developments. These patients are on a list of unsolved cases, and a 

departmental decision about revisiting results is required. This might be done in a number of ways 

such as 

 Revisiting all unsolved cases at a fixed interval, such as three yearly, using the variants 

called during this analysis. 

 Reanalysing all outstanding WGS cases whenever a variant calling pipeline is updated. 
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In this study a decision was made not to look for secondary variants of clinical significance. This 

is something that could be revisited and the patients reconsented for at a later date if appropriate. 

It is important to have a departmental policy for this, so that it can be discussed during the consent 

process. As all patients are analysed on a research basis, it is currently policy not to return 

secondary variants of clinical significance, but again, this is something that should be 

reconsidered regularly. 

In terms of publishing results, neither case is at a position where it could be published as a case 

report and there is no departmental or institute policy for sharing variants found during WGS 

sequencing. One option is to submit variants to gene matcher, but this is something that can only 

be done with variants that are likely to be causative. This is something that requires further 

discussion so a consensus can be reached. A national database of genomic variants arising from 

the NHS genomics testing service, anonymised but accessible to clinicians and possibly 

researchers, would be very useful in reducing duplication of effort within an NHS setting. 

The ACMG guidelines provide a good framework for determining pathogenicity, but result in many 

variants being called as VUS. As it is more likely that harm will be caused by calling a variant 

pathogenic when it is not, for example if prenatal testing was offered, this is a safe method. The 

UK Association for Clinical Genomic Science (ACGS) best practice guidelines for variant 

interpretation (www.acgs.uk.com) very helpful in clarifying the meaning of the terminology used, 

for example around missense constraint scores. However, it is likely that the ACMG guidelines 

will be updated as more is learned about variant interpretation.   

Whole genome sequencing has both benefits and drawbacks in the diagnostic setting. The cost 

in terms of the test and the human and computational resources required should be offset against 

the benefit of having data that can be revisited as more is learned about the human genome, 

especially its non-coding regions, and having data that have utility outside of the diagnostic 

setting. 
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Chapter 4 Phenotyping in the HIGH-5 

project 

4.1 Introduction 

The term phenotyping was first used by a Danish botanist, Willem Johannsen, who defined it as 

the way in which the hereditary dispositions of organisms or genotypes result in observable 

physical features or phenotypes(385). This definition described a long-standing concept in 

biology, going back to the time of Gregor Mendel, when physical characteristics of pea plants 

were used to understand the concept of heredity and modes of genetic inheritance. Phenotyping 

has been used throughout the history of medicine to stratify diseases and to learn their 

characteristics including causes, incubation times, treatments and outcomes. In this respect all 

doctors are phenotypers, though it is considered a more important skill in some specialties than 

in others. The delineation of dysmorphic features in clinical genetics is a vital diagnostic tool, while 

in cardiology, echocardiography has all but replaced clinical assessment of murmurs in the 

diagnosis of cardiac disease. 

The definition of phenotype has broadened in recent years from a description of external physical 

features to encompass all measurable and observable ways in which an organism deviates from 

what is considered normal. This may include the measurement of biomarkers including gene 

expression, protein levels and function and more(386). 

Accurate and consistent phenotyping is a major challenge. It is essential for diagnostics, where 

genotype-phenotype correlation is vital for identifying candidate genes from the many variants 

seen in exome or genome sequences where both pre- and post-test phenotyping may help to 

filter variants and identify pathogenic mutations, but also for the stratification of patients and the 

further delineation of the spectrum of genetic disease(387-390). Improved understanding of 

genotype-phenotype correlations facilitates better advice about risk and prognosis(391-393). A 

clinical service is important, not just for feeding back results, but also in determining their 

significance(388, 394, 395). Phenotyping is also essential in multiomics studies and trials of 

therapies, where it is important to be aware of the similarities and differences of groups of 

patients(396, 397). Genomics and multiomics are becoming widely if not routinely used, but there 

are ongoing issues with the interpretation of the data being generated. There are many reasons 

for this including a lack of control data, which will improve over time as multiomics studies become 

widespread. Multiomics is expensive and the cost of testing large control groups is 

prohibitive(398, 399). Another reason is that some samples or patients are difficult to obtain 

controls for, examples being paediatric patients, surgical samples and minority ethnic groups. A 

further issue is that as some of the technologies are newer, the degree of reproducibility between 

methods is still uncertain, an ongoing issue with much published research(400). All these make 
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the interpretation of omics data difficult. This is especially true in rare paediatric disease cohorts, 

more so when patients are recruited from a population with an international component. The 

cohorts are small, patients may have different ethnic backgrounds, samples may be unobtainable 

from controls and disease phenotype may be very variable(401). This gives rise to the “small 

sample size, large variability” problem(399, 402). 

4.1.1 Deep Phenotyping 

Deep phenotyping is the cornerstone of precision medicine and enables the use of small cohorts 

and datasets in research(403, 404). It involves going beyond the normal detail that is recorded 

about a patient and gathering together in an accessible form all the physical and clinical 

descriptors that are used to stratify patients. Peter Robinson describes it as “the precise and 

comprehensive analysis of phenotypic abnormalities in which the individual components of the 

phenotype are observed and described”(405). As a strategy, it has huge potential to increase our 

understanding of disease(406, 407). Patient stratification is also of enormous importance in 

understanding responsiveness and reactions of patients to novel and existing therapies(408, 

409). When looking for biomarkers that predict severe disease or lack of responsiveness to 

therapy, failure is all but inevitable without accurate phenotypic data from test subjects. One of 

the current difficulties is that as yet there is no certainty about which data types will be most useful 

or how they are best recorded. There are many challenges in obtaining and recording these data, 

beyond the usual ones of consent and the difficulties of tracing medical records.  

Firstly, a vast amount of clinical data are recorded about every patient, especially those with rare 

or severe diseases which may affect many organs and lead to the patient seeing many different 

specialists. They are recorded in many forms and places. As yet, the NHS does not have a robust 

system of universal electronic health records (EHR), also known as electronic medical records. 

Even in hospitals with EHR, clinicians often continue to handwrite notes, which are later scanned 

into the system, rendering electronic searches or data mining of records very difficult. EHR 

systems between hospital and other healthcare settings vary, and often cannot communicate with 

one another, leading to siloed, inaccessible information. Even with EHR, data mining is 

challenging(410). Deciding which data are relevant to a disease is difficult and may be beyond 

the scope of machine learning in its current state. Diagnoses may change as more information 

comes to light and not all diagnoses recorded in the notes will be relevant(411). Another issue is 

that data relevant to a single clinical episode or admission may be recorded in multiple locations. 

Blood results may be recorded in one database and may not be added to notes. Imaging reports 

are saved on another. Pharmacy records may be kept only on paper drug charts or e-prescribing 

systems and drugs that are not continued after discharge may never be recorded on letters sent 

to the GP or in the hospital notes. Even significant adverse drug effects may be inaccurately or 

unrecorded(412). Genetics notes and test results frequently are kept separate from hospital 

notes, both to enable family records to be kept together and to protect patient confidentiality(413). 

Again, this may result in important clinical information being unavailable or overlooked. The use 

of clinical personnel to extract data from records is expensive and very labour intensive, but at 

present may be the only way of ensuring that sufficient and accurate data are recorded for patients 
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in studies where deep phenotyping is important. In the longer term, however, the integration and 

extraction of phenotyping data with and from the EHR is likely to be more efficient and will allow 

patient phenotyping to be a dynamic, rather than a static “snapshot” process and allow it to be 

scalable for large projects(414-417). 

4.1.2 Standardisation of phenotyping using ontologies and medical languages 

Phenotyping of physical features is subjective and two clinicians may describe a patient 

differently, even at the same time point. In addition, phenotypic information may change over time, 

as additional symptoms develop or become more obvious, such as mild developmental delay that 

can later be described more accurately as a specific motor delay secondary to a syndrome such 

as muscular dystrophy. However, standardisation of data is important in the description and 

recording of phenotypes. For example, a hand malformation may describe anything from a 

vestigial additional digit to ectrodactyly or the “mitten hand” of Apert’s syndrome, and the use of 

such vague phenotypic terms results in both the loss of important clinical data that might be useful 

and the risk that patients may on paper look more or less similar to one another than they actually 

are. Without standards, such data risks being meaningless. This may be a reason that phenotypic 

data are often very scant in papers.  

The Oxford English Dictionary defines ontology as being “the science or study of being; that 

branch of metaphysics concerned with the nature or essence of being or existence”. A phenotype 

ontology aims to link disease causes with syndromes through description of the features 

observed. Ontologies also enable cross-species comparison, which allows the identification of 

model organisms, vital in developing understanding of, and therapies for, human disease. The 

first biomedical ontology was the Gene Ontology (GO) and since then, various initiatives have 

attempted to aid with the standardisation of phenotypic data. Bodenreider et al. set out 7 qualities 

desired of an ontology in 2009(418). However, these were principles for medical ontologies in 

general, rather than those specifically for phenotyping, but are useful when considering the utility 

of a given ontology. They were as follows: 

 No intellectual property 

 Standardised, user-friendly format 

 Existence of mapping to clinical terminology 

 Harmonisation with other biological ontologies 

 Regular maintenance 

 Exhaustive coverage of diseases 

 Support for automatic reasoning 

4.1.2.1 The Human Phenotype Ontology  

The Human Phenotype Ontology (HPO) came from an initiative to classify and link physical 

descriptors to aid accurate phenotyping and it is considered one of the most reliable ways of 

recording such data(419, 420). The HPO website defines it as “computational representation of a 

domain of knowledge based upon a controlled, standardised vocabulary for describing entities 
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and the semantic relationships between them” and the Human Phenotype Ontology as aiming “to 

provide a standardised vocabulary of phenotypic abnormalities encountered in human 

disease”(421). It fully or partially meets 6 of the 7 desirable qualities described above, and fails 

to score more highly because it restricts itself to phenotypes(418). 

There are now over 13,000 HPO terms, including terms relevant to both rare and common 

disease. All the terms relate to abnormalities and describe deviation from an expected reference 

or normal phenotype. It is updated every three to six months and it is being translated into multiple 

languages(421). The terms are extracted from medical databases and literature and individuals 

can apply for additional terms to be included. Each term is given a unique number. In addition to 

phenotypic descriptors, terms describing inheritance, onset and course of disease are 

included(420). HPO terms are vital to the computational analysis of phenotype data, allowing 

clinical features to be grouped or separated. Without an ontology, a computer has no idea whether 

or how terms are related to one another.  

The HPO has a branching structure of classes and subclasses related by the statement “y is a 

subclass of x”(422). At the root are general terms such as neurological abnormality (HP:0000707). 

Branching from this are subclasses which in the case of neurological abnormality would include 

abnormality of nervous system morphology (HP:0012639), abnormality of nervous system 

physiology (HP:0012638) and abnormality of the peripheral nervous system (HP:0410008). Each 

subclass has further subclasses until a phenotypic abnormality is classified to its fullest extent, 

for example subarachnoid haemorrhage (HP:0002138). One strength of the directed acyclic 

graph system utilised by the HPO system is that the subclasses (child terms) can be related to 

more than one class further up in the hierarchy (parent terms), which maximises the possibility of 

identifying the most accurate child term. The HPO numbers are linked to ensure that related terms 

are identified. For example unilateral post-axial polydactyly of the hand (HP:0001162) and 

ectrodactyly (HP:0001171) will both link to abnormality of the hand (HP:0001155). An example of 

HPO terms seen in the Bardet Biedl syndrome cohort can be seen in Figure 4.1.  

The distance between HPO terms can be calculated computationally(423). The HPO covers 

seven different classes of phenotypic abnormality: morphological abnormalities, abnormal organ 

processes, abnormal cellular processes, abnormal behaviours, abnormal laboratory findings, 

abnormal electrophysiological findings and abnormal imaging findings(420). Terms are qualitative 

rather than quantitative, for example hypoglycaemia rather than a specific low blood glucose 

measurement, though sometimes qualifiers can be used to express degree of affectedness, such 

as mild, moderate, severe or profound learning difficulties.  



 

 

 

Figure 4.1 Directed acyclic graph of HPO terms appearing in BBS cohort in at least three patients. Diagram courtesy of Dr Tomi Peltola, Aalto University 
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Categories of age of onset can also be recorded. HPO terms can be used as a standalone tool, 

incorporated into software or databases or used in a pre-existing software such as 

PhenoTips®(424). 

HPO terms are used by major research initiatives such as Orphanet, DECIPER and the 100,000 

Genomes Project and widely used databases such as ClinVar(420, 425). Some journals, such as 

Cold Spring Harbour Molecular Case Reports are beginning to require authors to describe 

phenotypes using HPO terms which will facilitate searching medical literature for relevant 

cases(426). Currently the absence of HPO terms and the use of umbrella phenotypic or 

descriptive terms make it difficult to ascertain which studies are relevant to which patients and 

restrict the use of tools such as Matchmaker Exchange or PhenomeCentral(427, 428). The 

adoption of this standard by journals or its routine use in clinical practice will facilitate the use of 

phenotypic data(422).  

4.1.2.2 SNOMED-CT terms 

Systemized Nomenclature of Medicine (SNOMED-CT) terms arose from Systemized 

Nomenclature of Pathology (SNOP) terms, initially devised by the American College of 

Pathologists and later developed by a multinational collaboration of 27 countries including the UK, 

the International Health Terminology Standards Development Organisation (IHTSDO). They were 

developed to provide a comprehensive bank of standardised descriptors for clinical incidents and 

outcomes(429). For this reason, it covers a much wider range of topics than HPO terms, including 

medical interventions such as surgery and medicines, tissue types and procedures.  

As of January 2018 it contained 341,105 terms, and is available in various languages. It is widely 

used in the NHS for clinical coding and its strength is that it is almost universal among EHRs, 

opening up the potential for communication between systems. Like HPO terms, its aim is to 

reduce variability in the way clinical incidents and outcomes are reported. It is free to use within 

member countries, but licences are required for non-members. It is described as having a logical 

multi-axial subtype hierarchy and is considered to be the most comprehensive group of clinical 

descriptors overall(430). It includes many clinical descriptors absent from the HPO, for example 

those related to infectious disease or cancer. However, analysis by the National Library of 

Medicine (NLM) showed that only approximately 30% of HPO classes were contained in 

SNOMED-CT, suggesting that its phenotypic descriptors are less detailed(431, 432). As with the 

HPO, it fully or partially meets 6 of the desirable qualities described by Bodenreider and Burgur. 

4.1.2.3 Additional ontologies and medical languages 

Various other ontologies exist, including the International Statistical Classification of Diseases 

and Related Health Problems (ICD)(433). However, none is as comprehensive as HPO for 

phenotyping. 
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4.1.3 HPO-based phenotyping and phenotype analysis tools 

Currently much of phenotype annotation in both humans and animal models is manual and does 

not use formal ontologies. A way of overcoming this is text mining, which is difficult(434, 435). 

Using ontologies and storing data in a searchable and matchable format is more efficient and 

much more useful. Various phenotyping tools are available to enable this. They utilise ontologies 

such as the HPO and can be used to sort and sometimes store patient data, and identify 

syndromic conditions that may match the patient’s phenotype. Another benefit of this and the 

codes used in ontologies is the ability to integrate phenotypic data with other data sets, such as 

genomics, transcriptomics and proteomics. Clinical interpretation is till of vital importance in 

interpreting the output of these programs(436). 

4.1.3.1 PhenoTips® 
PhenoTips® is a free, open source software developed in collaboration with the HPO group(424). 

Phenotypic features in the HPO can be selected from a list or searched for using free text. The 

software prompts for selection of the most specific annotation possible. It also prompts the user 

to consider terms that they have not selected and there is the option to note these, or any other 

terms, as not present. There is also the option to enter free-text non-HPO terms if a feature of 

note is not yet supported by HPO terms. An annotation sufficiency meter developed by the 

Monarch initiative shows how detailed and specific any given entry is(437). Features such as 

height, weight and head circumference are automatically plotted against the normal range for the 

patient’s age, and if appropriate, terms such as microcephaly will be added to the list of phenotypic 

descriptors. The inputted HPO terms are then compared with the HPO terms associated with 

diagnoses, and a list of suggested diagnoses for the patient is generated. Data can be outputted 

in various formats for integration with other datasets or computational use. It can also be used as 

a simple database for storage of phenotypic information and there is space to record pedigrees, 

the outcome of tests done and whether a diagnosis has been identified. PhenoTips® is now being 

incorporated into other resources(438). 

4.1.4 Data recording and safety 

In addition to the HPO-based phenotyping terms, a wide range of clinical information may be 

desired for deep phenotyping. These may include results of laboratory or imaging tests, 

medications that the patient has been prescribed, information about family history and more. 

Different projects may require different information and formats, and a priority is being able to 

output these data for amalgamation with other data sets, for example omics data. Many of the 

available clinical databases, such as the well-known and widely used OpenClinica are very 

expensive and only partially customisable. One of the most flexible solutions is the use of a 

custom database, for example utilising the widely available Microsoft Access (MS Access) 

database and designing it to suit an individual project’s needs.  

4.1.4.1 MS Access database 

Data was stored in an MS Access database as described in section 2.7.2.2. In MS Access, tables 

can be designed to restrict the types of data that can be inputted and users can be given varying 
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levels of access, for example, some can have read-only access, others can enter data or run 

queries and administrators can do all of the above and modify the database structure. Queries 

allow data from different tables to be aggregated and outputted in a form chosen by the user, 

allowing data to be restricted to specific cohorts, for example, patients with BBS, or subtypes of 

data, such as drugs prescribed. Databases can be outputted in several forms including text files, 

which are useful for integration of clinical data with other datasets. 

4.1.4.2 University College London (UCL) Data Safe Haven (IDHS) 

When phenotyping patients as part of a clinical project, sensitive patient data need to be recorded. 

At the time of the project, this was covered by the Data Protection Act (1998), but has now been 

replaced with the Data Protection Act (2018) in response to a new EU directive which came into 

force in May 2018, known as the General Data Protection Regulation (GDPR)(439, 440). These 

acts define such data as 

 “the racial or ethnic origin of the data subject 

 his political opinions 

 his religious beliefs or other beliefs of a similar nature 

 whether he is a member of a trade union  

 his physical or mental health or condition 

 his sexual life 

 the commission or alleged commission by him of any offence 

 any proceedings for any offence committed or alleged to have been committed by him” 

  

The acts specify how these data must be processed, including the requirement for the data to be 

protected against “unauthorised or unlawful processing of personal data and against accidental 

loss, destruction of, or damage to data”. The 2018 Act covers pseudanonymised data, unlike the 

1998 Act. 

 

Clinical projects that include phenotyping may include names, dates of birth and death, ethnicity 

and clinical data and so fall within the remit of the act. While data can be anonymised or 

pseudanonymised they still need to be stored securely where it would not be accessible to anyone 

except clinicians working on the project and would not be liable to loss or destruction. If 

pseudanonymised data are used, there must be no way in which an individual could be identified 

from their pseudonym. Alternatively, data may be recorded in a non-anonymised form and stored 

securely, and later anonymised if transfer of data is required for analysis. Anonymisation steps 

include the removal of names, dates of birth and unique identifiers. In extremely rare diseases it 

should be noted that patients may be identifiable from anonymised clinical data. 

UCL provides access to the Safe Haven (IDHS) for researchers to securely store sensitive 

information as described in section 2.7.2(441).  
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4.1.5 Aims 

This chapter aims to look at the requirements of a deep phenotyping database. It describes how 

a flexible deep phenotyping database was built, maintained and populated, and how data were 

outputted and utilised. In addition it looks at data protection requirements and how these were 

met. 

4.2 Results 

Two functional versions of the MS Access phenotyping database are provided in Supplementary 

Information S1.1 and S1.2 (CD-ROM). One is empty and one contains fully anonymised clinical 

data. Table 4.1 shows the types of patient data collected as part of the HIGH-5 deep Phenotyping 

project. Figure 4.2 is a schematic representation of the tables contained within the database that 

relate to patient investigations and their links to one another. The relationships between the tables 

can be seen in the relationships tab in the anonymised version of the database in the 

supplementary information. Anonymised summary HPO terms outputted from PhenoTips® are 

available in Supplementary Information S1.3 (CD-ROM). 

4.2.1 MS Access phenotyping database 

4.2.1.1 Location of MS Access phenotyping database 

MS Access was available in the IDHS and so no installation or permission was required to use it. 

Only the researcher inputting data and the principal investigator (PI), both of whom were clinicians 

with honorary contracts at Great Ormond Street NHS Foundation Trust (GOSH), could access 

the data. The researcher had direct access, while the PI had the ability to request access in case 

of emergency. 

4.2.1.2 Tables in MS Access phenotyping database 

The MS Access phenotyping database consisted of static and dynamic tables, linked to one 

another. The links between the various tables are known as relationships and a selection of these 

is illustrated in Figure 4.2. Full details can be found in the anonymised database in supplementary 

information. There were 21 lookup tables in the database (Table 4.2). These were static tables 

containing the information required to fill the dynamic tables. For example, the lookup table “Site” 

contained all body parts where a test might be conducted or symptom might be experienced, such 

as brainstem, aorta, hand, while the lookup table “Units” contained all the units that a 

measurement or test result might be reported in, such as mmol/L or mg/kg. Other tables then had 

columns which could be filled by selecting from the list of entries in the lookup table. For example, 

the “Units” table is linked to the “Blood Markers” table so that each blood test type is linked to a 

specific unit, for example haemoglobin is linked to the unit g/L and alkaline phosphatase is linked 

to IU/L. These linked entities are then used in other tables such as “Blood Tests”, one of the 

dynamic tables, of which there are 15 (Table 4.3).
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Table 4.1 Types and amount of phenotypic data 

Data description Data content Number of 

entries 

Patient information Demographic data including name, date of birth, 

date of death, ethnicity, referrer 

58 

Diagnosis 

 

Diagnosis, age and date of onset, family history 58 

Timeline Age of onset of each symptom (BBS only) 101 

Hospital visits Date of visit and whether the visit was associated 

with any tests, investigations or patient data 

229 

Blood test results Date and type of test, result, whether result was 

high, low or normal and what the reference range 

was 

6294 

Radiology results Date, site and type of test, result, whether normal or 

abnormal 

43 

Investigation 

results 

Date and type of test, result, whether normal or 

abnormal for all investigations other than blood 

tests or radiology 

49 

Histology results Date, site and results of histology tests and whether 

result was normal or abnormal 

754  

Treatments Type and name of medical or surgical treatment, 

start and end date of treatment, dose and 

administration schedule 

366 

JDM-specific 

information 

Antibodies/ scores in disability and quality of life 

scales/ symptoms experienced along with 

associated dates 

17/ 172/ 5797 

HPO terms Physical descriptors of patient features  705 



 

 

 

Figure 4.2 Investigation-related tables in MS Access phenotyping database and their relationships 
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Lookup Tables Contents 

Blood decision Looks up formula for whether blood result is high, low or normal 

Blood marker 

categories 

Which category of test, e.g., immunology, haematology 

Blood markers Which exact test, e.g., CD8+ t cell count, haemoglobin 

Cohort Which of 7 disease cohorts the patient is in, e.g., BBS, IBD 

Diagnosis Patient’s diagnosis, e.g., Usher syndrome type I 

Gene name Name of gene in diagnostic test, e.g., BBS1, IL10RB 

Gene test Type of gene test, e.g., single gene test, exome 

Histology category Macroscopic or microscopic 

Histology marker Result of pathology test, e.g., cryptitis, lymphoid hyperplasia 

Histology specialty Which organ system, e.g., gastrointestinal, brain 

Histology scores Specific histology scoring systems, e.g., grade of malignancy 

Imaging type Type of radiological investigation, e.g., CT, MRI 

Investigation type Type of non-radiological investigation, e.g., echocardiogram, 

endoscopy 

HPO terms HPO terms by number (JDM cohort only) 

Referring clinician Name of clinician in charge of patient care 

Side Left, right, left and right, unknown, not applicable 

Site Location, e.g., kidney, spine 

Timeline of events Dates that disease features developed (BBS cohort only) 

Treatment name Treatments by name, e.g., atenolol, hemicolectomy 

Treatment type Treatments by type, e.g., antihypertensives, surgical 

Units Standard units of measurement, e.g., mg/kg, mmHg 

Table 4.2 Lookup (static) tables in the HIGH-5 deep phenotyping project 

 

Each line in the table “Blood Tests” contains information about which test was performed on whom 

and on which date, and is illustrated in Figure 4.3. The information from this table is utilised in the 

table “Blood Test Results”. This table, illustrated in Figure 4.4, contains the patient’s name in 

column two (hidden in figure). This column is a link to a specific line in the “Blood Tests” table and 

indicates which test which patient had on which date. Column three contains the name of the test, 

column four the result, which is linked to the table “Blood Markers” which also includes data about 

the units for that result. Columns five, six and seven are optional tick boxes. These do not need 

to be filled if the reference ranges are known. Columns eight and nine are the lower and upper 

limits of the reference range for a patient of that age and gender. Column ten indicates whether 

the result is normal, low or high (section 2.7.2.2). 
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Data Tables Contents 

Blood Pressure Results Blood pressure results by date 

Blood Tests Date and type of test, e.g., haemoglobin 

Blood Test Results Results of blood tests listed in Blood Tests table  

Genetic Test Results Genetic test results by date 

Histology Tests Date and type of test, e.g., gastrointestinal microscopic 

Histology Test Results Results of histology tests listed in Histology Tests table 

Imaging Results Radiology results by date 

Investigation Results Non-radiological investigation results by date 

JDM Autoantibody Results Which autoantibodies patients from JDM cohort had tested 

positive for i.e. which subtype of disease they had 

Scores (Disease-specific ) JDM-specific scoring system results 

Symptoms (Disease-specific) JDM-specific symptoms present by date 

Patient Information Demographics of patient, e.g., name, date of birth, ethnicity 

Treatments Received Treatments received by date and with dose if applicable 

Vision Results of optometry assessments 

Visits Appointments or admissions associated with test results 

Table 4.3 Data (dynamic) tables in the HIGH-5 deep phenotyping project  

 

 

Figure 4.3 Sample from Blood Tests table. The patient’s name in the second column 
has been hidden. The date and type of test are listed in columns three and four 



 

 

 

 

Figure 4.4 Sample from Blood Test Results table. The patient name is normally visible in the second column (patient ID) but has been hidden in this example. The patient 
ID column links to the Blood Tests table which contains details of what test was done on which patient on what date. The blood decision score column gives a result of 1 
for normal, 2 for a result below and 3 for above the reference range 
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4.2.1.3 Data recording in MS Access phenotyping database 

All data were recorded as a number, even if they were displayed as text. Each entry in a table is 

automatically assigned a number. For example in the Blood Marker table which lists all the 

different things that can be measured by a blood test, such as haemoglobin or IgE levels, each 

item was allocated a unique number. Therefore when the test word haemoglobin was entered 

into the database, it was in fact recorded as the number 5, meaning that when the data were 

outputted for integration with other datasets, it was useable both by humans and computers. This 

was the case for all unique entries, such as cohort, patient, imaging investigation etc. For ease of 

use, the numerical values were hidden when entering information into the database or when using 

the database to look up patient information. Data entry was made simpler by the creation of forms 

which laid out the field for completion in an intuitive, convenient manner and prepopulated any 

sections that could be prepopulated to minimise duplication of effort. 

4.2.1.4 Queries in MS Access phenotyping database 

Subsets of data can be combined from multiple tables and extracted from the database by running 

queries. Queries can be customised to show any combination of table entries, for example 

haemoglobin levels for all patients, all blood tests done on a particular date or all data gathered 

on a single patient. It is a useful way to anonymise data also, in that results can be outputted 

using another identifier. An example of selected anonymised data is shown in Figure 4.5. Queries 

can be saved as can their results, meaning that they can be run repeatedly as data are entered 

or adjusted to look at different metrics.  

4.2.1.5 Exporting data from MS Access phenotyping database 

Fully anonymised data were exported from the HIGH-5 phenotyping database at various points 

during the study, for example for researchers looking at various omics datasets such as RNAseq, 

genomics and proteomics. This was done in various forms such as Excel files and tab and 

comma-delimitated text files. Drug prescription information was used for pharmacogenomics 

analysis (Chapter 5). The structure of the database was used to form the basis of the clinical data 

part of SapientiaTM for Omics, a product being developed by Congenica UK 

(www.congenica.co.uk) as part of an Innovate UK grant, and a mock dataset entered into the 

phenotyping database was used to test anonymisation and data extraction by the program. 

4.2.2 PhenoTips® database 

A summary of entries and the patients they applied to can be found in Supplementary Information 

S1.3 (CD-ROM). There were 705 entries with 272 unique terms. Most were HPO terms, but 

occasionally free text entry was used. 



 

 

 

 

Figure 4.5 Output of query- Blood results of patient BBS-014 with values above the upper limit of normal, some columns hidden for clarity
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4.2.2.1 Location of PhenoTips® database 

PhenoTips® was installed in the IDHS so that demographic information could be safely stored. 

Arrangements were made to update the list of HPO terms as automatic updates cannot take place 

in the IDHS.  

4.2.2.2 Storage of data in PhenoTips® database 

Each patient had an individual entry in PhenoTips® which included demographic data, metrics 

such as weight and height, pedigrees if relevant family history was present, a clinical diagnosis 

and a list of HPO terms.  

4.2.2.3 Output of data from PhenoTips® 

Fully anonymised PhenoTips® data were outputted at various points as both XML and JSON files 

for researchers working on multiomics datasets (section 4.2.1.4). 

4.3 Discussion 

One of the aims of the High-5 multiomics project was the integration of deep phenotyping data 

with the other multiomics datasets including genomics, transcriptomics and proteomics with a 

view to using phenotype to inform analysis of the multiomics datasets. It was clear at the outset 

that clinical data should be available to inform analyses, but less clear which data would be useful 

or how it should be collected and stored. 

4.3.1 Choice of databases 

4.3.1.1 MS Access database 

The main requirements for the database were determined to be the following: 

 The ability to accept all types of data relevant to the study 

 The ability to modify the database to accept data types that had not been anticipated 

when the database was built or set up 

 The ability to output data anonymously 

 The ability to output data in a manner that would make it easy for computational 

integration with other datasets 

 Low cost 

 Be accepted for addition to the IDHS 

 

When the options for databases were considered, many of the commercial solutions, such as 

OpenClinica, were not set up to record all data types required. In addition they could not be 

modified by researchers, but instead would require a request to the developer to amend them. 

Furthermore, they would have to be loaded onto the IDHS and would not be able to communicate 

externally. The cost of these commercially available solutions was very high. OpenClinica quoted 

US $29,000 for a two year study with ongoing costs of $12,000 per year.  
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The only database software available on IDHS was MS Access. The decision to use this meant 

that the database would not have any costs in addition to researcher’s time and would be fully 

customisable. The database would record data both numerically and as text, which was important 

for when data were being outputted for computational integration with other data sets. It also met 

the criteria listed above. Three researchers were trained in the building and maintenance of the 

database, so that if the primary researcher left the organisation the database could be maintained 

and modified by someone else. An individual with expertise within the organisation was also 

identified in case problems were encountered. The database was mapped out on paper in the 

first instance to plan the relationships, but it was continually modified during building and use, to 

ensure it could capture all data types.  

 

One issue that was encountered during the planning stages was the extremely large number of 

HPO terms. This would have made for unwieldly dropdown lists and also would have made it hard 

to search for the most accurate HPO term. A decision was made that the HPO terms for 

phenotyping should be kept separately in a specific phenotyping database to maximise 

phenotyping accuracy. 

4.3.1.2 PhenoTips® database 

When the options for specific phenotyping databases were considered, the PhenoTips® software 

was the preferred choice. It was suitable for installation in IDHS, it was free and required no 

training to use. Data could be outputted as a text file. Although the HPO terms were recorded as 

text, each was linked to a unique HPO number, which was then suitable for computational 

integration with other datasets. In addition, PhenoTips® encourages users to use the most 

accurate term by suggesting HPO terms and it allows the marking of HPO terms as “not present”. 

There is a difference between “not present” and “not looked for or commented upon” when 

phenotyping, so the ability to confirm the absence of a specific feature is helpful. It prompts users 

to consider other HPO terms that may be relevant, which may or may not be considered 

advantageous. 

A disadvantage of using PhenoTips® was the fact that HPO terms had to be installed separately 

in the IDHS rather than the software looking them up from a central, regularly updated list. This 

meant that updates to the list of HPO terms would had to be installed manually. An agreement 

was reached that PhenoTips® updates would be installed at 6-monthly intervals by IDHS staff. It 

was also agreed that any researcher wishing to use PhenoTips® would have a standalone version 

associated with their IDHS login, so that data could not be seen except by the researcher 

themselves, the PI who could access the data if they needed to, and any authorised individual 

the researcher chose to share the data with. 

4.3.2 Data types for collection 

In the early stages of the project it became clear that there was little or no consensus about what 

data types would be useful at the analysis stage, except that HPO terms for physical 

characteristics would be essential in order to be able to stratify patients. As there were multiple 
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cohorts, some very heterogeneous, there was also the difficulty that different types of data would 

be available for each cohort. One strategy was to collect all the data available for each patient. 

This was quickly ruled out, as all data had to be extracted from the medical record manually and 

manually re-entered into the phenotyping database, and a single hospital admission could result 

in hundreds, or even thousands, of blood tests. Following discussion with the PIs who had 

oversight of each cohort and the scientists who would analyse the data, a strategy was defined.  

4.3.2.1 Demographic and cohort data 

A minimum set of clinical and demographic data were recorded for all patients. This included 

name, date of birth, hospital number, date of death if applicable, ethnicity, cohort, diagnosis, age 

at and date of onset and diagnosis, treating clinician, treating hospital and whether or not there 

was a family history. These data were felt to be important as some, such as ethnicity and age, 

would be necessary for stratification and omics results interpretation. Having names and dates of 

birth reduced the possibility of data being recorded for the wrong patient as each patient had a 

name, date of birth and hospital number as well as a unique HIGH-5 study number to reference. 

The unique HIGH-5 number consisted of the 3 letter cohort code (BBS, IBD, JDM, SRS, USH) 

and then the number order in which they were enrolled, e.g., BBS-001, BBS-002, etc. 

4.3.2.2 Physical descriptors as HPO terms 

All medical letters were read to extract physical descriptions of patients. These were then entered 

into PhenoTips® using the most appropriate HPO term. This was determined by following the 

branching structure of HPO terms to the most descriptive one that could be applied to the patient. 

If further physical descriptors were identified, for example from imaging or other investigation 

results, these were entered as they were encountered. If a physical descriptor later resolved, a 

note was made of this, but the HPO term was not removed. However, if a physical descriptor was 

later determined to be incorrect it was removed or amended. 

4.3.2.3 Blood results 

Initially all available blood test results were recorded. However, it quickly became clear that this 

was both enormously labour intensive, but that also the data were very difficult to use if they could 

not be linked either to a multiomics sample or other clinical report or outcome.  Instead, blood 

results which could be linked to other clinical data were recorded, such as those taken on the 

same date as a clinic visit or an investigation. In order to determine whether values were within 

normal limits, reference ranges were recorded also, as these varied, especially among the 

paediatric cohort or between two hospitals. For example, many of the haematology indices have 

variable reference ranges, especially under the age of one. It was considered whether this could 

be done automatically by the database, but owing to blood tests having been carried out at a 

number of sites, and on occasion the reference range changing at a single site due to a new 

testing method, this was not possible. It could certainly be done if all patients had blood tests at 

a single site. The reference ranges could be stored as a lookup table, and added according to 

age at time of test. This would reduce some of the effort involved in recording blood results. 

Abnormal results were flagged in a series of tick boxes as described in section 2.7.2.2. Having 
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both the numerical and tick box options was important, the tick boxes because they made the 

database easy to use to scan for abnormal results by eye, and the numbers because they could 

be outputted and combined with other data sets by computer. Blood results were linked to other 

investigation results both by date and by the “Visits” table in cases where bloods or other results 

were dated differently from that of an investigation or clinic visit. This was of particular importance 

in the case of histopathology results which would often be dated several days after the 

investigation date. In addition, blood samples which were related to both the investigation and 

histopathology results were often done on the day before the investigation. 

4.3.2.4 Other results 

All histopathology results were recorded in the database, along with any associated bloods and 

clinical information. Along with the date and site of each test, there was a tick box to record 

whether the histopathology was taken pre- or post-treatment. Histopathology results were divided 

into macroscopic, i.e. appearance of the specimen to the naked eye, and microscopic, i.e. 

appearance post-sectioning, staining and microscopy. If the specimen was normal it was recorded 

as “normal microscopic” or “normal macroscopic”. If it was abnormal, the specific features, such 

as cryptitis or necrosis, were recorded.  

All imaging and investigation results were also recorded and linked to blood results where 

possible. Imaging was described as normal or abnormal. Abnormal results were entered as HPO 

terms or as free text in the PhenoTips® database.  

4.3.2.5 Additional clinical information 

Treatments that the patients were receiving were recorded, along with dates started and stopped, 

dose, route and reason if available. Other cohort-specific data sets were also recorded, such as 

a timeline for the onset of symptoms for BBS patients or symptom severity scores for JDM 

patients. Treatments proved important for pharmacogenomic studies (see Chapter 5). 

4.3.3 Sources and format of data before input 

The data for input into the two phenotyping databases were in a variety of locations and formats. 

Many of the data were stored at GOSH in various databases that did not communicate with one 

another and had no option for outputting data apart from printing it onto paper. Pathology results 

which included blood and histopathology results were on one database, genetics results were on 

a second, imaging results were on a third, and so on. Clinical letters were stored in paper folders 

or scanned and stored on an electronic database. In some cases, such as the patients in the BBS 

and USH cohorts, paper notes were stored at an entirely unconnected hospital with pathology 

and imaging results being stored on the databases specific to that hospital. For some cohorts, 

little or no clinical data were available, such as the SRS cohort, where the patients were from 

many years previously and the majority of the cohort consisted of their parents, for whom no 

information whatsoever was available. In some cases such as the JDM and IBD cohorts, some 

data had been collected by researchers and was in the form of MS Excel spreadsheets. This was 

supplemented with information from GOSH databases and electronic health records (EHR). As 
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none of the data sources were linked with one another or the IDHS, there was no part of this 

process that could be automated, meaning that all data required manual inputting. 

4.3.4 Standardisation of data 

As the data were held in many formats and locations it was important to standardise them. During 

the database design, it was determined which bits of data were important to hold, and this was 

built into the structure of the database. Then all results were recorded in the same format. If 

specific pieces of information were unavailable, then the field was left blank. For example, for 

every blood test the following was recorded: name of patient (linked to all other demographic 

data), date of test, category of test e.g. haematology, biochemistry, specific test, for example, 

haemoglobin or albumin, result, units, lower and upper limits of normal for age/gender/hospital 

and whether the result was above, below or within the normal range. These pieces of information 

were stored in six different tables; Patient Information, Blood Marker Category, Blood Marker, 

Blood Tests, Blood Test Results and Blood Decision. All of this information was available for the 

majority of tests on the majority of patients, but tests for JDM patients were recorded without 

reference ranges in an Excel spreadsheet, so in these cases the result was recorded as high, low 

or normal.  

4.3.5 Backup of data 

Initially there was no plan for backing up the data outside of the IDHS. This was for several 

reasons. Firstly, the IDHS is the only approved way for storing non-anonymised clinical data in 

UCL. Secondly, transfer of data outside the IDHS is a complicated, multistep process and 

therefore time-consuming when only small adjustments were being made. Thirdly, it is not 

considered good practice to have multiple copies of a database, as it is easy to amend one copy 

and not the others. Fourthly, when the project was started, the IDHS backup was considered 

extremely secure. There were onsite and offsite servers on which duplicate copies of IDHS were 

stored in case of fire or other damage. All the files were backed up with hourly versions being 

saved. This meant that theoretically, if data were lost from an iteration of the database, it would 

be possible to view the backup file from an hour before the loss, minimising the chance of 

permanent data loss. These would not be overwritten for a period of 90 days. Therefore it would 

be possible to go back to a much earlier version if necessary. 

However, there was an unexpected network outage of one IDHS server when the database was 

being used. No explanation was found, but when it was restored, the database was corrupted and 

could not be opened. When IDHS staff attempted to retrieve an earlier version, they discovered 

that the IDHS system was overwriting the files rather than saving multiple iterations and no backup 

file was available. This was the case for many files within IDHS and so it highlighted a major 

weakness of the system and meant that the ISO27001 standards had been breached. This was 

reported to the required authorities by UCL. This meant that the database had to be almost entirely 

rebuilt as only an early prototype remained. In addition, all the clinical data that had been entered 

had to be re-entered. In total, this amounted to several months of work.  
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After this incident, despite the rectifying of the backup issue in IDHS, it was determined that a 

second copy of all data had to be kept outside the IDHS. A UCL- and NHS- approved flash drive 

with military grade XTS-AES 256-bit hardware encryption was chosen. Accessing the flash drive 

required knowledge of a 7 to 15 digit pin, which was committed to memory. Removing the flash 

drive from the computer automatically locked it and it also automatically locked if it was not used 

for a specified amount of time. The drive was kept in a locked drawer which could only be 

accessed by the researcher using the database and was kept separately from the digital secure 

key required to access IDHS. This was agreed with UCL as in keeping with legal requirements 

for information governance. The PhenoTips® database, which was a piece of software installed 

onto IDHS could not be saved directly onto the flash drive. At no times were there any problems 

with the IDHS version of PhenoTips® and backups appeared to be working, the data were 

outputted as an Excel file and saved on the secure flash drive after any amendment. This meant 

that, should the software be lost or corrupted, a copy of the data would be available. 

4.3.6 Output of data 

This is described in section 2.7. All data were fully anonymised before transfer out of the IDHS. 

4.3.7 Uses of data 

The data from the phenotyping databases were used in a variety of ways to enhance the analysis 

of the HIGH-5 project. 

4.3.7.1 Use of phenotypic information for burden analysis 

Information held about the BBS and IBD cohorts was extracted from the database and used to 

stratify patients for analysis of omics data. The BBS patients were stratified in a number of ways, 

for example by clinical features for genomic burden analysis. Burden analysis looks at the overall 

number of variants in genes that may be related to a disease or family of diseases. There is now 

evidence to suggest that the total “burden” of these rare variants may contribute to phenotypic 

variability as well as the overall likelihood of developing a disease(442, 443). This has long been 

understood in cancer, but is a more recent discovery in Mendelian disease(444, 445). Oligogenic 

cases have been reported in BBS and even in monogenic cases it has long been realised that 

the phenotypic variation seen cannot be accounted for by causative mutations alone(183, 389, 

446, 447). Multiple ciliopathy modifiers have been identified(446). The BBSome, which is formed 

by many of the proteins produced by BBS genes and the close interaction with other ciliary 

proteins provide a model for how this burden effect might work. The effect of reduced levels of a 

protein might be exacerbated or alleviated by altered interaction with other proteins(442, 447). 

There are many strategies for burden testing but the simplest is to simply count the variants in 

genes of interest - for example in the case of BBS, all known BBS or known ciliopathy genes - 

and to compare the number per patient with those in controls(442, 448, 449). Various 

modifications have been proposed, including looking at the number of variants in each individual 

patient, variants in each gene of a set, weighting variants according to function or frequency. 

Another method is to look at extremes of phenotype, a strategy successful employed elsewhere 
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in the study of rare disease(401, 450). The data held in the phenotypic databases were used both 

to identify patients with extremes of phenotype, for example, patients with 4 limb polydactyly 

versus patients without, and to identify patients with early versus late onset phenotypes. The BBS 

burden analysis required mainly physical features described by HPO terms but also some blood 

results such as cholesterol and other clinical metrics such as blood pressure measurements and 

weights.  

A similar strategy was pursued with the IBD cohort, where patients were stratified according to 

age of onset, treatment resistance, severity of features and more. This required access to and 

manipulation of many categories of clinical data including histology and blood results, for example 

to identify treatment response. These data were submitted in other PhD theses (Dr Rosalind 

Davies, Dr Jochen Kammermeier). Work is ongoing on the JDM cohort. It was not possible to do 

this for the SRS cohort as detailed clinical data were not available for these patients and so they 

were not included in the database. The patient numbers were too small and the phenotypic 

features too diverse in the USH cohort. These analyses would not have been possible without 

phenotypic data that was easy to extract and manipulate, as it would have been extremely time 

consuming to extract and order such data. In addition the researchers doing such analyses did 

not always have access to clinical notes as they were not clinicians, and therefore the anonymised 

outputs meant that they could access data that would otherwise have been unavailable to them. 

4.3.7.2 Use of phenotypic information to explore omics results post-analysis 

Initially, omics analysis was carried out without researchers being informed of any clinical 

information. Once this had been done, phenotypic and other clinical information were used to aid 

understanding of the results. For example in the IBD cohort, there was a consistent outlier during 

analysis. Exploration of the phenotypic information allowed understanding of this. The patient had 

characteristics that made them significantly different to the other patients. Firstly, they were the 

only cohort member to have received a cord blood transplant and one of only three to have 

required a total colectomy for treatment of disease. In addition, the patient appeared to be more 

unwell than most in the cohort from the time they were enrolled. These data allowed 

understanding of the omics results in this case. 

In addition, clinical data were used to check clustering post analysis, to rule out other causes such 

as age, gender or ethnicity in causing clustering. These data have been submitted as part of a 

PhD thesis (Dr Jochen Kammermeier). 

4.3.7.3 Use of phenotypic information to stratify patients for omics analysis 

In addition to using the clinical data to explore omics results post analysis, the omics results were 

also analysed, with patients having been pre-stratified into various groups following discussion 

with the lead clinician for each cohort. For example, in the case of the IBD patients, they were 

stratified into infantile and non-infantile onset, into treatment responders and non-responders, into 

groups depending on site of histological abnormalities, into patients responding to particular 
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treatments and other groups. Work is ongoing in the JDM group, but the work done on the BBS 

and IBD cohorts has been submitted as part of other PhD theses as above. 

4.3.7.4 Use of phenotypic information to identify patient characteristics for diagnostics 

Several patients without genetic diagnoses were included in the BBS cohort (BBS-016, BBS-017 

and BBS-018). Clinical information was used to explore possible pathogenic variants in these 

patients, both in determining which genes would be looked at during the variant filtering stages 

and later in evaluating candidate genes that were not known to cause BBS. A detailed discussion 

of this and clinical details of the patients can be found in section 3.4. 

4.3.7.5 Use of phenotypic information for pharmacogenomics analysis 

Pharmacogenomics analysis was carried out as part of the HIGH-5 project. Information about 

which drugs patients were taking was utilised in this analysis, along with data such as age and 

ethnicity as well as whether patients had already been prescribed relevant drugs. Again the ability 

to extract this quickly rather than looking through paper notes or electronic prescribing records 

was vital, as otherwise the analysis would have been too time consuming to justify. A detailed 

discussion of this can be found in Chapter 5. 

4.3.7.6 Use of phenotypic data and databases in developing a multiomics tool 

As part of an Innovate UK award, HIGH-5 researchers collaborated with Congenica UK in the 

development of SapientiaTM for Omics, an add-on to the SapientiaTM genome analysis tool, which 

was developed for the analysis of exome and genome data. It is expected that SapientiaTM for 

Omics will allow the analysis and integration of multiomics data including genomics, proteomics 

and transcriptomics. It will also attempt to integrate clinical data including HPO terms with 

multiomics data. Phenotyping databases were used in two ways in the development of this 

software.  

Firstly, the SapientiaTM for Omics software aims to be able to auto-populate the clinical information 

from spreadsheets or databases including an anonymisation step. In order to test this, a mock 

version of the phenotyping database was provided, both as SQL database (converted from the 

original MS Access format) and a series of Excel spreadsheets. They contained clinical details 

for patients such as Harry Potter, Hercule Poirot and Anne Shirley. They had fictitious dates of 

birth and clinical information. In this way, the ability of the SapientiaTM for Omics to anonymise 

clinical information could be confirmed. A variety of names was used including rare and non-

British names to ensure that it would cope with the range of patient names it might encounter. 

Secondly, subsets of both omics data and fully anonymised clinical data were provided for 

analysis and the results compared with existing omics analysis as part of the development 

process.  

4.3.7.7 Use of phenotypic data for machine learning 

Collaborators at the Department of Computer Science, University of Aalto, Finland utilised 

anonymised clinical data to see if machine learning could help with omics analysis. They were 
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provided with metrics such as HPO terms and other clinical data such as blood pressure. The 

results of this have not yet been published, though some preliminary work has included mapping 

HPO terms for a cohort and calculating the similarities of patients to one another, work that will 

be helpful in ongoing stratification of the cohorts. Figures 4.6 and 4.7 illustrate some of the 

preliminary work done by Dr Tomi Peltola. 

 

Figure 4.6 Heat map showing HPO term similarity amongst patients of BBS cohort. Courtesy of 
Dr Tomi Peltola, University of Aalto, Finland. Red represents similarity, blue represents 
dissimilarity. The darker the colour the more similar or dissimilar the patients are 



 

 

 

 

Figure 4.7 Eye diagram showing links between BBS patients and phenotypic data. Courtesy of Dr Tomi Peltola, University of Aalto, Finland 
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4.3.8 Utility of databases 

Data collected in the databases was used and continues to be used in a variety of ways. However, 

researchers working on the multiomics datasets found the clinical information difficult to integrate 

with the omics data. This may have been due to several reasons, including lack of experience 

and difficulty with access to computing facilities, which was a problem in the earlier stages of 

analysis. Much of the published omics data has minimal integration of clinical data. Patients tend 

to be stratified into cohorts for omics studies and clinical data may not be considered much further. 

This is an area which is being explored further by the HIGH-5 project and others(8). However, the 

clinical data were useful in interpretation of multiomics analysis and in patient stratification for 

burden and other analyses. It was also important in pharmacogenomics analysis, as data such 

as age, ethnicity and prescribed medications were easily accessible and available to inform 

analysis. It was clear that the HPO terms were more useful to researchers than the more in-depth 

clinical information such as bloods and other metrics, but both were useful in some circumstances. 

Further work needs to be done to collect and integrate deep phenotypic data in clinical research. 

4.3.9 Challenges of collecting phenotypic data 

Several challenges were encountered in the collection of phenotypic data. The first was the variety 

of locations and formats in which phenotypic and clinical data were stored. Manually extracting 

and re-entering these data was time consuming and open to the introduction of errors. However, 

because of the variety of formats, the fact that many of the storing databases do not have export 

function (aside, in some cases, from a patient’s entire medical record or single records as a 

printout) meant that this was unavoidable. However, it meant that the process was labour 

intensive and it was impossible to record all the available data. It also became clear that since 

data were being recorded selectively, a clinician or other healthcare professional was required to 

filter data and make these decisions. This has significant implications for staffing costs in a project 

such as the HIGH-5 project. There were additional benefits to having a clinician recording the 

data, including the fact that they had pre-approved access to most of the medical databases 

required and it was relatively easy to obtain access to others, and that they were confident in 

selecting the most appropriate HPO terms, being familiar with them before the start of the project.  

A second challenge was the storage of data in two separate databases. There were good reasons 

for this that would have been very difficult to overcome, such as the extremely large number of 

HPO terms the MS Access database would have been required to hold. However it meant that 

the process of entering and outputting data was more time-consuming than it otherwise might 

have been, both because some demographic data had to be entered and removed more than 

once, but also because of the need to swap back and forth between databases. One possible 

solution would be to integrate PhenoTips® software into a clinical database. Another possibility 

would be to generate the HPO numbers in PhenoTips® but then upload them to the MS Access 

database. This would not solve the problems mentioned above, but it would mean that all data for 

a given patient would be stored together and outputted together with a single anonymisation step. 
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A third challenge was the issue of backups and data loss within the IDHS. While the issues 

described in section 4.3.6 were eventually resolved, it reduced researcher confidence in the safety 

of the data. An external backup, while important, also added to the time-consuming nature of the 

project, because the procedure to extract data from IDHS is arduous and backups were required 

several times per day if structural changes were being made to the database. When no structural 

changes were being made, data were backed up only once or twice per day, as the risk of loss of 

a single day’s data entry was considered relatively trivial. 

A fourth issue was that PhenoTips® is not designed to record phenotypic data that changes over 

time, but rather static phenotypic data such as polydactyly, which remains a feature of the 

patient’s condition regardless of whether or not extra digits have been removed. However, 

features such as colitis, joint inflammation and deformity or skin condition may vary significantly. 

The MS Access database was much more useful for recording these types of data. This is 

because PhenoTips® was designed to record features related to genetic diseases and not for 

longitudinal profiling of patients with variable signs and symptoms. This is something that needs 

further consideration in the development of phenotyping software or databases in future, as it 

seems that one of the important uses of multiomics may be in the longitudinal monitoring of 

patients with chronic disease(451). 

A fifth issue was that while HPO terms covered all of the terms required to describe the phenotypic 

abnormalities of patients with BBS and Usher syndrome they covered the majority, but not all, of 

the terms required to describe the IBD and JDM patients. However, it was possible to manually 

add non-HPO terms to both Phenotips and the MS Access database and this was done in the 

interests of phenotypic recording accuracy. Utilising SNOmed or other terms would not have 

provided additional benefit over HPO terms. 

A sixth issue was that the cohorts in the HIGH-5 project were both small and heterogeneous. This 

meant that when patients were stratified into groups by reference to clinical data, the number of 

individuals in each group was small, making analysis very challenging. This means that larger, 

more homogeneous cohorts may be necessary until more is known about multiomics analysis. 

A challenge that did not arise during the study, but might have become important, was that MS 

Access databases cannot deal with very large volumes of data and become difficult to use if too 

large. This might have to be considered if a very large cohort was being studied or if the study 

was likely to continue to collect phenotypic data longitudinally over many years. 

4.3.10 Ways in which recording phenotypic information might be improved 

Developing a database that had both the capabilities of both PhenoTips® and the MS Access 

database would be an improvement on the current situation of using two databases. Another 

consideration is whether a secure NHS-approved cloud based storage, such as the one being 

used by the nationally commissioned Bardet-Biedl Service would be a useful alternative. This has 

the advantage of being accessible by multiple permitted people from any site. The disadvantages 

would be the inability to modify a commercial product as and when it was required, which was 
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one of the major advantages of the MS Access database. However, as more omics studies are 

done and researchers become more familiar with which datasets are useful, this problem may be 

overcome. A solution would be the development of a national EHR where all data for a single 

patient would be available. Currently in the UK, even when EHR are in use, they do not contain 

all categories of clinical data. In addition, historical records are generally not available as part of 

the electronic record or, if they are, it is as scanned PDFs, which may or may not be searchable. 

While other countries may be ahead of the UK in this area, it is clear that national EHR will not be 

without its challenges(452-455). An EHR might also allow software such as SapientiaTM for Omics 

to harvest and anonymise relevant clinical data, significantly reducing the labour-intensity of 

recording phenotyping data. Utilising rare disease registries, where much clinical data are 

recorded, especially if the use of HPO terms becomes widespread, is another possible 

strategy(456). 

4.3.10.1 Minimum omics dataset 

 A minimum data set for rare disease research was proposed in 2015(457). A 2017 paper by 

Kennell et al. considered which forms of data in the EHR would be most useful to 

researchers(458). A knowledge of what types of data would and would not be useful for 

multiomics would have solved many of the challenges listed in section 4.3.9, but this is not a 

question that has been answered yet. Even within a single project, researchers varied in the types 

of data they found useful or even attempted to use. This may become clear as further multiomics 

studies are published. Multiomics research is more complex than rare disease genetic and 

genomic research, due to the presence of multiple large datasets requiring integration and 

interpretation for every patient. It is therefore possible that a greater depth of clinical knowledge 

will be required for multiomics studies. 

4.4 Conclusions and future directions 

Tools to facilitate deep phenotyping are becoming available and need to be more widely utilised. 

HPO terms allow the accurate classification of patients, and should be used in medical literature 

and clinical notes. Comprehensive, integrated EHR will facilitate the use of deep phenotyping 

data in research. Studies such as HIGH-5 allow determination of which metrics are useful, how 

they are best recorded, and by whom. Recording of all clinical data is impossible in a non-

automated system, but whether any other data types would have been useful may become clearer 

as analysis continues. Data such as blood results not linked to samples or phenotypic information 

is difficult to use, hence the recording of results linked to samples being analysed, clinic visits or 

changes in phenotype. A minimum data set for rare disease research has been proposed but this 

is unlikely to provide the depth of phenotypic information required for omics research. 

While the aim of building a database and recording phenotypic information was achieved, many 

difficulties were encountered. These could, at least in part, have been avoided had the data 

collection been done prospectively rather than retrospectively. Collecting data prospectively is 

unrealistic except in the context of a standardised electronic health record that would hold all 
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patient data. Collecting retrospective data may become easier with increased use of HPO terms 

and the ability to mine computerised records for data.  

Future directions include adding further tables to the database to allow the addition of other data 

types and to continue working on the integration of a clinical database with multiomics analysis 

software. As electronic medical records gain traction, the aim will be to pull these data directly 

from the medical record, which will save time and reduce the possibility or error. Further work on 

the multiomics datasets will allow more use of the clinical phenotype. One very positive step will 

be the utilisation of HPO terms in clinical phenotyping. Although currently this is not a widely used 

practice, the 100,000 genomes study has increased awareness of it outside the field of clinical 

genetics and the if the policy of insisting on HPO terms as well as clinical descriptors is taken up 

more widely, this may increase use also. 



Chapter 5: Pharmacogenomics 

159 

 

 

Chapter 5 Extracting pharmacogenomic 

information from whole genome 

sequence data 

 

5.1 Introduction 

Pharmacogenomics, previously known as pharmacogenetics, is the study of how genomic 

variation affects drug response. The term pharmacogenomics reflects the understanding that non-

coding genetic variants are important in drug metabolism. It is a rapidly growing field as evidenced 

from a PubMed search, with six papers with pharmacogenetics in the title published in 1967, while 

since 2008 over 400 papers with either term in the title have been published each year. The term 

pharmacogenetics was first published by Vogel in 1959, while pharmacogenomics was introduced 

by Marshall in 1997(459, 460). Pharmacogenomics is applicable to every field in medicine and 

affects every person who will, over the course of their lifetime, take medication. The aim of 

pharmacogenomics is to allow the true personalisation of drug therapy to maximise benefit and 

minimise side effects for every patient. 

5.1.1 Early pharmacogenomics 

Although the first paper to use the term pharmacogenetics in the title was published in 1967, the 

history of pharmacogenomics is longer than that. G6PD deficiency was described in the 1950s, 

although Pythagoras was aware of the potential risks of eating fava beans in 500BC(461, 462). 

As early as the 1920s, haemolysis in response to antimalarials had been documented and was 

later linked to G6PD deficiency(463, 464). Other deficiencies including pseudocholinesterase and 

N-acetyl transferase deficiencies had been identified also(465). Motulsky summarised the state 

of pharmacogenomic research in 1957 and from there the field advanced rapidly(466). 

Subsequent research identified some of the genetic variants that caused these phenomena(467). 

Discovery of the cytochrome P450 genes and their genetic complexity was another huge advance 

in the field(468, 469). Developments in pharmacogenomics reflected the growing armoury of 

drugs that physicians had access to in the mid-20th century, and grew from a desire to understand 

why some patients benefitted while others did not, and why only some suffered side effects. Drug 

safety issues, such as those with thalidomide which came to light in the early 1960s, also 

prompted the development of a field which studied adverse drug reactions (ADRs). The study of 

pharmacogenomics benefitted greatly from emerging scientific techniques such as 

spectrophotometry and genetic sequencing(470). From the beginning, the field of 
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pharmacogenomics was linked to race, as variable responses to drugs had been seen in different 

ethnic groups. While this led to some controversy, Kalow, who was a pioneer in the field, realised 

that this had profound implications, as many drugs were tested on small groups of patients, often 

of a single ethnicity, and there was potential for missing serious ADRs in other ethnic groups(470).  

5.1.2 Pharmacogenes 

Pharmacogenes are genes which are involved in the absorption, distribution, metabolism and 

excretion of drugs, genetic variants in which affect the action and side effects of medication. Many 

have been identified, but there is great variety in what is known about each one. PharmGKB 

(www.pharmgkb.org) is a site that aims to analyse the pharmacogenomic literature, curate it and 

extract the relevant variants(471). Important variants are given a clinical annotation depending on 

amount of evidence, study sizes and degree of statistical significance (Table 5.1). PharmGKB 

lists 21,107 variant annotations at time of writing, with new variants being added constantly. The 

evidence is assessed and assigned a weight. Level 1a and 1b annotations are the most important. 

Genes with good evidence are assigned very important pharmacogene (VIP) status and currently 

65 are listed(472-494). These are genes where significant information about the effect of genetic 

variants on drug action is known. In the US, many of these genes and their effects are listed on 

Food and Drug Administration (FDA) drug labels, divided into the following categories. Testing 

required means that the FDA suggests that this drug should not be prescribed without a test, while 

testing recommended means that it would be preferable to perform testing prior to prescription. 

Actionable means there is information available about the possible effects of genetic variants and 

informative means that there is information about a gene being involved in the pharmacodynamics 

or pharmacokinetics of a drug. Pharmacokinetics refers to the body’s effect on a drug, such as 

altering absorption, distribution, metabolism or excretion, while pharmacokinetics refers to the 

drug’s effect on the body, for example, its ability to stimulate or inhibit a particular biological 

pathway. The FDA currently lists 164 drugs that have pharmacogenomic guidance on their label 

but there may not be robust evidence available for how to vary prescribing for all of these(495). 

The European Medicines Agency (EMA) has also introduced pharmacogenomic labelling(496). 

5.1.2.1 Pharmacogenes and alteration of prescribing  

For some pharmacogenes, there is enough evidence to determine the likely effect of genetic 

variants on drug effect, allowing the development of pharmacogenomic prescribing guidelines. 

Currently, PharmGKB lists 18 genes that have prescribing guidelines associated with them 

(section 5.1.2.2). These are referred to as clinically actionable. The guidelines have been 

developed by a number of working groups, mainly the Clinical Pharmacogenetics Implementation 

Consortium (CPIC) and the Dutch Pharmacogenomics Working Group (DPWG). Some drugs 

have additional guidelines from groups such as the Canadian Pharmacogenomics Network for 

Drug Safety (CPNDS) or other groups. There are 100 different guidelines relating to 72 different 

drugs listed. Prescribing is altered depending on what genotype or diplotype the patient has. For 

many genes, patients can be divided into normal, intermediate, slow or ultra-rapid metabolisers, 

while for others, prescribing is based on the presence or absence of a certain SNP. Additional 

pharmacogenes without associated prescribing guidelines are discussed in Chapter 6. The 
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development of guidelines is a laborious process. It has to take into account the accuracy of 

testing methods, the level of evidence for phenotypic effect and the evidence for alteration of 

prescribing. To be worthwhile, testing and implementation of guidelines need to be useful in 

preventing side effects, increasing treatment efficacy or reducing costs(497). They also need to 

be easy to use as, in a time-pressured healthcare system, there is little scope for the addition of 

complex processes. 

Level Evidence requirement 

Level 1A Annotation for a variant-drug combination in a CPIC or medical society-

endorsed pharmacogenomic (PGx) guideline, or implemented at a 

Pharmacogenomics Research Network site or in another major health system 

Level 1B Annotation for a variant-drug combination where the preponderance of 

evidence shows an association. The association must be replicated in more 

than one cohort with significant p-values, and preferably will have a strong 

effect size 

Level 2A Annotation for a variant-drug combination that qualifies for level 2B where the 

variant is within a VIP (Very Important Pharmacogene) as defined by 

PharmGKB. The variants in level 2A are in known pharmacogenes, so 

functional significance is more likely 

Level 2B Annotation for a variant-drug combination with moderate evidence of an 

association. The association must be replicated but there may be some 

studies that do not show statistical significance, and/or the effect size may be 

small 

Level 3 Annotation for a variant-drug combination based on a single significant (not 

yet replicated) study or annotation for a variant-drug combination evaluated in 

multiple studies but lacking clear evidence of an association 

Level 4 Annotation based on a case report, non-significant study or in vitro, molecular 

or functional assay evidence only 

Table 5.1 Levels of evidence for clinical annotation, adapted from www.PharmGKB.org 

 

5.1.2.1.1 Publishers of Guidelines 

CPIC is an international network of volunteers with expertise in pharmacogenomics who have set 

out to analyse the available pharmacogenomic evidence and develop prescribing guidelines. The 

project began in 2009, and all guidelines assess evidence in a standardised and systematic 

manner, and are peer-reviewed before publication (www.cpicpgx.org). The DPWG is a 

multidisciplinary body, established by the Royal Dutch Pharmacists’ Association in 2005. Its aims 

are both to develop guidelines but also to facilitate the integration of guidelines into everyday 

practice in the Netherlands(498, 499). The CPNDS was set up to reduce adverse drug effects in 

children, but their guidelines often cover both adult and paediatric patients (www.cpnds.uba.ca). 

http://www.cpicpgx.org/
http://www.cpnds.uba.ca/
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5.1.2.1.2 Single or combined guidelines 

Many genes have guidelines that look only at a single gene and how it affects metabolism of a 

drug or drug class. However, in some cases, effects of more than one gene are considered 

together. For example, when prescribing phenytoin, the CPIC recommends that both CYP2C9 

and HLA-B genotypes are considered. Sometimes there are separate guidelines for more than 

one gene and a single drug, but the advice has not been combined, which may lead to conflicts 

in prescribing, for example in the case of tricyclic antidepressants (TCAs), where separate 

guidelines exist for CYP2C19 and CYP2D6. Occasionally, there are conflicts between guidelines, 

such as which phenotypic category the diplotype should be considered under, or what the 

alteration in prescribing should be. This is discussed in section 5.3.5. 

5.1.2.2 Clinically actionable pharmacogenes 

Details of clinically actionable pharmacogenes and guideline outcomes can be found in 

Supplementary Information S2.1 (CD-ROM). 

5.1.2.2.1 Cystic Fibrosis Transmembrane Regulator (CFTR) 

CFTR is considered a clinically actionable pharmacogene, but only in people with a genetic 

diagnosis of cystic fibrosis (CF)(483, 500). Depending on which mutations a patient has, they may 

or may not benefit from ivacaftor, originally licensed for patients with the p.Gly551Asp mutation. 

This is a class III mutation and therefore affects the gating ability of the CFTR channel, resulting 

in loss of chloride transport(501). The commonest class III mutation, it accounts for approximately 

4% of CF worldwide(502). Other class III mutations are rare. Ivacaftor has now been licensed for 

other CF mutations and can be prescribed in the UK for people with any of the following: 

p.Gly178Arg, p.Ser549Asn, p.Ser549Arg, p.Gly551Ser, p.Gly1244Glu, p.Ser1251Asn, 

p.Ser1255Pro or p.Gly1349Asp in trans with any other CF mutation(503). Ivacaftor is a CFTR 

channel potentiator, keeping the CFTR channel open and allowing chloride ions to pass through. 

It can also be prescribed with lumacaftor for p.Phe508del, the commonest CF mutation(504). 

CFTR is not usually included in pharmacogenomic panels as it is only relevant in CF, diagnosis 

of which routinely includes mutation identification. 

5.1.2.2.2 Cytochrome P450, subfamily IIC, polypeptide 9 (CYP2C9)  

CYP2C9 codes for one of many cytochrome P450 (CYP450) enzymes. It is mainly expressed in 

the liver. CYP2C9 is required for the metabolism of many substances, both endogenous and 

exogenous and is responsible for the metabolism of anti-coagulants, anti-epileptics and 

hypoglycaemics among others. It is estimated to metabolise up to 20% of drugs undergoing phase 

I metabolism(505, 506). There are more than 60 different alleles associated with CYP2C9 but 

currently the guidelines cover only alleles *1, *2, *3 and combinations thereof(499, 507-510). 

Individuals with *1/*1 are considered normal metabolisers (NM), *1/*2 and *1/*3 are intermediate 

metabolisers (IM) and *2/*2, *2/*3 and *3/*3 are poor metabolisers (PM) according to CPIC 

guidelines and this is borne out by experimental evidence(511, 512). Other alleles are listed in 

PharmGKB, some of which have associated recommendations. *2 is the commonest non-wild 

type allele in Europeans, found in 10-20% of individuals, but is much rarer in other ethnicities(513-
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515). The *3 allele is less common in white Europeans, but is the commonest allele in South East 

Asians, while alleles *5 and *8 are commonest in African Americans. At present, there are CPIC 

and CPNDS guidelines for CYP2C9 and warfarin, with the CPIC guideline incorporating the genes 

VKORC1 and CYP4F2. DPWG guidelines cover acenocoumarol, phenprocoumon and phenytoin. 

The DPWG considered additional drugs, including sulfonylureas, but have not yet made 

prescribing recommendations. 

5.1.2.2.3 Cytochrome P450, subfamily IIC, polypeptide 19 (CYP2C19)  

CYP2C19 is another CYP450 enzyme. It is also expressed in the liver and is involved in the 

metabolism of many common drugs, including anti-depressants, anti-psychotics, platelet 

inhibitors and proton pump inhibitors (PPIs)(478, 499, 516-520). PharmVar lists 35 different 

alleles, but again, prescribing recommendations have been made only for the best characterised, 

*1, *2, *3 and *17(507, 518). Four metaboliser phenotypes are known; NM, for example *1/*1, IM, 

for example *1/*2, *1/*3, *2/*17, PM, for example *2/*2, *2/*3 and *3/*3 and UM (ultra-rapid 

metaboliser), for example *17/*17(518, 521, 522). *17 accounts for approximately 16-17% of 

alleles in Caucasians and those of African-American origin, but is much rarer in Asians. *2 

accounts for 12-15% in Caucasians and African-Americans but, at up to 35%, is much commoner 

in those of Asian origin. *3 is common in Asians at frequencies of up to 9% but rare in other 

populations(518). 

5.1.2.2.4 Cytochrome P450, subfamily IID, polypeptide 6 (CYP2D6)  

Another member of the CYP450 family, the CYP2D6 enzyme is responsible for the metabolism 

of up to 25% of all commonly prescribed drugs and is one of the most clinically important 

pharmacogenes(523). It is involved in the metabolism of antiarrhythmics, antidepressants, 

antipsychotics, antiemetics, antihypertensives, opioid painkillers and chemotherapeutic agents 

among others(499, 517, 524-527). Again, there are four phenotypic classes: NM, for example 

*1/*1, *2/*2, *1/*2, *1/*4, *1/*5, *1/*41, *2/*41; *41/*41, IM, for example *4/*10, *4/*41, *5/*9; PM, 

for example *3/*4, *4/*4, *5/*5, *5/*6; UM for example *1/*1N, *1/*2N and *2/*2N, where N is a 

gene duplication. 113 different alleles are listed on PharmVar, though the amount of functional 

information available varies, and published prescribing guidelines are currently limited to those 

listed above. Allele frequencies can be found at www.pharmgkb.org, but *1 accounts for between 

30-40% in most populations, *2 for 10-30% and *41 for 7-10%. Due to the large number of alleles, 

the existence of copy number variants in the form of gene duplications and deletions, the 

presence of a pseudogene and a homologous, non-functioning gene in the same region of 

chromosome 22 and its homology to other CYP genes, CYP2D6 is one of the most challenging 

genes to analyse for pharmacogenomics(83, 528).  

5.1.2.2.5 Cytochrome P450, subfamily IIIA, polypeptide 5 (CYP3A5)  

CYP3A5 is involved in the metabolism of tacrolimus, ciclosporin and other drugs and is expressed 

in the liver(529). PharmVar lists 11 alleles, some of which are subdivided, but other SNPs have 

been identified so it is likely that more will be described as functional consequences are 

delineated. Currently, prescribing guidelines cover alleles *1 to *9(499, 530). CYP3A5 *3 is the 
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commonest allele. Variants in *3 and *6 cause aberrant splicing of CYP3A5, leading to nonsense 

mediated decay and reduced expression(531). The *3 allele frequency is up to 95% in white 

Europeans. It is lower in African Americans at about 33%, and seen at frequencies of above 50% 

in most other populations(531-533). 

5.1.2.2.6 Dihydropyrimidine Dehydrogenase (DPYD) 

DPYD is the enzyme responsible for the rate limiting step in the catabolism of the pyrimidine 

bases thymine and uracil, and is expressed mainly in blood(534). As such it is vital for the 

metabolism of 5-fluorouracil and related chemotherapeutic agents such as capecitabine and 

tegafur. Variants that reduce DPYD function increase risk of toxicity(535). There are currently 13 

known haplotypes, and prescribing guidelines are available for all(499, 536-539). 3-5 % of the 

population carry at least 1 deficiency allele(534). Accounting for about 50% of deficiency alleles, 

*2A is the best characterised variant haplotype. It introduces a cryptic splice site in intron 14. The 

prevalence of the *2 allele is variable but has been estimated at around 1% in white 

Europeans(539). Heterozygosity results in partial DPYD deficiency. Homozygotes can suffer 

severe reactions including pancytopaenia and may require significant reductions in drug dose.  

5.1.2.2.7 Coagulation Factor V (F5) 

Factor V is a coagulation factor that requires conversion to its active form by thrombin, and is 

itself a co-factor in the conversion of prothrombin to thrombin(540). It is inactivated by activated 

protein C (APC). Mutations in F5 can affect APC-mediated inactivation. The p.Arg534Gly 

mutation, also referred to as p.Arg506Gly, is known as factor V Leiden (FVL) and causes APC 

resistance, resulting in a pro-coagulant state(541). Studies have shown a population heterozygote 

frequency of about 2%(542). Individuals with FVL are at increased risk of deep vein thrombosis, 

pulmonary embolism and possibly other thromboembolic conditions(543, 544). Other variants 

have been identified in F5, but currently prescribing guidelines are only available for FVL and oral 

contraceptives(499). 

5.1.2.2.8 Glucose 6 Phosphate Dehydrogenase (G6PD) 

G6PD is an enzyme of the hexose monophosphate pathway, essential for the production of 

NAPDH in red blood cells. Deficiency can result in haemolytic disease as the cells become more 

susceptible to oxidative stress(545). As G6PD is found on the X chromosome, symptomatic G6PD 

deficiency is more likely in males. Female homozygotes are also affected, while the phenotypic 

effect is variable in heterozygotes(546). Many foods and drugs can cause haemolysis, including 

primaquine and rasburicase(547, 548). Many G6PD mutations have been reported and residual 

G6PD activity varies depending on the mutation(549, 550). Overall G6PD deficiency is estimated 

to affect almost 5% of the world’s population and it is hypothesised that this very high frequency 

has resulted from deficiency being protective against malaria(551-553). Different alleles are found 

in different populations. Some of the most common are the Mediterranean and African alleles. 

Currently, guidelines cover only the prescription of rasburicase(548). 
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5.1.2.2.9 Major Histocompatibility Complex, Class I A (HLA-A) 

HLA-A is involved in antigen presentation to T cell receptors. Presentation of non-native peptides 

triggers an immune response(554). The HLA-A *31:01 allele has been associated with Stevens 

Johnson syndrome (SJS) and other severe cutaneous adverse reactions (SCAR) in response to 

carbamazepine and similar drugs but the mechanism is unclear(555). The HLA genes are highly 

polymorphic with the World Health Organisation (WHO) HLA nomenclature database listing over 

3000 variants in HLA-A (http://hla.alleles.org/nomenclature/index.html). HLA-A *31:01 is found at 

a frequency of 1-8% worldwide(555, 556). However, not every patient with HLA-A *31:01 who is 

exposed to carbamazepine will develop an ADR(557). 

5.1.2.2.10 Major Histocompatibility Complex, Class I B (HLA-B) 

HLA-B is, like HLA-A, part of the major histocompatibility complex and is also involved in antigen 

presentation(558). There are several HLA-B alleles of interest including HLA-B *15:02, which is 

important in antiepileptic-associated SCAR (carbamazepine, oxycarbazepine and phenytoin), 

HLA-B *57:01 which is important in abacavir hypersensitivity and HLA-B *58:01 which is 

implicated in allopurinol-related SCAR(499, 508, 555, 557-559). There is also an association 

between HLA-B *44 and ribavirin toxicity, but there are not yet any published guidelines. 

Frequency depends on the particular allele. HLA-B *15:02 is commonest in the East, South and 

Central Asia, with rates of up to 6% in some subpopulations such as the Han Chinese, while it is 

very rare in Africans and Europeans(560). HLA-B *57:01 is seen in about 6-7% percent of 

Europeans, in up to 20% of Southwest Asians and is much lower in other populations(559). HLA-

B *58:01 is seen in up to 20% of people from some parts of Asia, but is rare in the UK and Western 

Europe(561, 562). As with HLA- A *31.01, not all patients with the particular allele will develop 

ADRs with relevant drug exposure. For abacavir, the positive predictive value of a test is only 

50%(563). 

5.1.2.2.11 Interferon, Lambda-3 (IFNL3) 

IFNL3 is a cytokine receptor, expressed on hepatocytes and is involved in the activation of the 

JAK/STAT signalling pathway, which plays key roles in the immune response by altering gene 

transcription(564). It is a factor in whether or not sustained virologic response (SVR) can be 

obtained following treatment of hepatitis C with antivirals such as PEGylated interferon and 

ribavirin. SVR is defined as having undetectable levels of viral RNA between 12 and 24 weeks 

after completion of treatment. As late relapse rates are low, this is a marker for long-term 

efficacy(565). It was recognised that some ethnic groups were less likely to achieve SVR and 

later genome wide association studies (GWAS) identified IFNL3 as the gene mediating this 

effect(566, 567). It is now known that the CC genotype at rs12979860 or the TT genotype at 

rs8099917, which are in strong linkage disequilibrium, are the best predictors of whether SVR will 

be achieved. Favourable alleles are seen at the highest rates in Asians, less frequently in 

Caucasians and most rarely in those of African origin, explaining the ethnic differences in 

treatment response previously noted(565). 
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5.1.2.2.12 Retinoic Acid Receptor, Gamma (RARG), Solute Carrier Family 28, Member 3 

(SLC28A3) and UDP-Glycosyltransferase 1 Family, Polypeptide A6 (UGT1A6) 

RARG encodes a ligand-dependent regulator of transcription, and along with SLC28A3, a 

nucleoside transporter and UGT1A6, which is involved in detoxification, is known to be a factor in 

anthracycline-associated toxicity (AAC). Anthracyclines are used in the treatment of adult and 

paediatric solid tumours and haematological malignancies. A single guideline exists for these 

genes, and genetic testing is only recommended in paediatric patients receiving doxorubicin or 

daunorubicin, as the evidence is stronger in children than in adults(568). While other genes are 

known to affect anthracycline toxicity, there is not yet enough evidence to alter prescribing based 

on them. The SLC28A3 variant is considered to be protective against AAC, while variants in 

RARG and UGT1A6 are risk factors. The allele frequencies in RARG, SLC28A3 and UGT1A6 

vary with ethnicity but ExAC lists them as 8%, 15% and 4% respectively. 

5.1.2.2.13 Solute Carrier Organic Anion Transporter Family, Member 1B1 (SCLO1B1) 

SLCO1B1 whose product is OATP1B1, is a gene encoding a molecular transporter involved in 

the transport of drugs across the hepatocyte membrane and is vital for normal drug 

metabolism(569). A SNP in SLCO1B1 has been associated with increased risk of myopathy with 

simvastatin, a commonly prescribed cholesterol-lowering agent(570). The SNP is associated with 

several alleles, which are described as low, intermediate or high-function alleles, which are 

associated with high, intermediate or low risk respectively of statin-induced myopathy. Reduced 

function of the transporter results in exposure to higher levels of the active form of simvastatin, 

increasing myopathy risk. However, SLCO1B1 genotype is only one of a number of factors 

influencing myopathy risk with age, dose and gender, as well as drug interactions among the 

others. Homozygosity for the high-risk SNP is seen in up to 6% of individuals, while heterozygosity 

is seen in 11-36%(570). 

5.1.2.2.14 Thiopurine S-Methyltransferase (TPMT) 

TPMT is involved in the inactivation by S-methylation of various compounds including thiopurines 

such as azathioprine, 6-mercaptopurine (6MP) and thioguanine(571). Inactivation can also occur 

via other pathways but the compounds formed by these other routes are cytotoxic or inhibit purine 

synthesis(572, 573). As early as 1980, it was known that individuals had high, intermediate or low 

TPMT activity and that this was likely to be inherited in a Mendelian manner(574). Low levels of 

TPMT activity are correlated with increased risk of myelosuppression following treatment with 

thiopurines which are used for immunosuppression and as anti-cancer agents(575). Individuals 

with two wild type alleles account for 85-97% of the population. Between three and 14% of people 

are heterozygotes, while homozygotes for low TPMT levels are rare in all ethnic groups(499, 571). 

There is also evidence that TPMT polymorphisms may be implicated in cisplatin-induced hearing 

loss and guidelines for cisplatin prescribing in children have recently been published by 

CPNDS(576). It is thought that the majority (>90%) of TPMT deficient individuals can be identified 

with the testing of 3 individual SNPs, although many additional alleles are known(471, 571, 577). 

Currently, published prescribing guidelines cover only 6 alleles; *1, *2, *3A, *3B, *3C and *4(571). 
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Genotyping prior to prescribing has been borne out by prospective studies(578, 579). It is also 

possible to test TPMT activity directly. 

5.1.2.2.15 UDP-Glycosyltransferase 1 Family, Polypeptide A1 (UGT1A1) 

Mutations in UGT1A1 have been implicated in Crigler-Najjar syndrome and other conditions such 

as familial neonatal transient hyperbilirubinaemia and Gilbert syndrome. UGT1A1 is involved in 

the glucuronidation of many substrates including bilirubin and some drugs(580). UGT1A1 has 

been implicated in the development of jaundice in patients taking atazanavir, an antiretroviral 

protease inhibitor, and in toxicity with irinotecan, a chemotherapeutic agent(499, 581, 582). The 

active form of irinotecan requires glucuronidation for effective clearance, while atazanavir inhibits 

UGT1A1, causing hyperbilirubinaemia and jaundice. Individuals can be divided into normal, 

intermediate or poor metabolisers depending on the alleles they have. A TA repeat in the promoter 

of UGT1A1 is linked to activity. Six repeats is normal (*1) and the commonest allele across all 

populations, while five repeats is associated with increased levels (*6) and seven or eight with 

reduced levels (*28 and *27)(583). A single polymorphism, rs887829, is in strong linkage 

disequilibrium with the repeat, with C being associated with five and six repeats and T with seven 

and eight repeats. A further *6 allele has been identified as important in some Asian populations, 

but is rare in Europeans(581). 

5.1.2.2.16 Vitamin K Epoxide Reductase Complex, Subunit 1 (VKORC1) 

The vitamin K epoxide reductase complex subunit-1 protein is an important enzyme in the 

conversion of vitamin K epoxide to vitamin K, and is the target of warfarin(584). Warfarin is an 

inhibitor of VKORC1, and reduces available vitamin K, an important co-factor in the clotting 

cascade. VKORC1 polymorphisms are more important in warfarin metabolism than CYP2C9, the 

other major gene involved(585). Additional factors such as age and weight are also important and 

dosing algorithms, such as the International Warfarin Pharmacogenetics Consortium (IWPC) 

algorithm (www.cpicpgx.org) have been designed to take account of these(509, 510). VKORC1 

polymorphisms can also affect the prescribing of other coumarins such as acenocoumarol and 

phenprocoumon(499). Both the CPIC and CPNDS guidelines look at CYP2C9 and VKORC1 in 

combination. The CPIC guideline also looks at CYP4F2 and an additional SNP, rs12777823, 

which is important in individuals of African ancestry(510, 586, 587). People of African ancestry 

also require more extensive genotyping of CYP2C9. A single SNP accounts for most of the 

variation due to VKORC1, and the frequency is variable(509). 

5.1.2.2.17 Other pharmacogenes of interest 

Cytochrome P450 subfamily IVF, polypeptide 2 (CYP4F2), which codes for the enzyme 

Leukotriene-B(4) omega-hydroxylase 1 is included in the CPIC warfarin dosing guidelines and 

has a role in removing vitamin K from the clotting cycle(510). Studies have shown that including 

a single SNP in warfarin-dosing algorithms improve dosing accuracy for European and Asian 

populations(588).  

The CPIC plans to release other guidelines in future. This includes adding NUDT15 to the 

thiopurine prescribing guidance, considering the role of ABCB1 in the metabolism of TCAs and 

http://www.cpicpgx.org/
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selective serotonin reuptake inhibitors (SSRIs), SCN1A in carbamazepine and oxycarbazepine 

metabolism, RYR1 and CACNA1S and the effect of inhaled anaesthetics, CYP2B6 in the 

prescription of methadone and efavirenz, MTHFR and methotrexate metabolism and NAT2 and 

isoniazid toxicity. In addition, a number of other drugs, such as more statins, are being considered 

for inclusion in future guideline updates. Details can be found at https://cpicpgx.org/prioritization-

of-cpic-guidelines/. As evidence accumulates, changes will be made to guidelines, and indeed 

some studies are undertaken specifically to see if changes to current guidelines are 

appropriate(589). The ever-changing guideline landscape is important when considering testing 

methods as current tests may become obsolete as guidelines change. 

5.1.3 Adverse drug reactions  

The main reason for performing pharmacogenomic testing is the avoidance of ADRs. The World 

Health Organisation defines ADRs as “a response to a drug that is noxious and unintended and 

occurs at doses normally used in man for the prophylaxis, diagnosis or therapy of disease, or for 

modification of physiological function”(590). They are very variable. In some cases, rapid 

metabolism results in sub-therapeutic drug levels as a drug is rapidly cleared, as is the case with 

CYP2C9 rapid metabolisers and warfarin(591). In the case of drugs that are metabolised from a 

pro-drug to an active metabolite, rapid metabolisers are at risk of overdose, as in the case of 

CYP2D6 and codeine(592). Others relate to the development of side-effects as in the case of 

hypersensitivity reactions to carbamazepine with certain HLA haplotypes(593).  

ADRs can be serious and life-altering and occasionally fatal(593-595). They have enormous 

economic costs in terms of treatment, extended hospital admissions and time off work(596-600). 

However, it is difficult to isolate the cost of genetic causes of ADRs as there are many causes of 

drug toxicity. Also, modelling may not take account of ineffective treatment due to sub-therapeutic 

dosing, which can reduce response to treatment, lead to disease relapse or recurrence and 

lengthen hospital admission(601, 602). This is discussed further in Chapter 6. 

5.1.4 Pharmacogenomic testing 

Pharmacogenomic testing requires the identification of particular genetic variants in a patient, the 

conversion of these into a genotype or diplotype, assignation of a diplotype to a phenotypic 

category and application of relevant prescribing guidelines. Prescribing guidelines are usually 

based upon the phenotypic assignation.  

5.1.4.1 Genotypes and diplotypes 

PharmGKB and other sources publish lists of variants associated with the various alleles or 

haplotypes that have been defined for a gene. Identification of these is the first priority in 

pharmacogenomic testing. Following this, the variants are combined to determine which particular 

allele/haplotype they represent, thus identifying genotype/diplotype. Phasing is an issue in 

pharmacogenomic testing (section 5.3.2.2.1). Some genes have many different possible 

diplotypes, and prescribing guidelines often cover only the commonest of these. In addition, if 
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looking at more than just a small number of SNPs it may be difficult to determine which SNPs are 

relevant and which are not (section 5.3.1.2) 

5.1.4.2 Clinical pharmacogenomic testing methods 

Pharmacogenomic testing can be done on a case-by-case, drug-by-drug basis, or in an 

anticipatory manner using panel-based SNP genotyping or whole genome sequencing. 

5.1.4.2.1 SNP genotyping 

SNP genotyping is the commonest method of pharmacogenomic testing and is the basis of most 

current commercial tests (section 3.1.1.2). There are different laboratory techniques from 

providers such as Canon, Illumina and Thermofisher, but the principle is to identify whether or not 

a SNP is present at a particular genomic location. SNP genotyping can test for a few or many 

SNPs simultaneously, as in the case of Illumina’s Infinium Omni5 Exome-4 array, which looks at 

4.5 million SNPs. The limitations of SNP genotyping include the fact that only pre-specified SNPs 

are tested. This means that important SNPs may not be included, such as rarer SNPs that are 

important in certain ethnicities or ones whose clinical importance is not yet understood. SNP 

genotyping arrays usually do not provide information about phase, so that it cannot be determined 

which SNPs are associated with which copy of the chromosome, although biallelic SNP 

genotyping is now possible(603). SNP genotyping cannot look at copy number variants (CNVs), 

important for genes such as CYP2D6, and may not be effective for area of high sequence 

homology, including pseudogenes. 

5.1.4.2.2 Whole genome sequencing (WGS) 

WGS (section 3.1.1.3.3) overcomes some of the limitations of SNP genotyping in that if there is 

sufficient coverage, even rare SNPs can be looked at and SNPs later identified as being of 

importance can be examined retrospectively. It is also possible to pick up CNVs, although this 

can be challenging. However, as with SNP genotyping, short read WGS cannot give information 

about phase. Due to the high levels of homology between some pharmacogenes, there has been 

concern that next-generation sequencing data may not be accurate for pharmacogenomics(604). 

This is in addition to the usual issues with next generation sequencing such as read depth and 

accuracy(605-607). It is also more expensive and analysis, unless automated, is difficult and time 

consuming. Long-read WGS is likely to be able to detect phase, allow for improved detection of 

CNVs and be better at sequencing regions of homology(363, 608). Whole exome sequencing 

(WES) cannot look at intronic variants. 

5.1.4.2.3 Phenotypic testing 

Not strictly a pharmacogenomic test, enzyme activity can be measured for the products of some 

pharmacogenes and is often done for G6PD and TPMT(609, 610). The advantage of this 

approach is that it gives evidence of phenotypic effect and eliminates the possibility of 

misinterpretation of phenotype, for example due to the presence of a rare diplotype. Studies have 

shown that while genotype-phenotype correlation is generally excellent in TPMT, it is less good 

in those in the intermediate activity range, falling from near 100% to 70-90%(610, 611). It is also 

cheaper in a patient who is starting a single drug than a panel of pharmacogenomic tests. 
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Disadvantages include the fact that testing needs to be available locally, each enzyme must be 

tested individually, may delay the treatment and some studies have shown that it may be less 

effective than genotyping, for example in classification of TPMT-deficient patients(612). 

5.1.4.3 Consequences of testing 

Once patients have been put into a phenotypic category, a recommendation about prescribing 

must be made based on available prescribing guidelines. Occasionally guidelines conflict or are 

in disagreement about how a particular diplotype should be categorised and so a decision needs 

to be made about which guidelines should be used, preferably on a national level to avoid 

confusion. Many commercial pharmacogenomic testing and interpretations platforms use a traffic-

light system to aid understanding of results, where drugs are highlighted as red, orange or green. 

Red drugs should be avoided, generally because the patient is an UM or a PM. Orange drugs 

should be used with caution, generally because the patient is an IM, often with a dose change or 

additional monitoring. Green drugs can be used as per standard prescribing guidance.  

5.1.4.4 Pharmacogenomic testing in the UK 

Genetic testing is recommended in the UK for abacavir, an anti-viral drug used in the treatment 

of HIV, although it is not always done(613). Testing is also recommended prior to carbamazepine 

prescription in the Thai and Han Chinese populations(614). A further example is Eliglustat, used 

in the treatment of Gaucher disease, which is prescribed at different doses depending on 

genotype and is not licensed for prescription without this information(615). TPMT testing is 

relatively common in the UK(616). There are also various trials that have been undertaken in the 

UK, such as genotyping for warfarin prescription, with early results having shown an improvement 

in time spent with a therapeutic INR, but overall pharmacogenomic testing is rare in the NHS 

setting(617). However, several companies are offering testing privately, and it is also available in 

the research setting. 

5.1.5 Aims 

The aims of this chapter were to use WGS data to visualise known pharmacogenomic SNPs and 

to determine genotypes or diplotypes for pharmacogenes of interest. This was in order to 

determine whether this is a possible use for WGS data and identify any genes for which this was 

problematic. In addition, it looked at whether Astrolabe, a bioinformatics tool, was helpful in 

confirming CYP2D6 haplotypes and copy number from WGS data. Comparison of observed 

genotype or haplotype frequencies to published frequencies aimed to determine whether 

observed frequencies were similar to expected. Finally, in order to visualise what the clinical 

impacts of such tests might be, results were converted into prescribing guidance for individual 

patients and their medication history reviewed to determine whether relevant drugs were being 

prescribed. 
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5.2 Results 

WGS data were analysed for 84 individuals from 5 cohorts, including 10 parent-child trios (SRS 

cohort) and 2 sets of monozygotic twins, (BBS-010 and BBS-011, and BBS-016 and BBS-017). 

Further details can be found in Chapter 2. 

5.2.1 Genotypes and haplotypes 

Genotypes of SNPs related to alleles associated with prescribing guidelines were extracted for 

the genes listed above, and for a single variant in CYP4F2 and rs12777823, both important in the 

prescription of warfarin. Data were not extracted for CFTR (section 5.3.2.3.1). Copy number 

information for CYP2D6 was obtained using the program Astrolabe (previously known as 

Constellation, see Chapter 2 and section 5.2.4(83). In addition, some haplotypes were changed 

after review of Astrolabe data. This is detailed in section 5.2.4. Full results for all individuals are 

listed in Supplementary Information 2.2 (CD-ROM) but examples for the BBS cohort are shown 

(Tables 5.2 to 5.12). Data were not obtained for HLA-B *44 or HLA-B *58:01, as these alleles are 

dependent on sequence rather than on SNPs. Although attempts were made to do this by 

sequence comparison, there is no clear data about what SNPs are or aren’t allowable for an 

individual to be considered to have these haplotypes. SNPs present were then converted into 

diplotypes where appropriate. Haplotypes were also not interpretable for DPYD in some members 

of the SRS and IBD cohorts as discussed in section 5.3.2.2.1. 

5.2.2 Prescribing advice 

5.2.2.1 Future prescribing advice 

Once the genotypes and diplotypes had been determined, they were compared with published 

guidelines, and prescribing advice determined for each individual. Both detailed and summary 

advice sheets were prepared. Examples can be seen in Table 5.13 and Figures 5.1 to 5.4. Full 

long-form and short-form prescribing advice for each individual can be seen in Supplementary 

Information 2.3 (CD-ROM). The number of genes for which results could change prescribing 

guidance is illustrated in Figure 5.5. Two patients had one diplotype or genotype that could lead 

to a change in prescribing guidance (2%), 12 patients had two (14%), 19 had three (23%), 27 had 

four (32%), 14 had five (17%), 8 had six (10%) and two had seven (2%). The mean number of 

actionable variants per patient was 3.8. That means that 100% of patients have a genetic change 

that could mean they require some alteration in dose or monitoring should they be prescribed a 

relevant drug.  



 

  

 

Patient ID Diplotype rs1799853 rs1057910 rs28371686 rs9332131 rs7900194 rs28371685 

    10:94942290  10:94981296  10:94981301 10:94949282 10:94942309 10:94981224 

    
g.94942290 C>T 
p.Arg144Cys 

g.94981296 A>C 
p.Ile359Leu 

g.94981301 C>G 
p.Asp360Glu 

g.94949282 delA 
p.Lys273Argfs 

g.94942309 G>A 
p.Arg150His 

g.94981224 C>T 
p.Arg355Trp 

  *1 C A C A  G C  

  *2 T A C A G C  

  *3 C C C A G C  

  *5 C A G A G C  

  *6 C A C del A G C  

  *8 C A C A A C  

  *11 C A C A G T 

BBS-001 *1/*1 CC AA CC AA GG CC 

BBS-002 *1/*2 CT AA CC AA GG CC 

BBS-003 *1/*1 CC AA CC AA GG CC 

BBS-004 *1/*2 CT AA CC AA GG CC 

BBS-005 *1/*1 CC AA CC AA GG CC 

BBS-006 *1/*2 CT AA CC AA GG CC 

BBS-007 *1/*1 CC AA CC AA GG CC 

BBS-008 *1/*3 CC AC CC AA GG CC 

BBS-009 *1/*1 CC AA CC AA GG CC 

BBS-010 *1/*1 CC AA CC AA GG CC 

BBS-011 *1/*1 CC AA CC AA GG CC 

BBS-012 *1/*1 CC AA CC AA GG CC 

BBS-013 *1/*2 CT AA CC AA GG CC 

BBS-014 *1/*2 CT AA CC AA GG CC 

BBS-015 *1/*1 CC AA CC AA GG CC 

BBS-016 *1/*3 CC AC CC AA GG CC 

BBS-017 *1/*3 CC AC CC AA GG CC 

BBS-018 *1/*1 CC AA CC AA GG CC 

Table 5.2 Diplotypes for CYP2C9 in BBS cohort



 

 

 

Patient ID Diplotype rs4244285 rs4986893 rs28399504 rs56337013 rs72552267 rs72558186 rs41291556 rs12248560 

    10:94781859 10:94780653 10:94762706 10:94852738 10:94775453 10:94781999 10:94775416 10:94761900 

    

g.94781859 
G>A 
p.Pro227= 

g.9480653 
G>A  
p. Trp212Ter 

g.94762706 
A>G  
p.Met1Leu 

g.94852738 
C>T 
p.Arg433Trp 

g.94775453 
G>A 
p.Arg132Gln 

g.94781999 
T>A  

g.94775416 
T>C 
 p.Trp120Arg 

g.94761900 
C>T 

  *1 G G  A  C  G  T  T  C  

  *2 A G A  C  G  T  T  C  

  *3 G A A  C  G  T  T  C  

  *4A G G G C  G  T  T  C  

  *4B G G G C  G  T  T  T 

  *5 G G A T G  T  T  C  

  *6 G G A C A T  T  C  

  *7 G G A C G A T  C  

  *8 G G A C G T C C  

  *17 G G A C G T T T 

BBS-001 *1/*2 GA GG AA CC GG TT TT CC 

BBS-002 *1/*1 GG GG AA CC GG TT TT CC 

BBS-003 *1/*2 GA GG AA CC GG TT TT CC 

BBS-004 *1/*2 GA GG AA CC GG TT TT CC 

BBS-005 *1/*1 GG GG AA CC GG TT TT CC 

BBS-006 *1/*1 GG GG AA CC GG TT TT CC 

BBS-007 *1/*1 GG GG AA CC GG TT TT CC 

BBS-008 *1/*17 GG GG AA CC GG TT TT CT 

BBS-009 *1/*17 GG GG AA CC GG TT TT CT 

BBS-010 *1/*17 GG GG AA CC GG TT TT CT 

BBS-011 *1/*17 GG GG AA CC GG TT TT CT 

BBS-012 *17/*17 GG GG AA CC GG TT TT TT 

BBS-013 *1/*17 GG GG AA CC GG TT TT CT 

BBS-014 *1/*2 GA GG AA CC GG TT TT CC 

BBS-015 *1/*2 GA GG AA CC GG TT TT CC 

BBS-016 *1/*1 GG GG AA CC GG TT TT CC 

BBS-017 *1/*1 GG GG AA CC GG TT TT CC 

BBS-018 *1/*1 GG GG AA CC GG TT TT CC 

Table 5.3 Diplotypes for CYP2C19 in BBS cohort



 

  

 

Patient ID Diplotype rs16947 rs1135840 rs35742686 rs1065852 rs3892097 rs5030655 rs5030656 rs28371706 rs28371725 rs769258 Notes 

    22:42127941  22:42126611 22:42128242 22:42130692 22:42128945 22:42129084 
22:42128174-
42128176  22:42129770 22:42127803 22:42130761   

    

g.42127941 
G>A 
p.Arg296Cys 

g.42126611 
C>G 
p.Ser486Thr 

g.42128242 
delT 
p.Arg259Glyfs 

g.42130692 
G>A 
p.Pro34Ser 

g.42128945 
C>T  

g.42129084 
delA 
p.Trp152Glyfs 

g.42128174_ 
42128176 
delCTT 
p.Lys281del 

g.42129770 
G>A 
p.Thr107Asn 

g.42127803 
C>T 

g.42130761 
C>T 
p.Val11Met   

*1   G C T G C A CTT G C C   

*1xN                         

*2   A G                   

*2xN   A G                   

*3       delT                 

*3xN       delT                 

*4     G   A T             

*4xN     G   A T             

*4J/*4P         A T             

*4K   A G   A T             

*4M           T             

*5   delGene delGene delGene delGene delGene delGene delGene delGene delGene delGene   

*6             delA           

*6xN             delA           

*6C     G       delA           

*9               delCTT         

*9x2               delCTT         

*10     G   A               

*10x2     G   A               

*17   A G           A       

*17x2   A G           A       

*35   A G               T   

*41   A G             T     

*41x2   A G             T     



    

 

 

Patient ID Diplotype rs16947 rs1135840 rs35742686 rs1065852 rs3892097 rs5030655 rs5030656 rs28371706 rs28371725 rs769258 Notes 

BBS-001 *1/*4 GG GC TT GA CT AA CTT/CTT GG CC CC  

BBS-002 *1/*41 GA GC TT GG CC AA CTT/CTT GG CT CC  

BBS-003 *1/*41 GA GC TT GG CC AA CTT/CTT GG CT CC   

BBS-004 *1/*1 GG CC TT GG CC AA CTT/CTT GG CC CC   

BBS-005 *1/*1 GG CC TT GG CC AA CTT/CTT GG CC CC   

BBS-006 *1/*9 GG CC TT GG CC AA CTT/delCTT  GG CC CC   

BBS-007 *4/*4 GG GG TT AA TT AA CTT/CTT GG CC CC   

BBS-008 *4/*4 GG GG TT AA TT AA CTT/CTT GG CC CC   

BBS-009 *1/*41 GA CG TT GG CC AA CTT/CTT GG CT CC   

BBS-010 *1/*41 GA CG TT GG CC AA CTT/CTT GG CT CC   

BBS-011 *1/*41 GA CG TT GG CC AA CTT/CTT GG CT CC   

BBS-012 *1/*41 GA CG TT GG CC AA CTT/CTT GG CT CC   

BBS-013 *4/*4 GG GG TT AA TT AA CTT/CTT GG CC CC   

BBS-014 *1/*2 GA CG TT GG CC AA CTT/CTT GG CC CC   

BBS-015 *2/*35 AA GG TT GG CC AA CTT/CTT GG CC CT Astrolabe 

BBS-016 *2/*2 AA GG TT GG CC AA CTT/CTT GG CC CC   

BBS-017 *2/*2 AA GG TT GG CC AA CTT/CTT GG CC CC   

BBS-018 *1/*4 GG CG TT GA CT AA CTT/CTT GG CC CC   

Table 5.4 Diplotypes in CYP2D6 in BBS cohort



 

  

 

Patient ID Diplotype rs28365083 rs776746 rs56411402 rs55965422  rs10264272  rs41303343 rs55817950 rs28383479 

    7:99652613  7:99672916 7:99665237 7:99666950 7:99665212 7:99652770 7:99676198 7:99660516 

    g.99652613 G>T 
p.Thr398Asn 

g.99672916 T>C g.99665237 T>C  
p.Gln200Arg 

g.99666950 A>G   g.99665212 
C>T, p.Lys208=  

g.99652770_ 71 
ins A p.Thr346Tyrfs 

g.99676198 G>A  
p.Arg28Cys 

g.99660516 C>T 
p.Ala337Thr 

  *1 G T T A  C _ G C 

  *2 T T T A  C _ G C 

  *3 G C T A  C _ G C 

  *4 G T C A  C _ G C 

  *5 G T T G C _ G C 

  *6 G T T A T _ G C 

  *7 G T T A C insA G C 

  *8 G T T A C _ A C 

  *9 G C T A C _ G T 

BBS-001 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-002 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-003 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-004 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-005 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-006 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-007 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-008 *1/*3 GG TC TT AA CC _/_ GG CC 

BBS-009 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-010 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-011 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-012 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-013 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-014 *1/*3 GG TC TT AA CC _/_ GG CC 

BBS-015 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-016 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-017 *3/*3 GG CC TT AA CC _/_ GG CC 

BBS-018 *3/*3 GG CC TT AA CC _/_ GG CC 

Table 5.5 Diplotypes for CYP3A5 in BBS cohort
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Patient ID  CYP4F2 VKORC1 VKORC1 

  rs12777823 rs2108622 rs9934438 rs9923231  

  10:94645745  19:15879621  16:31093557 16:31096368 

  g.94645745 G>A 
g.15879621 C>T  
p.Val433Met 

g.31093557 G>A  
 

g.31096368 C>T 
 

BBS-001 GA CT GG CC 

BBS-002 GG CT GG CC 

BBS-003 GA CC GA CT 

BBS-004 GA TT GG CC 

BBS-005 GG CC AA TT 

BBS-006 GG CT GG CC 

BBS-007 GG CT GA CT 

BBS-008 GG TT GG CC 

BBS-009 GG CT AA TT 

BBS-010 GG TT GA CT 

BBS-011 GG TT GA CT 

BBS-012 GG CC GA CT 

BBS-013 GG CT GA CT 

BBS-014 GA CC GG CC 

BBS-015 GA CC GG CC 

BBS-016 GG CC GA CT 

BBS-017 GG CC GA CT 

BBS-018 GG CC GA CT 

Table 5.6 Genotypes for rs12777823, CYP4F2 and VKORC1 in BBS cohort 

 

 



 

 

 

Patient Diplotype rs3918290  rs1801159 rs72549303 rs1801158 rs1801160 rs72549309  rs1801266 rs1801265  

    1:97450058 1:97515839 1:97450066 1:97515865 1:97305364 1:97740415-18  1:97691776 1:97883329 

    
g.97450058 
C>G 

g.97515839 
T>C 
p.Ile543Val 

g.97450066 delG 
p.Pro633Glnfs 

g.97515865 
C>T 
p.Ser534Asn 

g.97305364 
C>T 
p.Val732Ile 

g.97740415_ 18 
delATGA  
p.Phe100Serfs 

g.97691776 
G>A 
p.Arg235Trp 

g.97883329 
A>G 
p.Cys29Arg 

  *1 C  T  G C  C ATGA  G  A  

  *2A T T G C C ATGA  G  A  

  *2B T C G C C ATGA  G  A  

  *3 C T _ C C ATGA  G  A  

  *4 C  T  G T C ATGA  G  A  

  *5 C  C G C  C ATGA  G  A  

  *6 C  T G C  T ATGA  G  A  

  *7 C  T  G C  C _/_/_/_ G  A  

  *8 C  T  G C  C ATGA  A A  

  *9A C  T  G C  C ATGA  G  G 

  *9B C  T  G C  C ATGA  G G 

BBS-001 *1/*6 CC TT GG CC CT ATGA/ATGA GG AA 

BBS-002 *5/*9A  CC TC GG CC CC ATGA/ATGA GG AG 

BBS-003 *6/*9A  CC TT GG CC CT ATGA/ATGA GG AG 

BBS-004 *1/*5 CC TC GG CC CC ATGA/ATGA GG AA 

BBS-005 *1/*5 CC TC GG CC CC ATGA/ATGA GG AA 

BBS-006 *1/*1 CC TT GG CC CC ATGA/ATGA GG AA 

BBS-007 *1/*1 CC TT GG CC CC ATGA/ATGA GG AA 

BBS-008 *5/*9A CC TC GG CC CC ATGA/ATGA GG AG 

BBS-009 *5/*9A CC TC GG CC CC ATGA/ATGA GG AG 

BBS-010 *1/*1 CC TT GG CC CC ATGA/ATGA GG AA 

BBS-011 *1/*1 CC TT GG CC CC ATGA/ATGA GG AA 

BBS-012 *1/*9A CC TT GG CC CC ATGA/ATGA GG AG 

BBS-013 *1/*9A CC TT GG CC CC ATGA/ATGA GG AG 

BBS-014 *1/*1 CC TT GG CC CC ATGA/ATGA GG AA 

BBS-015 *5/*9A CC TC GG CC CC ATGA/ATGA GG AG 

BBS-016 *1/*9A CC TT GG CC CC ATGA/ATGA GG AG 

BBS-017 *1/*9A CC TT GG CC CC ATGA/ATGA GG AG 

BBS-018 *1/*5 CC TC GG CC CC ATGA/ATGA GG AA 

Table 5.7 Diplotypes for DPYD in BBS cohort. rs1801267, rs1801268, rs72539306, rs80081766, rs78060119 and rs55886062 are not shown (all reference sequence)



 

 

 

 

Patient ID rs398123546 rs1050828 rs1050829 rs72554665 rs5030868 rs137852327 rs137852339 rs5030869 n/a n/a rs5030870 

  X:154532390 X:154536002 X:154535277 X:154532269 X:154534419  X:154533122 X:154533044 X:154532990  X:154533615 X:154532992 X:154535316 

  Orissa A(1) A(2) Canton Mediterranean Viangchan Kerala Chatham Bangkok Villeurbanne Sao Boria 

  g.154532390 
G>A 
p.Arg484Cys 

g.154536002 
C>T 
p.Val98Met 

g.154535277 
T>A 
p.Asn156Asp 

g.154532269 
C>A 
p.Arg489Leu 

g.154534419 
G>A 
p.Ser218Phe 

g.154533122 
C>T 
p.Val321Met 

g.154533044 
C>T 
p.Glu347Lys 

g.154532990 
C>T 
p.Ala365Thr 

g.154533615 
C>G 
p.Leu305Asn 

g.154532992 
TGGdel 
p.Thr364del 

g.154535316 
C>T 
p.Asp143Asn 

BBS-001 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-002 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-003 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-004 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-005 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-006 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-007 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-008 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-009 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-010 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-011 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-012 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-013 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-014 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-015 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-016 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-017 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

BBS-018 GG CC TT CC GG CC CC CC CC TGG/TGG CC 

   Table 5.8 Genotypes for G6PD in BBS cohort
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Patient ID *15:02 *15:02 *15:02 *15:02 57*01 

  rs2395148 rs10484555 rs144012689 rs2524160 rs2395029 

  6:32353777 6:31313688 6:31355003 6:31292077 6:31464003 

  
g.32353777 
G>T  

g.31313688 
T>C 

g.31355003 
T>A 

g.31292077 
G>A 

g.31464003 
T>G  

BBS-001  GG TT TT GG TT 

BBS-002 GG TT TT GG TT 

BBS-003 GG TT TT GG TT 

BBS-004 GG TT TT GG TT 

BBS-005 GG TT TT GG TT 

BBS-006 GG TT TT GG TT 

BBS-007 GG TT TT GG TT 

BBS-008 GG TT TT GA TT 

BBS-009 GG TT TT GG TT 

BBS-010 GG TT TT GG TT 

BBS-011 GG TT TT GG TT 

BBS-012 GG TT TT GG TG 

BBS-013 GG TT TT GA TG 

BBS-014 GG TT TT GG TG 

BBS-015 GG TT TT GG TT 

BBS-016 GG TT TT GA TT 

BBS-017 GG TT TT GA TT 

BBS-018 GG TT TT GG TT 

Table 5.9 Genotypes for HLA-B *15.02 and HLA-B *57.01 in BBS cohort 

 

 



 

 

  

Patient ID  Diplotype rs1800462 rs1800460 rs1142345 rs1800584 rs72552740 rs75543815 rs72552736 rs56161402 rs151149760 rs72552737 

    6:18143724 6:18138997 6:18130687 6:18130781 6:18147910 6:18133845 6:18130725 6:18130762 6:18143606 6:18139027 

    g.18143724 
C>G 
p.Ala80Pro 

g.18138997 
C>T 
p.Ala154Thr 

g.18130687 
T>C 
p.Tyr240Cys 

g.18130781 
C>T  

g.1z8147910 
A>G 
p.Leu49Ser 

g.18133845 
T>A 
p.Tyr180Phe 

g.18130725 
A>C 
p.His227Gln 

g.18130762 
C>T 
p.Arg215His 

g.18143606 
T>G 
pLys119Thr 

g.18139027 
C>G 
p.Gly114Arg 

  *1 C C T C A  T  A  C  T  C  

  *2 G C T C A  T  A  C  T  C  

  *3A C T C C A  T  A  C  T  C  

  *3B C T T C A  T  A  C  T  C  

  *3C C C C C A  T  A  C  T  C  

  *4 C C T T A  T  A  C  T  C  

  *5 C C T C G T  A  C  T  C  

  *6 C C T C A A A  C  T  C  

  *7 C C T C A T  C C  T  C  

  *8 C C T C A T  A  T T  C  

  *9 C C T C A T  A  C  G C  

  *10 C C T C A T  A  C  T  G 

BBS-001 *1/*3A CC CT TC CC AA TT AA CC TT CC 

BBS-002 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-003 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-004 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-005 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-006 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-007 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-008 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-009 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-010 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-011 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-012 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-013 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-014 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-015 *1/*3A CC CT TC CC AA TT AA CC TT CC 

BBS-016 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-017 *1/*1 CC CC TT CC AA TT AA CC TT CC 

BBS-018 *1/*3A CC CT TC CC AA TT AA CC TT CC 

Table 5.10 Diplotypes for TMPT in BBS cohort. Results for rs72552738, rs20022021, rs72552742, rs9333569, rs144041067, 6:18149004 and rs777686348 (haplotypes *11-*18) not 
shown. All patients reference sequence at these SNPs
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Patient ID Diplotype rs8175347    rs887829 rs4148323 

    
2:233760235-
233760236 [TA] 2:233759924 2:233760498 

    Number of repeats g.233759924 C>T 
g.233760498 G>A 
p.Gly71Arg 

  *1 [TA]6 

2 reference or 
increased function 
alleles- CC GG 

  *6 [TA]6 

1 reference or 
increased function 
allele with one 
decreased function 
allele- CT GA 

  *28  [TA]7 
2 decreased function 
alleles- TT GG 

  *36 [TA]8 

2 reference or 
increased function 
alleles- CC GG 

  *37 [TA]5 
2 decreased function 
alleles- TT GG 

BBS-001 *1/*1 [TA]6/[TA]6 CC GG 

BBS-002 *1/*28 [TA]6/[TA]7 CT GG 

BBS-003 *1/*1 [TA]6/[TA]6 CC GG 

BBS-004 *1/*28 [TA]6/[TA]7 CT GG 

BBS-005 *28/*28 [TA]7/[TA]7 TT GG 

BBS-006 *1/*28 [TA]6/[TA]7 CT GG 

BBS-007 *1/*28 [TA]6/[TA]7 CT GG 

BBS-008 *1/*1 [TA]6/[TA]6 CC GG 

BBS-009 *1/*1 [TA]6/[TA]6 CC GG 

BBS-010 *28/*28 [TA]7/[TA]7 TT GG 

BBS-011 *28/*28 [TA]7/[TA]7 TT GG 

BBS-012 *1/*1 [TA]6/[TA]6 CC GG 

BBS-013 *1/*1 [TA]6/[TA]6 CC GG 

BBS-014 *1/*1 [TA]6/[TA]6 CC GG 

BBS-015 *1/*1 [TA]6/[TA]6 CC GG 

BBS-016 *1/*28 [TA]6/[TA]7 CT GG 

BBS-017 *1/*28 [TA]6/[TA]7 CT GG 

BBS-018 *28/*28 [TA]7/[TA]7 TT GG 

Table 5.11 Diplotypes for UGT1A1 in BBS cohort 



                        

 

  

Patient ID F5 HLA-A *31:01 IFNL3 RARG SLC28A3 SLCO1B1 UGT1A6 

 rs6025 rs1061235 rs12979860  rs2229774 rs7853758 rs4149056 rs17863783 

  1:169549811 6:29945521 19:39248147 12:53211761 9:84286011 12:21178615 2:233693631 

  g.169549811 C>T 
p.Arg534Gln 

g.29945521 A>T g.39248147 C>T g.53211761 G>A 
p.Ser427Leu 

g.84286011 G>A 
p.Leu461= 

g.21178615 T>C 
p.Val174Ala 

g.233693631 G>T 
p.Val209= 

BBS-001 CC AA CT GG GG TT GG 

BBS-002 CC AA CT GG GG TT GG 

BBS-003 CC AA CC GG GG TT GG 

BBS-004 CC AA CC GG GG TC GG 

BBS-005 CC AA CC GG GG TT GG 

BBS-006 CC AA CC GG AA TT GG 

BBS-007 CC AA CC GG GG TT GG 

BBS-008 CC AA CC GG GA TT GG 

BBS-009 CC AA CC GG GG TT GT 

BBS-010 CC AA CT GG GA TT GG 

BBS-011 CC AA CT GG GA TT GG 

BBS-012 CC AA CC GG GA TT GG 

BBS-013 CC AA TT GG GG TT GG 

BBS-014 CC AA CC GG GG TT GT 

BBS-015 CC AA CT GG GG TT GG 

BBS-016 CC AA TT GG GA TT GT 

BBS-017 CC AA TT GG GA TT GT 

BBS-018 CC AA CC GG GG TC GG 

Table 5.12 Genotypes for F5, HLA-A *31:01, IFNL3, RARG, SLC28A3, SLCO1B1 and UGT1A6 in BBS cohort



 

 

 

 

Gene Diplotype Phenotype Agency Drug  Risk Recommendation 

CYP2C19 *1/*2 Intermediate metaboliser CPIC 

Amitriptyline, 
clomipramine, 
doxepin, 
imipramine, 
trimipramine 

Cardiotoxicity, anticholinergic effects, seizures, 
altered consciousness, delirium, coma, death 

Advice given in conjunction with CYP2D6 diplotype (*1/*1- 
normal metaboliser). Prescribe standard dose, monitor for 
adverse drug effects. If did not know CYP2D6 diplotype, 
would give normal dose and monitor more closely for 
adverse drug effects 

CYP2C19 *1/*2 Intermediate metaboliser CPIC 
Citalopram, 
escitalopram 

Emesis, seizures, arrhythmia, reduced level of 
consciousness, confusion, coma, rarely death No dose change but monitor for adverse drug effects 

CYP2C19 *1/*2 Intermediate metaboliser DPWG 
Citalopram, 
escitalopram 

Emesis, seizures, arrhythmia, reduced level of 
consciousness, confusion, coma, rarely death No dose change but monitor for adverse drug effects 

CYP2C19 *1/*2 Intermediate metaboliser CPIC Clopidogrel 

Reduced bioactivation of clopidogrel resulting 
in reduced levels of active metabolites. Get 
reduced platelet inhibition and increased 
residual platelet inhibition. Increased risk for 
adverse cardiovascular events 

Consider using an alternative antiplatelet agent such as 
prasugrel or ticagrelor 

CYP2C19 *1/*2 Intermediate metaboliser DPWG Clopidogrel 

Reduced bioactivation of clopidogrel resulting 
in reduced levels of active metabolites. Get 
reduced platelet inhibition. Increased risk for 
adverse cardiovascular events 

Consider alternative drug e.g. prasugrel which is not 
metabolised (or possibly little metabolised) by CYP2C19 but 
is associated with an increased risk of bleeding 

CYP2C19 *1/*2 Intermediate metaboliser DPWG 

Esomeprazole, 
lansoprazole, 
omeprazole, 
pantoprazole 

Dry mouth, ptosis, vomiting, sedation, 
seizures, coma 

No dose adjustment but monitor more closely for adverse 
drug effects 

CYP2C19 *1/*2 Intermediate metaboliser DPWG Imipramine 
Cardiotoxicity, anticholinergic effects, seizures, 
altered consciousness, delirium, coma, death 

Insufficient evidence to calculate dose adjustment. Consider 
another drug such as mirtazapine or fluvoxamine 

CYP2C19 *1/*2 Intermediate metaboliser DPWG Moclobemide 

Serotonin syndrome (hyperthermia, sweating, 
agitation, tremor, diarrhoea, dilated pupils), 
dizziness, headache, dry mouth, nausea 

None as insufficient evidence to calculate alternate dosing 
schedule. Monitor for adverse drug effects 

CYP2C19 *1/*2 Intermediate metaboliser DPWG Rabeprazole  
Dry mouth, ptosis, vomiting, sedation, 
seizures, coma Insufficient evidence to make recommendation 

CYP2C19 *1/*2 Intermediate metaboliser DPWG Sertraline 
Emesis, seizures, arrhythmia, reduced level of 
consciousness 

Insufficient data to consider dose adjustment. Monitor 
closely for adverse drug effects 

CYP2C19 *1/*2 Intermediate metaboliser CPIC Sertraline  
Emesis, seizures, arrhythmia, reduced level of 
consciousness 

No dose adjustment but monitor closely for adverse drug 
effects 

CYP2C19 *1/*2 Intermediate metaboliser CPIC Voriconazole   

Hepatotoxicity, seizures, visual disturbance, 
salivation, shortness of breath, weakness, 
altered level of consciousness Initiate treatment at standard dose and monitor 

CYP2C19 *1/*2 Intermediate metaboliser DPWG Voriconazole   

Hepatotoxicity, seizures, visual disturbance, 
salivation, shortness of breath, weakness, 
altered level of consciousness Monitor serum levels and be alert for adverse  effects 

 



                        

 

  

Gene Diplotype Phenotype Agency Drug  Risk Recommendation 

CYP2C9 *1/*1 Normal metaboliser DPWG Acenocoumarol  
Risk of sub-therapeutic INR with risk of 
thrombosis None 

CYP2C9 *1/*1 Normal metaboliser DPWG Phenprocoumon 
Risk of sub-therapeutic INR with risk of 
thrombosis None 

CYP2C9 *1/*1 Normal metaboliser CPIC Phenytoin  None As HLA-B 15.02 negative, phenytoin  at standard dose 
CYP2C9 *1/*1 Normal metaboliser DPWG Phenytoin  None None 

CYP2C9 *1/*1 Normal metaboliser DPWG 

Sulfonylureas- 
glibenclamide, 
gliclazide, 
glimepiride, 
tolbutamide  Risk of hyperglycaemia None 

CYP2C9 *1/*1 Normal metaboliser CPIC Warfarin 
Risk of sub-therapeutic INR with risk of 
thrombosis 

Depends on VKORC1, in this case VKORC1 wild type so 
dose 5-7mg daily. As CT at rs2108622, could consider 5-
10% dose increase. Should use GAGE or IPWC calculator 
to take account of age, weight etc. 

CYP2D6 *1/*4 Normal metaboliser  DPWG 

Amitriptyline, 
clomipramine, 
doxepin, 
imipramine, 
nortriptyline  Normal drug metabolism Give standard dose 

CYP2D6 *1/*4 Normal metaboliser  DPWG 

Amitriptyline, 
clomipramine, 
doxepin, 
imipramine, 
nortriptyline  Normal drug metabolism Give standard dose 

CYP2D6 *1/*4 Normal metaboliser  CPIC 

Amitriptyline, 
clomipramine, 
doxepin, 
imipramine, 
trimipramine Normal metabolism 

Advice given in conjunction with CYP2C19 diplotype (*1/*2- 
intermediate metaboliser). Prescribe standard dose, monitor 
for adverse drug effects 

CYP2D6 *1/*4 Normal metaboliser  DPWG Aripiprazole  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Atomoxetine  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Carvedilol Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Clozapine  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Codeine Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  CPIC Codeine  Normal metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  CPNDS Codeine  Normal drug metabolism Give standard dose 

CYP2D6 *1/*4 Normal metaboliser  CPIC 

Desipramine, 
fluvoxamine, 
nortriptyline Normal metabolism Give standard dose 

 



 

 

 

 

Gene Diplotype Phenotype Agency Drug  Risk Recommendation 
CYP2D6 *1/*4 Normal metaboliser  DPWG Duloxetine Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Flecainide  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Flupenthixol Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Haloperidol  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Metoprolol Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Mirtazapine  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Olanzapine  Normal drug metabolism Give standard dose 

CYP2D6 *1/*4 Normal metaboliser  CPIC 
Ondansetron, 
tropisetron Normal drug metabolism Give standard dose 

CYP2D6 *1/*4 Normal metaboliser  DPWG Oxycodone  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  CPIC Paroxetine  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Paroxetine  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Propafenone  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Risperidone  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Tamoxifen  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Tramadol  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Venlafaxine  Normal drug metabolism Give standard dose 
CYP2D6 *1/*4 Normal metaboliser  DPWG Zuclopenthixol  Normal drug metabolism Give standard dose 

CYP3A5 *3/*3 Poor metaboliser CPIC Tacrolimus  

Increased chance of achieving therapeutic 
levels with reduced risk of undertreatment and 
transplant rejection Standard dosing and monitoring 

CYP3A5 *3/*3 Poor metaboliser DPWG Tacrolimus  

Reduced chance of achieving therapeutic 
levels, risk of undertreatment  with increased 
risk of transplant rejection 

No dose recommendation. Dose should be adjusted 
according to therapeutic monitoring 

DPYD *1/*6 Normal metaboliser DPWG 
Fluorouracil, 
capecitabine  None Give standard dose 

DPYD *1/*6 Normal metaboliser CPIC 

Fluorouracil, 
capecitabine, 
tegafur  None Give standard dose 

DPYD *1/*6 Normal metaboliser DPWG Tegafur None Give standard dose 

F5 
CC, wild 
type 

Normal factor V 
inactivation. Non-
prothrombotic genotype DPWG 

Hormonal 
contraceptive  No increased risk of thrombotic events Can prescribe hormonal contraception 

G6PD Wild type, B Normal levels of G6PD CPIC Rasburicase  
No increased risk of acute haemolytic 
anaemia Rasburicase may be used  

HLA-A 
*31:01 
negative 

Normal interaction 
between carbamazepine 
and HLA-B CPNDS Carbamazepine  

No increased risk of carbamazepine 
hypersensitivity 

No need for altered dose of carbamazepine unless patient 
is also HLA-B *15:02 positive. In this case patient negative 
so can be prescribed at standard dose 



                        

 

  

 
Gene Diplotype Phenotype Agency Drug  Risk Recommendation 

HLA-B 
*57:01 
negative 

Normal interaction with 
abacavir CPIC Abacavir  None Standard dosing   

HLA-B 
*57:01 
negative 

Normal interaction with 
abacavir DPWG Abacavir  None Standard dosing   

HLA-B 
*15:02 
negative 

Normal interaction 
between carbamazepine 
and HLA-B CPIC Carbamazepine  

No increased risk of SCAR including toxic 
epidermal necrolysis, Stevens-Johnson 
syndrome, eosinophilia. Also hepatitis and 
acute renal failure Carbamazepine may be used  

HLA-B 
*15:02 
negative 

Normal interaction 
between carbamazepine 
and HLA-B CPNDS Carbamazepine  

No increased risk of SCAR including toxic 
epidermal necrolysis, Stevens-Johnson 
syndrome, eosinophilia. Also hepatitis and 
acute renal failure 

Carbamazepine may be used (patient is HLA-A *51:01 
negative) 

HLA-B 
*15:02 
negative 

Normal interaction 
between phenytoin and 
HLA-B CPIC Phenytoin  

No increased risk of SCAR, toxic epidermal 
necrolysis, Stevens-Johnson syndrome, 
eosinophilia, hepatitis, renal failure, ataxia, 
nystagmus, dysarthria and sedation 

Phenytoin may be used and should be initiated at standard 
dose (CYP2C9 normal metaboliser) 

IFNL3 
(IL28B) CT Unfavourable genotype CPIC 

Peginterferon α-
2a, peginterferon 
α-2b, Ribavirin  

Less likely to respond to treatment but still 
exposed to risks of treatments 

Reduced chance of response when used alone or in 
combination with protease inhibitor and patients unlikely to 
be eligible for shortened therapy regimes. Makes 
prescription less favourable. Weigh up risks/ and benefits 

RARG 
GG, wild 
type Normal risk of AAC CPNDS 

Daunorubicin, 
doxorubicin  No increased risk of AAC 

In paediatric patients only: No high risk alleles in RARG or 
UTG1A6.No protective allele in SLC28A3. Patient is at 
moderate risk. Needs increased follow up and 
echocardiography. Monitor for cardiotoxicity 

SLC28A3 
GG, wild 
type Non-protective allele CPNDS 

Daunorubicin, 
doxorubicin  Not protective against AAC 

In paediatric patients only: No high risk alleles in RARG or 
UTG1A6.No protective allele in SLC28A3. Patient is at 
moderate risk. Needs increased follow up and 
echocardiography. Monitor for cardiotoxicity 

SLCO1B1 Wild type Fast metaboliser CPIC Simvastatin None None 

TPMT *1/*3A Intermediate metaboliser CPIC 6-Mercaptopurine  

Reduced risk of insufficient immune-

suppression or treatment. Increased risk of 

fatal myelosuppression and bone marrow 

toxicity, liver toxicity and risk of discontinuation 

Start at 30-70% of normal dose, monitor and wait 2-4 weeks 

before adjusting 

TPMT *1/*3A Intermediate metaboliser DPWG 6-Mercaptopurine  

Reduced risk of insufficient immune-

suppression or treatment. Increased risk of 

fatal myelosuppression and bone marrow 

toxicity, liver toxicity and risk of discontinuation 

Select alternative or reduce dose by 50%. Increased 

monitoring 

 



 

 

 

 

Gene Diplotype Phenotype Agency Drug  Risk Recommendation 

TPMT *1/*3A Intermediate metaboliser CPIC Azathioprine  

Reduced risk of insufficient immune-
suppression or treatment. Increased risk of 
fatal myelosuppression and bone marrow 
toxicity, liver toxicity and risk of discontinuation 

Start at 30-70% of normal dose, monitor and wait 2-4 weeks 
before adjusting 

TPMT *1/*3A Intermediate metaboliser DPWG Azathioprine  

Reduced risk of insufficient immune-
suppression or treatment. Increased risk of 
fatal myelosuppression and bone marrow 
toxicity, liver toxicity and risk of discontinuation 

Select alternative or reduce dose by 50%. Increased 
monitoring 

TPMT *1/*3A Intermediate metaboliser CPIC Thioguanine  

Reduced risk of insufficient immune-
suppression or treatment. Increased risk of 
fatal myelosuppression and bone marrow 
toxicity, liver toxicity and risk of discontinuation 

Start at 30-50% of normal dose, monitor and wait 2-4 weeks 
before adjusting 

TPMT *1/*3A Intermediate metaboliser DPWG Thioguanine  

Reduced risk of insufficient immune-
suppression or treatment. Increased risk of 
fatal myelosuppression and bone marrow 
toxicity, liver toxicity and risk of discontinuation 

Alternative drugs should be chosen as evidence if 
insufficient to adjust dosage 

TPMT *1/*3A Intermediate metaboliser CPNDS Cisplatin Risk of ototoxicity in paediatric patients Consider alternative drug or use of otoprotectants 
UGT1A1 *1/*1 Normal metaboliser CPIC Atazanavir  None None 
UGT1A1 *1/*1 Normal metaboliser DPWG Irinotecan  None Standard dosing 

UGT1A1 *1/*1 Normal metaboliser PRO  Irinotecan  None 
Standard dosing. Can consider dose intensification to 
>240mg/m2 

UGT1A6 
GG, wild 
type Normal risk of AAC CPNDS 

Daunorubicin, 
doxorubicin  No increased risk of AAC 

In paediatric patients only: No high risk alleles in RARG or 
UTG1A6.No protective allele in SLC28A3. Patient is at 
moderate risk. Needs increased follow up and 
echocardiography. Monitor for cardiotoxicity 

VKORC1 Wild type Normal expression DPWG 
Acenocoumarol, 
phenprocoumon  Normal sensitivity to warfarin None 

VKORC1 Wild type Normal expression CPIC Warfarin Normal sensitivity to warfarin 

Advise with CYP2C9. As is normal metaboliser and wild 
type VKORC1 will require higher dose of 5-7mg daily. As CT 
at rs2108622, could consider 5-10% dose increase. Dose 
should be calculated from GAGE or IWPC calculator 

Table 5.13 Prescribing advice for BBS-001 
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Figure 5.1 Summary prescribing advice for BBS-001 
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Figure 5.2 Reverse side of summary prescribing sheets 
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Figure 5.3 Summary prescribing advice for patient BBS-007, page 1 of 2 
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Figure 5.4 Summary prescribing advice for patient BBS-007, page 2 of 2 
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5.2.2.2 Present prescribing advice 

Information about drugs that patients in the cohorts had been prescribed was extracted from the 

phenotyping database. There were 41 instances of a patient being prescribed a relevant drug at 

present or previously (Figure 5.6). 17 were prescribed lansoprazole or omeprazole but only at a 

prophylactic dose rather than for helicobacter eradication, so the prescribing guidelines were not 

relevant. The individuals taking codeine, the combined oral contraceptive pill or simvastatin were 

normal metabolisers for CYP2D6, F5 and SLCO1B1 respectively. One of the individuals taking 

amitriptyline and one taking azathioprine had variants in relevant genes (Table 5.14). All other 

patients prescribed these drugs were normal metabolisers for the relevant genes. The individual 

taking amitriptyline was on a dose of 17.5mg aged eight when her weight was 23kg (maximum 

dose 1mg/kg twice daily). It is unknown why this dose was chosen. It was continued for 3.5 years 

and there is no record of side effects in the notes. The individual on azathioprine was first 

prescribed it at the age of 7.5 years. Their weight at the time is unknown and there is no record 

of TPMT testing in advance of starting treatment. They were given a dose of 30mg (recommended 

starting dose 2mg/kg daily). Azathioprine had been discontinued by the time the child was seen 

2.5 months later, but there is no reason for this recorded in the notes or letters.  

 

 

Figure 5.5 Numbers of genes per patient that would require a change in management 
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Patient ID Drug Pharmacogenomic prescribing advice 

IBD-016 Amitriptyline  

CYP2C19 intermediate metaboliser and CYP2D6 

intermediate metaboliser. Reduce starting dose by 

25%, monitor drug levels and for adverse drug 

effects 

IBD-002 Azathioprine 

TPMT intermediate metaboliser. Start at 30-70% of 

normal dose, monitor and wait 2-4 weeks before 

adjusting dose 

Table 5.14 Prescribing advice for patients prescribed a drug with variants in the relevant pharmacogene 

 

5.2.3 Haplotype Frequency 

The overall haplotype frequencies were determined and compared with published frequencies 

and the statistical likelihood of obtaining the results was calculated (Tables 5.15 to 5.33). Where 

possible, UK allele frequencies were used. If unavailable, Western European or European allele 

frequencies were used. One of each set of monozygotic twins was excluded, as were SRS 

children, as their diplotypes were inevitably a combination of their parents and were therefore not 

a random sample. Numbers were rounded to the nearest integer. The cohort diplotype or 

genotype distribution is represented graphically (Figures 5.7 to 5.25). Again, this excludes one of 

each pair of monozygotic twins and SRS children.  

Figure 5.6 Numbers of patients prescribed drugs with relevant prescribing guideline 
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5.2.3.1 CYP2C9 

Haplotype 

Published 
European 
(%) 

Published 
West 
European 
(%) 

Published 
British 
(%) 

Haplotype 
number 
total 

Haplotype 
total (%) 95% CI (%) 

Two proportion z 
test (z value, p 
value) 

*1 80 80 79 111 77 69-83 z=0.9, p=0.37 

*2 12 12 12.5 16 11 6-17 z=0.4, p=0.7 

*3 7 7.5 8.5 14 10 6-16 z=0.65, p=0.7 

*5 0 n/a n/a 0 0 n/a n/a 

*6 0 n/a n/a 0 0 n/a n/a 

*8 <1 n/a n/a 0 0 n/a n/a 

*9 <1 n/a n/a 1 1 n/a n/a 

*11 <1 n/a n/a 1 1 n/a n/a 

*12 <1 n/a n/a 0 1 n/a n/a 

 Total  100  100  100 144  100   

Table 5.15 Haplotype frequency calculation for CYP2C9. European figures are from www.pharmGKB.org, 
Western European figures from Sistonen et al. and British figures from Stubbins et al.(513, 618) 

 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published British haplotype frequencies was 0.8384, so the results were not 

significantly different from population frequencies(618). For commoner haplotypes, the expected 

figure was within the 95% confidence interval of the observed and there was no significant 

difference using a two proportion z-test. The cohort diplotype distribution is shown in Figure 5.7.  

 

 

  

Figure 5.7 Diplotype distribution for CYP2C9 
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5.2.3.2 CYP2C19 

Haplotype 

Published 
European 
(%) 

Published 
West 
European 
(%) 

Haplotype 
number 
total 

Haplotype 
total (%) 95% CI (%) 

Two proportion z test 
(z value, p value) 

*1 59  n/a 85 59 51-67 z=0, p=1 

*2 18 14 34 24 13-26 Z=1.4, p=0.2 

*3 0 <1 0 0 n/a n/a 

*4A 0 n/a 0 0 n/a n/a 

*4B 0 n/a 0 0 n/a n/a 

*5 0 n/a 0 0 n/a n/a 

*6 0 n/a 0 0 n/a n/a 

*7 0 n/a 0 0 n/a n/a 

*8 0 n/a 0 0 n/a n/a 

*15 0 n/a 1 1 n/a n/a 

*17 22 n/a 24 17 11-24 z=1.448, p=0.2 

Total 100 n/a 144  100   

Table 5.16 Haplotype frequency calculation for CYP2C19. European figures are from Zhou et al., Western 
European figures from Sistonen et al.(513, 619) 

 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published British haplotype frequencies was 0.4743, so the results were not 

significantly different from population frequencies(619). For commoner haplotypes, the expected 

figure was within the 95% confidence interval of the observed and there was no significant 

difference using a two proportion z-test. The cohort diplotype distribution is shown in Figure 5.8. 

 

Figure 5.8 Diplotype distribution for CYP2C19 
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5.2.3.3 CYP2D6 

Haplotype 

Published 
European 
(%) 

Haplotype 
number total 

Haplotype 
total (%) 95% CI (%) 

Two proportion z test (z 
value, p value) 

*1 37 54 38 30-46 z=0.3, p=0.8 

*2 26 28 20 14-27 z=1.6, p=0.1 

*3 1 1 1 0.1-4 z=0, p=1 

*4 18 23 16 10-23 z= 0.6, p=0.5 

*5 3 1 1 0.1-4 z=1.4 , p=0.2 

*6 1 1 1 0.1-4 z=0, p=1 

*9 2 5 3 0.7-7 z=0.8 , p=0.4 

*10 3 2 1 0.7-4 z=1.4 , p=0.2 

*17 <1 1 1 n/a n/a 

*29 <1 1 1 n/a n/a 

*35 2 2 1 0.7-4 z=0.9 , p=0.4 

*41 7 21 14 8-20 z=3.3 , p=0.001 

*1N 1 3 2 0.4-6 z=1.2 , p=0.2 

*2N 1 0 0 n/a n/a 

*41N 0 1 0 n/a n/a 

Total 100 144 100   

Table 5.17 Haplotype frequency calculation for CYP2D6. European figures are from 
www.pharmGKB.org(471) 

 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published European haplotype frequencies was 0.501, so the results were not 

significantly different to population frequencies(471). With the exception of *41, for commoner 

haplotypes, the expected figure was within the 95% confidence interval of the observed and there 

was no significant difference using a two proportion z-test. *41 was within the 95% confidence 

interval, but the z-test score showed the results were significantly different. This is discussed in 

section 5.3.3.3.2. The cohort diplotype distribution is shown in Figure 5.9. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9 Diplotype distribution for CYP2D6 
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5.2.3.4 CYP3A5 

Haplotype 

Published 
European 
(%) 

Published 
British 
(%) 

Haplotype 
number 
total 

Haplotype 
total (%) 

95% CI 
(%) 

Two proportion z 
test (z value, p 
value) 

*1 8 6 11 8 4-14 z=0.9, p=0.4 

*2 1 0 0 0 n/a n/a 

*3 91 94 130 90 88-97 z=1.6 , p=0.1 

*4 n/a n/a 0 0 n/a n/a 

*5 n/a n/a 0 0 n/a n/a 

*6 0 n/a 3 2 n/a n/a 

*7 n/a n/a 0 0 n/a n/a 

*8 n/a n/a 0 0 n/a n/a 

*9 n/a n/a 0 0 n/a n/a 

Total 100 100 144 100   

Table 5.18 Haplotype frequency calculation for CYP3A5.European figures are from www.pharmGKB.org, 
British figures from King et al.(620) 

 

The p values obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published European and British haplotype frequencies were 0.5426 and 0.3305 

respectively so the results were not significantly different to population frequencies(486, 620). 

The British figures did not include the *6 haplotype.  For commoner haplotypes, the expected 

figure was within the 95% confidence interval of the observed and there was no significant 

difference using a two proportion z-test. The cohort diplotype distribution is shown in Figure 5.10. 

  

Figure 5.10 Diplotype distribution for CYP3A5 
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5.2.3.5 CYP4F2 

 Allele 

Published 
European (%) 

Allele total 
Allele 
frequency 
(%) 95% CI (%) 

Two proportion z test 
(z value, p value) 

C 70 103 72 64-79 z=0.5, p=0.6 

T 30 41 28 21-36 z=0.5, p=0.6 

Total 100 144 100   

Table 5.19 Allele frequency calculation for CYP4F2. European figures are from Ross et al.(584) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published European allele frequencies was 0.7583, so the results were not significantly different 

to population frequencies(584). For both alleles, the expected figure was within the 95% 

confidence interval of the observed and there was no significant difference using a two proportion 

z-test. The cohort genotype distribution is shown in Figure 5.11. 

  

           

           

           

 

Figure 5.11 Genotype distribution for CYP4F2 
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5.2.3.6 DPYD 

Haplotype 

Published 
European 
(%) 

Haplotype 
number 
total 

Haplotype 
total (%) 95% CI (%) 

Two proportion z test 
(z value, p value) 

*1 60 80 58 50-66 z=0.5, p=0.6 

*2A <1 0 0 n/a n/a 

*2B n/a 0 0 n/a n/a 

*3 0 0 0 n/a n/a 

*4 2 1 1 0.1-4 z=0.58, p=0.4 

*5 15 27 20 14-28 z=1.6, p=0.1 

*6 4 3 2 0.4-6 z=1.2, p=0.2 

*7 <1 0 0 n/a n/a 

*8 n/a 0 0 n/a n/a 

*9A 18 27 20 14-28 z=0.6, p=0.1 

*9B n/a 0 0 n/a n/a 

*10 n/a 0 0 n/a n/a 

*11 n/a 0 0 n/a n/a 

*12 0 0 0 n/a n/a 

*13 <1 0 0 n/a n/a 

Total 100 138 100   

Table 5.20 Haplotype frequency calculation for DPYD. European figures are from Caudle et al.(621) 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published European haplotype frequencies was 0.765, so the results were not 

significantly different to population frequencies(621). The total haplotype number was smaller 

because the three individuals with uninterpretable haplotypes were excluded. The cohort 

diplotype distribution is shown in Figure 5.12.  

 

Figure 5.12 Diplotype distribution for DPYD 
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5.2.3.7 F5 

Allele 

Published 
White 
British (%) Allele total 

Allele 
frequency 
(%) 95% CI (%) 

Two proportion z test 
(z value, p value) 

C 96 141 98 94-99 z=1.2, 0.2 

T 4 3 2 0.4-6 z=1.2, 0.2 

Total 100 144 100   

Table 5.21 Allele frequency calculation for F5. UK figures are from Rees et al.(622) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published British allele frequencies was 0.4472 so the results were not significantly different to 

population frequencies(622). Figures from this paper included only people identified as white 

British, while other, smaller samples of unselected Britons gave lower allele frequencies(542). 

Using the minor allele frequency of 1.6% from the Beauchamp paper gives a p value of >0.9999. 

For both alleles, the expected figure was within the 95% confidence interval of the observed and 

there was no significant difference using a two proportion z-test. The cohort genotype distribution 

is shown in Figure 5.13. 

 

 

Figure 5.13 Genotype distribution for F5 
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5.2.3.8 G6PD 

Clinical 
status 

Published 
clinical status 
UK (%) 

Clinical 
status 
total 
number 

Clinical 
status total 
(%) 95% CI (%) 

Two proportion 
z test (z value, 
p value) 

Unaffected  100 72 72 n/a n/a 

Affected 0 0 0 n/a n/a 

Total 100 72 100   

Table 5.22 Haplotype frequency calculation for G6PD. UK figures are from Erdohazi et al.(623) 

There were 11 patients from high-risk populations: four African, one Middle Eastern and four 

Asian females and two Asian males. One African female was homozygous for the African (2) 

(A(2)) allele, but did not have any of the additional SNPs required to make this a pathogenic 

variant (section 5.3.2.3.3) so did not have G6PD deficiency. A further two females were listed as 

heterozygotes. One, of Middle Eastern ethnicity, was heterozygote for the Mediterranean SNP, 

and the other, whose ethnicity was listed as African, was heterozygote for the A(2) allele, but 

again, did not have any of the additional SNPs. The prevalence of G6PD deficiency in the cohort 

was zero. Few published figures are available for the UK. Erdohazi et al. conducted a study of 

204 patients of British and Irish origin and found the prevalence of G6PD deficiency to be 

zero(623). This study did not look at individuals who might carry a deficient allele but be clinically 

unaffected and figures are not available for this in the UK population. Using this population 

frequency and the finding of zero affected individuals in the control cohort, the p value using 

Fisher’s exact test is >0.9999. Confidence intervals and z-scores were not calculated in this case 

as the percentages were 100 and zero. Mean allele frequency in malaria-endemic countries has 

been estimated at 8%, but may be as high as 30% in some regions(624). Given the small number 

of individuals from high risk areas and the range of allele frequencies, it was not possible to 

compare allele frequencies more exactly. The cohort diplotype distribution is shown in Figure 

5.14. 

Figure 5.14 Diplotype distribution for G6PD 
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5.2.3.9 HLA-A *31:01 

Genotype 

Published 
clinical 
status 
European 
(%) 

Published 
clinical 
status UK 
(%) 

Clinical 
status 
number 

Clinical 
status 
frequency 
% 95% CI (%) 

Two proportion z 
test (z value, p 
value) 

Negative 
(AA) 95-97% 94 67 93 84-98 z=0.4, p=0.7 

Positive 
(AT/TT) 3-5% 6 5 7 2-15 z=0.4, p=0.7 

  
Total 100 100 72 100   

Table 5.23 Genotype frequency calculation for HLA-A *31:01. UK population frequencies from 
www.allelefrequencies.net(562) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published British allele frequencies was 0.784 so the results were not significantly different to 

UK population frequencies(562). For both groups, the expected figure was within the 95% 

confidence interval of the observed and there was no significant difference using a two proportion 

z-test. The cohort haplotype distribution is shown in Figure 5.15. 

 

 

 

Figure 5.15 Haplotype distribution for HLA-A *31:01 
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5.2.3.10 HLA-B *15:02  

Clinical 
status 

Published 
clinical 
status 
England (%) 

Clinical 
status 
number 

Clinical 
status 
frequency 
% 95% CI (%) 

Two proportion z test 
(z value, p value) 

*15:02 

Low risk >99 72 100 n/a n/a 

*15:02 

High risk <1 0 0 n/a n/a 

 

Total 
100 72 100   

Table 5.24 Genotype frequency calculation for HLA-B *15:02. UK population frequencies from 
www.allelefrequencies.net(562) 

 

For HLA-B *15:02, a single positive SNP was not considered enough to call the haplotype as in 

the papers used to determine the SNPs, pairs of SNPs are used(625, 626). Therefore, no 

individuals positive for the HLA-B *15:02 allele were seen in any of the cohorts. This is not 

unexpected as rates are highest in Thai and Han Chinese populations and none of the patients 

were identified as having Far Eastern ethnicity. The p value obtained by performing a Fisher’s 

exact test comparing observed allele frequencies to published British allele frequencies was 

>0.9999 using the frequency of 0.2% of individuals having the *15:02 allele (English blood donors, 

mixed ethnicity) so the results were not significantly different to UK population frequencies(562). 

Confidence intervals and z-scores were not calculated in this case as the percentages were 100 

and zero. The cohort haplotype distribution is shown in Figure 5.16. 

Figure 5.16 Haplotype distribution for HLA-B *15:02 
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5.2.3.11 HLA-B *57:01 

Clinical 
status 

Published 
clinical 
status UK 
(%) 

Clinical 
status 
number 

Clinical 
status 
frequency % 95% CI (%) 

Two proportion z test 
(z value, p value) 

*57:01 

Low risk 91 67 93 84-98 z=0.6, p=0.5 

*57:01 

High risk 9 5 7 2-15 z=0.6, p=0.5 

 

Total 
100 72 100   

Table 5.25 Genotype frequency calculation for HLA-B *57:01. UK population frequencies from 
www.allelefrequencies.net(562) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published British allele frequencies was 0.6153 using the frequency of 8.9% of individuals 

having the *57:01 allele (English blood donors, mixed ethnicity) so the results were not 

significantly different to UK population frequencies(562). For both groups, the expected figure was 

within the 95% confidence interval of the observed and there was no significant difference using 

a two proportion z-test. The cohort haplotype distribution is shown in Figure 5.17. 

    

 

Figure 5.17 Haplotype distribution for HLA-B *57:01 
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5.2.3.12 IFNL3 

Allele Published 

Caucasian 

(%) Allele total 

Allele 

frequency (%) 95% CI (%) 

Two proportion z test 

(z value, p value) 

C 63 99 69 60-76 z=1.4, p=0.1 

T 37 45 31 24-39 z=1.4, p=0.1 

Total  100 144 100   

Table 5.26 Allele frequency calculation for IFNL3.Caucasian population frequency from Muir et al.(565) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published Caucasian allele frequencies was 0.3758, so the results were not significantly 

different to population frequencies(565). For both alleles, the expected figure was within the 95% 

confidence interval of the observed and there was no significant difference using a two proportion 

z-test. No UK or mixed European ethnicity frequencies were available. The cohort genotype 

distribution is shown in Figure 5.18. 

 

 

 

Figure 5.18 Genotype distribution for IFNL3 
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5.2.3.13 RARG 

Allele  

Published 

European (%) Allele Total 

Allele 

Frequency (%) 

95% CI 

(%) 

Two proportion z 

test (z value, p value) 

C 92 135 94 87-96 z=0.6, p=0.4 

T 8 9 6 3-11 z=0.6, p=0.4 

Total 100 144 100   

Table 5.27 Allele frequency calculation for RARG. Caucasian population frequency from Aminkeng et 
al.(627) 

 

The p value obtained by performing Fisher’s exact test comparing observed allele frequencies to 

published Caucasian allele frequencies was 0.5948, so the results were not significantly different 

to population frequencies(627). For both alleles, the expected figure was within the 95% 

confidence interval of the observed and there was no significant difference using a two proportion 

z-test. The cohort genotype distribution is shown in Figure 5.19. 

 

 

 

Figure 5.19 Genotype frequencies for RARG 
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5.2.3.14 SLC28A3 

Allele ExAC (%) Allele total 

Allele 

frequency 

(%) 95% CI (%) 

Two proportion z test 

(z value, p value) 

G 87 118 82 75-88 z=1.8, p=0.08 

A 13 26 18 12-25 z=1.8, p=0.08 

Total 100 144 100   

Table 5.28 Allele frequency calculation for SLC28A3. European population frequency from ExAC 
database(77) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published European allele frequencies was 0.3378, so the results were not significantly different 

to population frequencies(77). For both alleles, the expected figure was within the 95% confidence 

interval of the observed and there was no significant difference using a two proportion z-test. 

Published frequencies compared cardiomyopathy and non-cardiomyopathy control groups, so 

ExAC population data were chosen instead. The cohort genotype distribution is shown in Figure 

5.20. 

 

 

Figure 5.20 Genotype distribution for SLC28A3 
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5.2.3.15 SLCO1B1 

Allele ExAC (%) Allele total 

Allele 

frequency 

(%) 95% CI (%) 

Two proportion z test 

(z value, p value) 

T 84 128 89 83-94 z=1.6, p=0.1 

C 16 16 11 6-17 z=1.6, p=0.1 

Total 100 144 100   

Table 5.29 Allele frequency calculation for SLCO1B1. European population frequency from ExAC 
database(77) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published European allele frequencies was 0.3111, so the results were not significantly different 

to population frequencies(77). For both alleles, the expected figure was within the 95% confidence 

interval of the observed and there was no significant difference using a two proportion z-test. The 

ExAC figures agree with the figures from Oshiro et al. which gives a minor allele frequency of 12-

20%(480). The cohort genotype distribution is shown in Figure 5.21. This SNP represents the 

reduced function haplotypes *15 and *17 as well as the rarer reduced function *5 haplotype. This 

is discussed further in section 5.3.3.3.7 and in Chapter 6. 

 

Figure 5.21 Genotype distribution for SLCO1B1 
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5.2.3.16 TPMT   

Haplotype 

Published 
European 
(%) 

Haplotype 

number 

total 

Haplotype 

total (%) 95% CI (%) 

Two proportion z test 

(z value, p value) 

*1 95 136 94 89-97 z=0.6, p=0.6 

*2 <1 0 0 n/a n/a 

*3A 5 8 6 3-11 z=0.6, p=0.6 

*3B 0 0 0 n/a n/a 

*3C <1 0 0 n/a n/a 

*4 0 0 0 n/a n/a 

Total 100 144  100   

Table 5.30 Haplotype frequency calculation for TPMT. European figures are from Collie-Duguid et al.(628) 

 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published British Caucasian haplotype frequencies was 0.7686, so the results were 

not significantly different to population frequencies(628). For the observed haplotypes, the 

expected figure was within the 95% confidence interval of the observed and there was no 

significant difference using a two proportion z-test. The cohort diplotype distribution is shown in 

Figure 5.22. 

           

 

Figure 5.22 Diplotype distribution for TPMT 
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5.2.3.17 UGT1A1 

Haplotype 

Published 

Caucasian 

(%) 

Haplotype 

number total 

Haplotype 

total (%) 95% CI (%) 

Two proportion z 

test (z value, p 

value) 

*1 68 93 65 57-73 z=0.7, p=0.4 

*6 n/a 0 0 n/a n/a 

*28 32 50 34 27-42 z=0.5, p=0.6 

*36 <1 1 1 n/a n/a 

*37 <1 0 0 n/a n/a 

Total 100 144 100   

Table 5.31 Haplotype frequency calculation for UGT1A1.Caucasian figures are from www.pharmGKB.org 
(471) 

 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published Caucasian haplotype frequencies was 0.6553, so the results were not 

significantly different to population frequencies(471). For commoner haplotypes, the expected 

figure was within the 95% confidence interval of the observed and there was no significant 

difference using a two proportion z-test. The frequency of the *28 haplotype is greater in African 

and Asian populations than in Caucasians, so published population frequencies may not exactly 

reflect a mixed population such as this one. The cohort diplotype distribution is shown in Figure 

5.23. 

 

Figure 5.23 Diplotype distribution for UGT1A1 
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5.2.3.18 UGT1A6 

Allele ExAC (%) Allele total 

Allele 

frequency 

(%) 95% CI (%) 

Two proportion z test 

(z value, p value) 

G 97 134 93 88-97 z=2.8, p=0.05 

T 3 10 7 3-12 z=2.8, p=0.05 

Total 100 144 100   

Table 5.32 Allele frequency calculation for UGT1A6. European genotype frequencies from ExAC 
database(77) 

 

The p value obtained by performing a Fisher’s exact test comparing observed haplotype 

frequencies to published European haplotype frequencies was 0.1023, so the results were not 

significantly different to population frequencies(77). When European allele frequencies are used 

to calculate the z score the results are significantly different, although the ExAC values fall within 

the confidence interval for the observed values. However, when total ExAC frequency is used, 

the results are not significantly different (z=1.8, p=0.06). The frequency of the T allele is greater 

in African and Asian populations than in Caucasians, and therefore the European figures may not 

exactly reflect a population such as this one. The cohort genotype distribution is shown in Figure 

5.24. 

 

Figure 5.24 Genotype distribution for UGT1A6 
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5.2.3.19 VKORC1 

Allele 

Published 

Caucasian (%) Allele total 

Allele 

frequency (%) 95% CI (%) 

Two proportion z 

test (z value, p value) 

C 59 96 67 58-75 z=1.9, p=0.06 

T 41 48 33 25-41 z=1.9, p=0.06 

Total 100 144 100   

Table 5.33 Allele frequency calculation for VKORC1. Caucasian population frequency from Johnson et 
al.(510) 

 

The p value obtained by performing a Fisher’s exact test comparing observed allele frequencies 

to published Caucasian allele frequencies was 0.3053, so the results were not significantly 

different to population frequencies(510).  For both alleles, the expected figure was within the 95% 

confidence interval of the observed and there was no significant difference using a two proportion 

z-test. The cohort genotype distribution is shown in Figure 5.25. 

 

 

Figure 5.25 Genotype distribution for VKORC1 
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5.2.4 CYP2C9, CYP2C19 and CYP2D6 haplotype confirmation using Astrolabe 

Astrolabe was used to confirm CYP2C9, CYP2C19 and CYP2D6 haplotypes and to detect 

possible copy number variants (CNVs) in CYP2D6. In general all haplotypes were confirmed. 

Ones that were not are listed in Tables 5.34 to 5.36 below.  

5.2.4.1 CYP2C9 haplotype confirmation 

There were 2 disagreements (Table 5.34). In one case, that of JDM-013, Astrolabe called *1/*26. 

The SNP associated with CYP2C9 *26, rs200965026, is not present in WGS data. Coverage is 

good. Therefore this appears to be an error on the part of Astrolabe. The same was true of the 

second. Astrolabe called *12, but the SNP was not present. However, in the case of IBD-008, 

Astrolabe called the diplotype as *1/*9. When WGS data were rechecked, the SNP for the *9 

haplotype was present, so the correct diplotype is *1/*9. As *1/*9 is a normal metaboliser, 

prescribing was unchanged. 

 

Patient Astrolabe WGS Reason 

IBD-008 *1/*9 *1/*1 Astrolabe call correct. Did not look at *9 originally 

JDM-013 *1/*26 *1/*1 Disagree with Astrolabe calls- SNP for *26 is not present  

SRS-011 *1/*12 *1/*1 Disagree with Astrolabe calls- SNP for *12 is not present 

Table 5.34 Conflicting Astrolabe and whole genome sequence calls for CYP2C9. Probable correct calls 
highlighted in green  

 

5.2.4.2 CYP2C19 haplotype confirmation 

There were 15 disagreements (Table 5.35), 11 of which occurred when Astrolabe called the *3 

haplotype of CYP2C19. The main SNP for CYP2C19 *3 is rs4986893, which is not present in 

any of the samples. This is further discussed in section 5.3.2.2.3. In the case of IBD-010, 

Astrolabe correctly called the SNP for haplotype *15. This was not looked at originally as there 

was no associated prescribing advice. Results and prescribing sheets were amended to reflect 

this. In the cases of IBD-012 and JDM-012, Astrolabe called *2/*2. However, both patients are 

heterozygous. In both cases, the read depth was good, 42 and 23 respectively and the G:A ratio 

was 20:22 and 9:13 respectively. Astrolabe calls are incorrect but it is unclear why this is the 

case. In the case of IBD-014, Astrolabe called *34. However, none of the 3 SNPS for *34 are 

present and it is unclear why this call was made.
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Patient Astrolabe WGS Reason 

BBS-016 *1/*3 *1/*1 Incorrect call by Astrolabe. Main SNP for *3 not present 

BBS-017 *1/*3 *1/*1 Incorrect call by Astrolabe. Main SNP for *3 not present 

IBD-001 *2/*3 *1/*2 Incorrect call by Astrolabe. Main SNP for *3 not present 

IBD-003 *3/*3 *1/*1 Incorrect call by Astrolabe. Main SNP for *3 not present 

IBD-006 *1/*3 *1/*1 Incorrect call by Astrolabe. Main SNP for *3 not present 

IBD-010 *1/*15 *1/*1 Astrolabe call correct. Did not look at *15 originally 

IBD-011 *2/*3 *1/*2 Incorrect call by Astrolabe. Main SNP for *3 not present 

IBD-012 *2/*2 *1/*2 

Incorrect call by Astrolabe. Read count 42. Ratio 20:22 

A:G, so correct call appears to be *1/*2 

IBD-014 *17/*34 *1/*17 Incorrect call by Astrolabe. No *34 SNPs present 

IBD-015 *3/*17 *1/*17 Incorrect call by Astrolabe. Main SNP for *3 not present 

JDM-001 *1/*3 *1/*1 Incorrect call by Astrolabe. Main SNP for *3 not present 

JDM-003 *3/*17 *1/*17 Incorrect call by Astrolabe. Main SNP for *3 not present 

JDM-005 *2/*3 *1/*2 Incorrect call by Astrolabe. Main SNP for *3 not present 

JDM-009 *2/*3 *1/*2 Incorrect call by Astrolabe. Main SNP for *3 not present 

 JDM-012 *2/*2 *1/*2 

Incorrect call by Astrolabe. Read count 23. Ratio 10:13 

G:A, so correct call appears to be *1/*2 

Table 5.35 Conflicting Astrolabe and whole genome sequence calls for CYP2C19. Probable correct calls 
highlighted in green 
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5.2.4.3 CYP2D6 haplotype confirmation 

There were 5 disagreements (Table 5.36). In three of these, Astrolabe correctly called a SNP 

associated with a rare haplotype that did not have associated prescribing advice, and was 

therefore not checked originally. Results and advice sheets were amended to reflect this. In the 

case of BBS-006, Astrolabe failed to call a heterozygous CCT deletion associated with the *9 

haplotype. The read depth was 25, and the ratio was 10:15 CTT:delCTT, so in this case the 

Astrolabe call appears to be incorrect. In the case of SRS-017, Astrolabe called *56/*91. The tag 

SNP (SNP that identifies a haplotype) for *56 was not present. A single SNP seen in association 

with *56A was present, but not any of the other associated SNPs. A single SNP for *91 was 

present, but is was one that is seen in association with other haplotypes also. The tag SNP for 

*91 was not present. Therefore the Astrolabe data were judged to be incorrect. 

 

  Patient Astrolabe WGS  Reason 

BBS-006 *1/*1 *1/*9 

Incorrect call by Astrolabe, CTT deletion from 

22:42128174-22:42128176 is present 

BBS-015 *2/*35 *2/*2 Astrolabe call correct. Originally did not look at *35  

JDM-007 *1/*29 *1/*2 Astrolabe call correct. Originally did not look at *29  

JDM-012 *2/*35 *2/*2 Astrolabe call correct. Originally did not look at *35  

SRS-017 *56/*91 *1/41 

Disagree with Astrolabe- SNP for *56 not present, though 

single SNP for *56A is. Only 1 of 2 SNP for *91 present 

Table 5.36 Conflicting Astrolabe and whole genome sequence calls for CYP2D6. Probable correct calls 
highlighted in green 

 

5.2.4.4 CYP2D6 copy number calls 

Astrolabe also looked at whether there were any gene deletions or duplications in CYP2D6. The 

results are detailed in Table 5.37. A single deletion was identified in IBD-013. This appeared to 

be a true heterozygous deletion as the coding areas had a lower read depth than the average for 

the chromosome. In addition, there were no heterozygous SNPs. Seven duplications were 

identified. Five of them appeared to be real, in that the read depth of the coding area of CYP2D6 

was greater than the average for the chromosome. Heterozygous SNPs were seen in a 2:1 ratio 

which is consistent with a duplication. In two cases however, the duplications did not appear to 

be real. In the case of JDM-005, the average coding-region read depth was 51 compared with an 

average chromosomal coding region read depth of 41. The SNPs were all biallelic and had a 1:1 

ratio. In the case of JDM-009, the average coding-region read depth was 39 compared with an 

average chromosomal coding region read depth of 32. The SNPs were all biallelic and had a 1:1 

ratio. Results were amended to take account of the duplications and deletions that were thought 

real. 
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Patient Duplication 

or deletion 

Average 

read depth 

gene 

Average read 

depth 

chromosome 

Homozygosity/ 

Heterozygosity 

Conclusion 

IBD-007 Duplication 42 30 

SNPs have 1:2 

ratio 
Likely duplication 
*1/*41xN 

IBD-008 Duplication 71 43 

SNPs have 1:2 

ratio 
Likely duplication 
*1xN/*17 

IBD-013 Deletion 15 33 

SNPs 

homozygous 
Likely deletion *1/*5 

JDM-005 Duplication 51 41 SNP ratio 1:1.  
Unlikely duplication 
*1/*41 

JDM-009 Duplication 39 32 SNP ratio 1:1.  
Unlikely duplication 
*1/*3 

SRS-002 Duplication 54 42 

SNPs have 1:2 

ratio 
Likely duplication 
*1x2/*2 

SRS-013 Duplication 47 36 

SNPs have 1:2 

ratio 
Likely duplication 
*1x2/*1 

SRS-015 Duplication 52 39 

SNPs have 1:2 

ratio 
Likely duplication 
*1x2/41 

Table 5.37 CYP2D6 duplications and deletions called by Astrolabe. Probable correct calls highlighted in 
green 

 

5.3 Discussion 

5.3.1 Choice of genes and SNPs 

5.3.1.1 Choice of pharmacogenes 

Increasing numbers of genes are recognised as having an effect on drug absorption, distribution, 

metabolism or excretion, but for some of these there is little evidence to say what the clinical effect 

of genetic variation is, nor what strategies can be used to mitigate this. This limits their utility in 

clinical practice at present. One of the difficulties with pharmacogenomics is this lack of certainty 

around clinical implementation. In order to maximise the utility of the data obtained in this project, 

a decision was made to restrict whole genome analysis with clinical translation advice to genes 

with robust, evidence-based prescribing guidelines, hence the choice of PharmGKB actionable 

pharmacogenes. Without such guidelines the data are not useful to the prescriber or patient. 

However, with published guidelines, translation of the data into clear, clinically actionable results 

was possible, a key stage for the integration of pharmacogenomics into everyday clinical practice. 

5.3.1.2 Choice of SNPs 

Initially, the SNPs examined were those of the haplotypes that had prescribing guidelines 

associated with them, as described in section 5.3.1.1. The advantages of this were threefold. 

Firstly, it made interpretation easier, as these haplotypes are generally those seen most 

commonly in European populations. Much of the published haplotype frequency data cover only 

common haplotypes, so at present it is difficult to say whether additional haplotypes are truly rare 

or have not been looked for. Secondly, for rarer haplotypes, the functional effect is often unknown, 
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making prescribing advice impossible to give. Thirdly, for rare haplotypes, it is becoming apparent 

that sometimes SNPs that have been associated with rare haplotypes are actually reasonably 

common in some populations, again making data uninterpretable. Therefore, for clarity, a 

restricted set of SNPs was examined in the first instance. Some of these were later extended, as, 

for example, in the case of CYP2C9 with the release of the PharmGKB updated prescribing 

guidelines which were published in 2017(510). Astrolabe looked at 122 CYP2D6 haplotypes, and 

a small number of corrections were made to the extracted haplotypes. Additionally, an attempt 

was made to examine the WGS data for the entire PharmGKB CYP2D6 haplotype set, which 

consisted of 197 SNPs covering 163 haplotypes or subhaplotypes (data not included in thesis). 

This proved too difficult to do manually, hence the use of Astrolabe. When examining data 

manually, multiple contradictory SNPs were present. For example, patient BBS-012, originally 

called as *1/*41, had a SNP that is associated with haplotypes *31 and *35B, but was missing the 

other associated SNPs for these. However, the SNPs associated with *41 are present. This issue 

has been identified by other researchers also, where many individuals did not match exactly with 

any described haplotype(629).  

The tag haplotype system has some limitations in that the SNPs associated with particular 

haplotypes were generally described before the advent of large scale WGS data, and some 

studies looked at small numbers of individuals from homogenous populations. It is likely that they 

do not reflect the level of diversity in humans, particularly in ethnic groups other than those of 

European ancestry. This may be resolved as more data are generated, although without 

functional tests to accurately define activity levels, the translation of these data into clinically 

actionable recommendations will be difficult.  

Another issue of note is that when examining WGS data there may be additional SNPs present 

that are not seen in haplotype data sets. Some are located near known SNPs of assumed 

functional importance. The effect of these may not be certain, and may affect both function and 

results of PCR-based assays. Currently, the standard in pharmacogenomics is to look at a small 

number of SNPs to infer function, whereas function may depend on the presence of additional 

SNPs or indeed the entire gene sequence. An important possible future direction of 

pharmacogenomic research may be around resolving what exactly a haplotype consists of and 

how best to identify it. 

5.3.2 Extraction of data from whole genome sequences 

5.3.2.1 Choice of method of data extraction 

Several methods of data extraction were tried before a decision was made to manually visualise 

each SNP in the Integrative Genomics Viewer (IGV)(71, 72). Both Ingenuity® Variant AnalysisTM 

(IVA) and SapientiaTM were used. The advantage of using programmes such as these were the 

ability to output data for further analysis and the fact that data such as read depth were displayed 

in an easy-to-read format. However, IVA requires vcf files and as not all SNPs would be present 

as variants, haplotypes or genotypes had to be imputed from their absence, which increased the 

risk of error. Sapientia accepts BAM files but filtering is used to reduce the number of variants. As 
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the mean allele frequencies (MAF) of many pharmacogenomic SNPs are very high, even when 

an appropriate gene panel was applied the numbers of SNPs displayed were so great that 

analysis was very difficult. It was not possible to input lists of SNPs.  

Visualising the SNPs directly had several benefits. Firstly, it meant that even if SNPs were not 

called as being present for example due to low numbers of non-reference alleles, they could still 

be seen, and a note made for reviewing at the validation stage. Secondly, SNPs located close to 

the SNP of interest could be noted, again useful for validation. Thirdly, IGV has additional features 

that help to assess the quality of the data. For example it is easy to visualise read depth over an 

exon or gene, or view the allele fraction of heterozygous SNPs, as well as the ability to look at 

paired reads. Fourthly, it allowed the visualisation of parent-child trios and monozygotic twin pairs 

together.  

Overall, the direct visualisation method was both more efficient and more useful than using the 

software described above, although it was time consuming. All SNPs were visualised twice to 

reduce the risk of error or mistranscription. The main disadvantage of this method was the fact 

that it was not automated. In addition, it was not possible to visualise more than three or four 

SNPs simultaneously without the information failing to load properly. An ideal solution would be 

to be able to add a list of SNPs to an appropriate variant visualisation software so a list of SNPs 

could be generated without having to attempt to filter the relevant variants or to automate the 

calling from BAM files using a custom pipeline. 

5.3.2.2 Issues with data extraction 

5.3.2.2.1 Phasing of haplotypes 

At present, pharmacogenomic tests do not include haplotype phasing to assign SNPs to the 

maternal or paternal chromosome i.e. whether variants are in cis or in trans. Assigning the SNPs 

to haplotypes and combining the haplotypes into diplotypes assumes that the haplotypes and 

diplotypes can be inferred based on which SNPs are seen. As discussed in section 5.3.1, this 

may be an oversimplification. However, this is the process used in commercially available tests 

at present. There is support for this in the fact that population haplotype frequencies appear to be 

consistent with expected rates of ADRs in some studies(630). Resolving this issue in 

pharmacogenomics is problematic(631). Often the SNPs within a single gene are situated at a 

distance from one another and so cannot be resolved by methods such as looking at paired end 

reads. Methods such as chromosome sorting are expensive and time consuming. 

One method of resolving the issue is to use parent-child trios. WGS information was available for 

10 parent-child trios in this study (SRS cohort). While this number was small, it did allow 

consideration of whether assigning diplotypes on the presence or absence of SNPs was accurate. 

In general, the trio data confirmed that the approach was effective, with the vast majority of child 

diplotypes being a combination of parental diplotypes. The only exception was DPYD, where in 

two parent child trios the diplotypes did not make sense (Table 5.38). A similar uninterpretable 

DYPD diplotype was seen in a single patient from the IBD cohort. As can be seen below, even 

without trio data, the haplotypes are clearly abnormal for SRS-002, SRS-009 and IBD-020, but 
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the trio data also suggests that the data for SRS-001 and SRS-007 may also be incorrect. The 

sequencing data from IGV for SRS-002 is shown in Figure 5.26. The read depth data for IBD-020 

suggest that one possible explanation is a heterozygous deletion of the region containing the *9A 

SNP, but this does not appear to be the case for the SRS trios. The *5 haplotype is further 

discussed in section 5.3.3.3.4. In all other patients and for all other genes, the trio data worked 

well, with the child diplotype or genotype being a combination of parental haplotypes or alleles. 

Trio data are non-informative where all members are heterozygous for a particular SNP. 

One solution for the problem of phasing in pharmacogenomics is the introduction of long-read 

technology(632). Long reads will, in theory, allow the determination of phase directly from 

sequencing data. Currently, this technology is expensive and not in routine use, but as with all 

genetic technologies, costs will decrease. Recent studies show, however, that this may not be 

straightforward(373). 

 

Patient ID Diplotype Read depth for 

homozygous 

SNP 

Read depth for 

heterozygous 

SNP 

SRS-001 

(child, trio 1) *5/*9A 

n/a n/a 

SRS-002 

(father, trio 1) *5/*5/*9A (hom for *5, het for *9A) 

41 44 

SRS-003 

(mother, trio 

1) *1/*1 

n/a n/a 

SRS-007 

(child, trio 3) *5/*6 

n/a n/a 

SRS-008 

(father, trio 3) *1/*1 

n/a n/a 

SRS-009 

(mother, trio 

3) *5/*5/*6 (hom for *5, het for *6) 

41 32 

IBD-020              *6/*9A/*9A (het for *6, hom for *9A) 27 44 

Table 5.38 Uninterpretable diplotypes in DPYD



 

 

 

 

 
Figure 5.26 Screenshot of SNPs for DPYD haplotypes for patient SRS-002 (image from IGV). Rs1801189, the tag SNP for *5 is homozygous, while rs1801265, 
the tag SNP for *9 is heterozygous (brown) 
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5.3.2.2.2 Calling copy number variants in CYP2D6 

Astrolabe was used to identify CNVs (section 5.2.4.4)(633). It operates by looking for areas where 

read depth for coding regions of CYP2D6 differs from read depth of a pre-specified control region. 

In addition it looks at whether the sequence is homozygous or heterozygous for SNPs. Deleted 

regions, as seen in the CYP2D6 *5 gene deletion have lower read depth and loss of 

heterozygosity. In the case of duplications, the read depth is greater than expected and 

heterozygosity is preserved, but SNPs may be seen at allele fraction ratios of other than 1:1. The 

Astrolabe calls were then checked manually to see whether, based on read depth and variation, 

these calls appeared real. Out of eight calls, six were real on visualisation of BAM files. In the 

other two, both duplications, read depth was not unusually high and the allele fraction of the SNPs 

was approximately 50%. Astrolabe is a useful tool for identifying possible CNVs, but checking 

was required to determine whether calls were real. Looking at read depth alone generated a 

greater number of possible CNVs which then had to be checked. Read depth alone did not identify 

any CNVs that were missed by Astrolabe. The optimum strategy appears to be to use Astrolabe 

to identify possible CNVs and then to confirm these manually. 

5.3.2.2.3 Calling diplotypes using Astrolabe 

In two of the 23 disagreements between Astrolabe and WGS calls Astrolabe appeared to call a 

rare haplotype based on a single SNP that was not the tag SNP for the haplotype. In a further 11 

cases the issue was with the CYP2C19 *3 haplotype. PharmGKB lists only a single SNP for *3 

which was not present in the WGS data. When the developer was informed of this, they said it 

was a problem that they were aware of and that they had encountered when running their own 

samples. Their response was “These false positive calls are usually due to a variant in the 

definition sequence that, as far as the nomenclature is concerned, only appear with that specific 

uncommon haplotype, but when sequencing large and/or more diverse population sets is actually 

much more frequently seen as part of a normal functional variation background. These errors 

usually originate from smaller studies and/or large genes (such as 2C9 and 2C19) when groups 

sequence areas that are usually not covered creating a hidden information imbalance between 

the haplotype definitions”. PharmGKB lists only a single SNP for *3 (rs4986893), while PharmVar 

lists two (rs4986893 and rs3758581). This latter SNP is present in the samples called as *3 by 

Astrolabe, but the other SNP used by PharmGKB is not. It appears that Astrolabe is calling *3 on 

the basis of one of the SNPs. The other SNP is the tag SNP for the *3 haplotype. The rs3758581 

SNP has a population frequency of 7%, which is higher than the population frequency of *3.  

In two disagreements, Astrolabe called rare haplotypes where none of the variants listed in 

PharmGKB was present. It is unclear from the output which SNPs Astrolabe looks at but the paper 

cites the old location of the Human Cytochrome P450 Nomenclature Committee allele list before 

its migration to PharmVar (www.cypalleles.ki.se), which is no longer functional. However the list 

has been migrated to PharmVar (www.pharmvar.org) and when checked the SNPs were found 

to be the same as in PharmGKB, so it is unclear where the error has arisen. There were three 

additional disagreements where Astrolabe appeared to miscall something present in WGS, in one 

case a heterozygous CCT deletion and in two a heterozygous SNP. In all cases read depth was 

http://www.cypalleles.ki.se/
http://www.pharmvar.org/
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good and allele fraction consistent with the heterozygous state. It is unclear why these were 

missed. In every case, Astrolabe developers have been informed of disagreements. 

In five cases, Astrolabe identified a rare haplotype that was not originally checked in WGS. In the 

case of a CYP2C9 *9 haplotype, it was identified in a patient of African ancestry. The *9 haplotype 

appears to be rare. It is not mentioned in PharmGKB figures for European, British or African 

haplotype frequencies. In ExAC, the global frequency is less than 1%, but the frequency in those 

of African ancestry is higher, at 7.5%.  

While Astrolabe is a useful tool, these results show that it cannot be used in isolation to call 

haplotypes, especially for CYP2C19. Its success rate in this study appears to be less good than 

that quoted by the developers in their paper(633). The fact that it identified some rarer haplotypes 

that would have been missed using the original strategy of checking only haplotypes with 

published guidance, and the fact that it is possible to use the PharmGKB website to look up these 

rarer haplotypes and infer prescribing guidance raises a question, namely whether an extended 

set of haplotypes should be looked for. As discussed in section 5.3.1.2, the more SNPs used, the 

harder the data are to interrogate manually. When interrogating the data computationally, as was 

confirmed by the Astrolabe dataset, there needs to be a prioritising of SNPs so that a haplotype 

is not called without the tag SNP being present. However, there is certainly an argument for 

including some of the commoner rare haplotypes, such as CYP2D6 *35, whose population 

frequency appears to be in the order of 2%(471). 

5.3.2.3 Other issues  

5.3.2.3.1 CFTR 

CFTR is considered an actionable pharmacogene, but is only of relevance if a patient has a 

diagnosis of CF and treatment with Ivacaftor is being considered. No patient in the study has a 

diagnosis of CF. In addition, checking for the p.Gly551Asp mutation or any of the additional eight 

mutations for which Ivacaftor is now licensed would constitute a carrier test for cystic fibrosis. In 

2013, the ACMG recommended the return of secondary findings for WES or WGS studies(5). 

However, the findings it describes are those for potentially fatal diseases with some treatment or 

screening process of which patients could avail. They do not mention carrier testing. The current 

position in clinical genetics is that carrier testing, including for CF, requires explicit informed 

consent and should not be carried out on minors. Individuals in this study were not consented for 

CF or indeed any carrier testing. In addition, because there was no plan to return findings from 

the study to patients, and patients were informed of this, there was no discussion of the possibility 

of secondary findings, and no option to opt in or out. Many of the patients in this study are minors. 

For all of these reasons, CFTR was excluded from analysis. 

5.3.2.3.2 CYP2D6 

While there were not any obvious issues in extracting data for CYP2D6 in this study, previous 

publications have noted that because of high levels of sequence homology with pseudogenes, 

high levels of variation, GC content, copy number variants and repetitive sequences, CYP2D6 is 

a difficult gene to sequence and extract data from(633). In the 1000 Genomes project, it was 
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considered to be part of the inaccessible genome(604). Reasons why the same issues might not 

have arisen might include better quality sequence data or that extracting data manually is more 

reliable that computational methods. An alternative is that the pseudogenes or homologous 

regions contained the same sequences as CYP2D6 for each SNP examined in the study. While 

this does not mean that it is impossible to extract data from WGS, it does mean that this requires 

further careful validation with larger numbers of samples. As previously discussed, long-read 

sequencing technologies may solve this and other issues in the extraction of pharmacogenomic 

information from WGS data. 

5.3.2.3.3 G6PD 

There were several issues with G6PD. The first is that in females heterozygous for G6PD 

deficiency alleles, the exact clinical effect is very variable. Therefore the recommendation is that 

a functional test should be performed as clinical consequences cannot be accurately predicted.  

The second is that in the case of the A(2) allele, seen in two females in this study, one in the 

homozygous state, the allele is functional unless accompanied by certain other SNPs, namely 

rs1050828, rs137852328 or rs76723693. None of the individuals who had the A(2) allele in the 

study had any of the additional SNPs, so they are not considered to be G6PD deficient. 

 A third issue is that there is a small chance of discovering that a male has an XXY, or indeed 

other multiple of X, karyotype when looking for variants in G6PD, if heterozygous SNPs are 

identified on the X chromosome. This is an example of why, when individuals are being consented 

for genetic tests, they are warned that there may be unexpected findings. In this study, no 

secondary findings were identified, and in addition, patients were informed that results would not 

be returned, but it raises an issue for other pharmacogenomic studies and their consent 

processes. 

A final issue is that patients who have G6PD deficiency will be at risk from drugs and substances 

other than rasburicase, including some foods, and may suffer from haemolytic anaemia during 

infections. This may mean that there is a duty to warn beyond informing the patient about the risk 

with rasburicase. A list of additional drugs can be found in the CPIC G6PD guidelines paper by 

Relling et al.(548).  

5.3.2.3.4 HLA-B  

There was some difficulty in determining which SNPs best indicated the presence of HLA-B 

*15:02, with the literature being directly contradictory in many cases(625, 626). PharmGKB does 

not suggest an allele set for HLA-B *15:02. SNPs from both publications were checked, namely 

rs2395148, rs10484555, rs144012689 and rs2524160, and in the study population, no HLA-B 

*15:02 positive individuals were identified. HLA-B *44 and HLA-B *58 are both identified from the 

sequence rather than from any specific SNPs. These data were not extracted from the whole 

genome sequence, although it might be done computationally. 
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5.3.2.3.5 IFNL3 

In the case of IFNL3, patients are determined to have a favourable or unfavourable genotype with 

respect to having interferon and related treatments for viral hepatitis. Patients heterozygous or 

homozygous for rs12979860 are considered to have an unfavourable genotype and are less likely 

to respond to treatment(565). However, having an unfavourable genotype does not mean that 

they will not respond to treatment (30%, increasing to 60% if combined with a protease inhibitor, 

as compared to 70% increasing to 90% for those with a favourable genotype). It is possible that 

patients could be refused treatment based on their pharmacogenomic test results, and currently 

there are few, if any, alternatives available for those with viral hepatitis. There is a debate to be 

had about whether this is ethical in the absence of other treatments, especially since, because of 

population frequencies, this will disadvantage certain ethnic groups. 

5.3.3 Haplotype frequency analysis 

When the haplotype frequency analysis was performed, in no case was the overall observed 

haplotype frequency different to the population frequency. However, some points should be 

noted. 

5.3.3.1 Population frequencies and ethnicity 

Many of the published haplotype frequencies are calculated for ethnic groups. In section 5.2.3, 

many of the published population haplotype frequencies used for comparison are for white 

Europeans or Caucasians, i.e. people of white European or Caucasian ancestry, rather than being 

reflective of the ethnically diverse population now resident in Europe and the UK. The population 

in the case of this study is mixed, although the majority of participants described themselves as 

White British. Self-reported ethnicity figures by cohort can be seen in Table 5.39. Overall, 85% of 

the study participants describe themselves as white British, Irish or European, with 5% describing 

themselves as African, 7% describing themselves as Asian, 1% describing themselves as Middle 

Eastern and 2% describing themselves as other. Of note, no one in the JDM cohort described 

themselves as White British, raising the possibility that this was not an option on the ethnicity list. 

The UK Government figures from the 2011 census indicate that this is broadly reflective of the 

UK population, with 87% of people describing themselves as white, 7% as Asian, 3% as African 

and 3% for mixed/other(634).  

The fact that the study population was broadly reflective of the UK population in featuring 

individuals of non-white ethnicity provides a possible explanation for the fact that there are some 

differences between the observed and published haplotype frequencies. Haplotype frequencies 

that are rare in people of white ancestry may be commoner in individuals of other ethnicity. A 

case in point is CYP2C9, where the *3 haplotype is rare in Europeans but more common in South-

East Asians, while the *5 and *8 haplotypes are much more common in those of African 

ancestry(619).
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Cohort  Ethnicity Number (%) 

BBS White British 16 (89%) 

 White Irish 2 (11%) 

IBD African 2 (10%) 

 Asian 6 (30%) 

 Middle Eastern 1 (5%) 

 Other 1 (5%) 

 White British 4 (20%) 

 White European 6 (30%) 

JDM African 2 (15%) 

 Mixed other 1 (8%) 

 White  10 (77%) 

SRS White British 26 (87%) 

 White European 4 (13%) 

USH White British 3 (100%) 

Table 5.39 Self-described ethnicity by cohort 

 

5.3.3.2 Other issues with published population frequencies 

As mentioned in section 5.3.3, there are issues with published population frequencies beyond the 

fact that the data have been stratified by ethnic origin, rather than reflecting mixed populations. 

Many of the studies from which the data have been extracted are small. This means that there is 

a risk of missing rarer haplotypes and also a risk that any rare haplotypes found will skew 

population data. Many ethnic groups are not well covered by population data and figures are most 

likely to be reliable for people of white ancestry. One solution to this is large scale population 

studies and an obvious way of doing this in the UK would be to extract pharmacogenomic data 

from the 100,000 Genomes project, something that Genomics England is planning. Generally 

when doing genetic studies, groups of individuals that have been pre-selected for having medical 

issues do not make good subjects. But in pharmacogenomic research, medical diagnoses should 

not make a difference to the underlying pharmacogenomic profile, with the exception of disease-

causing genes such as CFTR and G6PD. In addition, more accurate figures for particular 

ethnicities, certainly for individual SNPs, could be extracted from population databases such as 

ExAC. 

5.3.3.3 Issues with observed haplotype frequencies 

Although none of the overall haplotype or genotype frequencies were significantly different to 

published frequencies, some individual haplotypes for particular genes were less close to the 

published frequencies than others.  
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5.3.3.3.1 CYP2C19 

A slightly higher percentage of *2 haplotypes and a slightly lower percentage of *17 haplotypes 

were seen in CYP2C19. This is likely to be accounted for, at least in part, by the mixed ethnicity 

cohort; *2 alleles are seen at a higher frequency in Africans and Asians, while *17 is seen at a 

lower frequency in these groups(619). Another possible explanation is skewing due to the small 

size of the cohort. 

5.3.3.3.2 CYP2D6 

One of the haplotype frequencies that was most different to expected frequencies was the *41 

haplotype of CYP2D6. While the expected figure was within the confidence interval of the 

observed, the two proportion z score was significantly different. The frequency of *41 was 14% 

while in the PharmGKB allele frequency data it was 7%, z=3.3, p=0.001(471). In other published 

data, the frequency is even lower. Zhou et al. state it as 3-3.5%, with a higher frequency in South 

Asians of 14%(635). The results seen cannot be explained by ethnicity, as apart from one person 

describing themselves as Middle Eastern, all the individuals with the *41 haplotype were of White 

British or European ancestry. The important SNP for *41 is rs28371725, which is also seen in *61 

and *69, both of which are rare, and have other SNPs associated with them. *41 also has many 

additional associated SNPs, all of which are seen in other haplotypes, especially *2. The 

questions therefore are, can rs28371725 be seen not in association with *41, in which case the 

haplotype calls may be wrong, are the population data for the *41 allele incorrect, or do the small 

numbers of individuals in the study result in some skewing? The additional 7% is 10 additional 

haplotypes out of the 144 haplotype total. However, in general, figures for most 

haplotypes/genotypes of most genes differed by only a few percentage points, so a 100% 

increase is unusual. The answer to this remains unclear. Possible methods of elucidation might 

include Sanger sequencing of rs2837172, validation by other methods (see Chapter 6) or 

functional studies to determine whether this did indeed represent a reduced function haplotype. 

5.3.3.3.3 CYP3A5 

The population frequency of the CYP3A5 *6 allele in a European population is 0. However, it is 

higher than 15% in people of African ancestry(619). In the study, the individual with the *6/*6 

diplotype is of African ancestry, while the other individual with a *6 haplotype describes their 

ancestry as mixed other. This is likely to account for the increased percentage seen. It is still a 

high proportion given the small number of people of African ancestry in the cohort, but such 

numbers are easily skewed given the small number of individuals involved. 

5.3.3.3.4 DPYD 

A higher percentage of *5 haplotypes was seen in DPYD, 20% as opposed to 15% in the 

literature(621). However, the frequency in individuals of African origin is 27%, and in those of 

Asian origin, 28%. This is may account for at least some of the observed difference. However as 

discussed in section 5.3.2.2.1, there may be a problem with DPYD as some of the observed 

diplotypes did not make any sense. Some of these included the *5 haplotype, so it is possible that 

there may be an error in calling DPYD haplotypes. In a recent large study by Reisberg et al, 
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difficulty was encountered in distinguishing DPYD *5, *6 and *9 alleles(636). Alternatively, the 

solution may be that the SNP thought to be associated with the *5 haplotype is in fact occasionally 

seen in other haplotypes or that other SNPS are required along with rs1801159 for the *5 

haplotype to be called. In addition, according to ExAC, the SNP associated with the *5 haplotype 

is seen in about 20% of Europeans, which would fit with the data in this study, making the most 

likely explanation either that the frequency of the *5 haplotype has been underestimated or that 

the SNP is seen in association with other haplotypes. 

5.3.3.3.5 HLA-A 

HLA-A *31:01 was seen at a slightly higher frequency than expected. The tag SNP checked for 

HLA-A *31:01 was rs1061235. The sensitivity of using this SNP as a proxy for HLA-A *31:01 was 

evaluated by He et al.(637). They estimated the sensitivity to be 100%, i.e. all individuals truly 

positive for HLA-A *31:01 would be picked up by testing this SNP, and the specificity at 84%. This 

means that some false positives will be seen. Applying these figures to the numbers obtained in 

this study would indicate that approximately one false positive would be expected. This would 

bring the numbers closer to expected, but still in the order of 6% (UK population frequency 3-5%). 

5.3.3.3.6 IFNL3 

In the case of IFNL3, a higher proportion of favourable genotypes was seen than expected (70% 

as opposed to 63%(565). Higher frequencies are seen in Asians and lower frequencies in 

Africans. This might account for some of the difference. Other possible explanations include the 

possibility that the American population with European ancestry from whom these numbers were 

obtained does not accurately reflect the allele frequency in the UK or that the numbers are skewed 

due to the small size of the cohort. 

5.3.3.3.7 SLCO1B1 

While there are small differences between the observed population frequencies and the ExAC 

data, the figures observed are within the 12-20% minor allele frequency range quoted in the 

PharmGKB paper for SLCO1B1(480). However, the haplotype frequency of the *5 allele 

represented by rs4149056 is approximately 2% (www.pharmGKB.com). This SNP also identifies 

haplotypes *15 and *17, other reduced function haplotypes, whose combined population 

frequency in Caucasians is up to 13%. Therefore this SNP represents several reduced function 

alleles, not just *5. This is further discussed in Chapter 6. 

5.3.3.3.8 UGT1A1 

The slightly increased frequency of the *28 haplotype may be accounted for in part by the 

increased frequency of this haplotype in African populations, where frequencies may be as high 

as 40%. 2 of the 6 individuals of African ancestry are homozygous for the *28 haplotype, and 

another 2 are heterozygous.  

5.3.3.3.9 UGT1A6 

The increased frequency of the T allele may be accounted for in part by the increased frequency 

of this allele in African populations, where frequencies may be as high as 12% (European 



Chapter 5: Pharmacogenomics 

230 

 

frequency 2%). 3 of the 6 individuals of African or mixed origin carried a T allele, accounting for 

1/3 of T alleles seen, while making up 1/12 of the cohort. 

5.3.3.3.9 VKORC1 

While not significantly different, the C allele is seen at a higher than expected frequency. The C 

allele is commoner in those of African and South Asian ancestry, so this may account for some 

of the difference. 

5.3.4 Presentation of data 

5.3.4.1 Long form prescribing guidance 

Initially, it was intended that this was the only form in which guidance would be prepared. It 

contains the complete pharmacogenomic profile for the patient, the functional effect of the 

genotype or diplotype, the possible clinical effect of the genotype or diplotype, the source of the 

recommendation and the prescribing advice. However, it quickly became clear that it was not 

easy to navigate, as it ended up as a 78-row table, spread over four printed pages per patient. As 

guidance often came from more than one source, it was confusing in terms of ability to see easily 

what the prescribing recommendations were and which ones were important. This risk of 

important recommendations being overlooked was felt to be high. However, it was a good source 

of data, and was helpful to have for each patient. An example is shown above in Table 5.13. 

5.3.4.2 Summary prescribing guidance 

A decision was made to produce a summary advice sheet. This used the traffic light system used 

by many pharmacogenomics companies. Traffic light labelling is now widely understood by the 

general public, due to its use on food labelling(638). Red drugs should be avoided by the patient, 

orange drugs should be used with caution and may require dose or monitoring adjustments, and 

green drugs are can be prescribed as usual, without additional monitoring or initial dose 

adjustment. In order to keep this as succinct as possible, a brief summary of the guidance was 

given, and CPIC guidance was used in preference to DPWG where guidelines conflicted (section 

5.3.5.7). Also for succinctness, when it came to green drugs, the genes which did not require a 

change in prescribing guidance were listed. On the back of each page is a comprehensive list of 

which drugs were metabolised by which gene. In addition, any genes for which prescribing 

guidance could not be given were noted, as was the case with DPYD for a small number of 

patients. A disclaimer was added to state that rare haplotypes may not be checked and that 

prescribing guidance was liable to change. It also gave the PharmGKB website link so that recent 

guidance could be obtained (Figures 5.1 to 5.4). For the majority of patients, the guidance ran to 

a single A4 page, with the gene and drug list on the reverse; in approximately 30% of patients it 

continued onto a second page. This was mainly the case for CYP2D6 poor or ultra-rapid 

metabolisers, where a large number of drugs required prescribing guidance. This summary 

guidance was easier to follow and it was clear which recommendations were important. 
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5.3.4.3 Improving clarity and longevity of prescribing guidance 

Giving large numbers of prescribing recommendations simultaneously may lead to a lack of 

clarity. In addition, while all of the guidance may be relevant to a patient at some point in their 

lives, it is unlikely that more than one or two recommendations would be of interest at any given 

point in time. A web-based platform such as that available on www.PharmGKB.org would be a 

better solution. When a drug is prescribed, the drug and the patient’s diplotype or genotype could 

be entered and advice could be returned. This would avoid giving too much information at once 

and have the additional benefit that advice could be kept up-to-date on the web-based platform, 

avoiding the patient or physician keeping superseded guidance in use. However, the platform 

would have to be clear and easy to use, and the patient’s diplotypes would need to be recorded 

or kept to hand. 

An alternative method is that of the UPGX consortium, a group who have implemented the Pre-

emptive Pharmacogenomic Testing for Preventing Adverse Drug Effects (PREPARE) study(639). 

The study aims to implement pharmacogenomic testing in multiple European centres in a 

crossover design. Each patient is issued with a small card, which has a QR code. When they 

present at a hospital, medical centre or pharmacy, the code is scanned. It links to a website where 

patient-specific guidance is available. In the age of smartphones, it is also conceivable that 

patients might carry data on their phone, with automatic app updates when guidance changes. 

Various platforms are being developed, such as the Janusmed Interaktioner in Sweden 

(http://www.janusinfo.se/Beslutsstod/Janusmed-interaktioner-och-riskprofil/) and the ePGA 

platform (www.epga.gr). Many these have been developed as research tools and are not yet 

licensed for clinical use. 

Whichever method is chosen, it is important that data are kept current and the interface is user-

friendly, as, unless the information is easy to interpret, clinicians are unlikely to change 

prescribing.  

5.3.5 Issues with guidelines 

A decision was made to use guidelines from CPIC, DPWG and CPNDS as published on the 

PharmGKB website. Additional guidelines are available, such as those from the Food and Drug 

administration (FDA), European Medicines Agency (EMA) and in the literature. However, as 

discussed in section 5.3.1.1, for guidelines to be useful they have to be from a reputable source, 

be up-do-date, easy to locate and easy to implement. The guidelines published on the PharmGKB 

website meet all of these criteria. They are reviewed and updated, and their evolution is easy to 

follow on the website. They are collated in a single location. Online tools allow for ease of use 

and the prescribing guidance is easy to follow. However, the use of these guidelines is not without 

issue. 

5.3.5.1 Limitations of selected guidelines 

One of the limitations of restricting the prescribing advice to a limited set of guidelines is that other 

pharmacogenes with a good evidence base may be inadvertently excluded. As more guidelines 

http://www.pharmgkb.org/
http://www.janusinfo.se/Beslutsstod/Janusmed-interaktioner-och-riskprofil/
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are developed, this may become less of an issue. One reason why guidelines are slow to be 

published is the level of evidence required. In general, large, good quality studies are needed for 

guideline development. 

5.3.5.2 Restriction to certain haplotypes 

As discussed in section 5.3.1.2, a decision was made to restrict to haplotypes where prescribing 

guidance was available. In fact, in many cases, if the functional effect of a rare haplotype is known, 

prescribing advice can be inferred, and the PharmGKB website gives advice for many rarer 

haplotypes not specifically mentioned in the original papers. This strengthens the case for looking 

at a wider range of haplotypes. Missing a rare haplotype risks the provision of incorrect prescribing 

advice. There are ethical as well as medicolegal issues with this, especially as there is the 

potential to cause greater harm than if the test had never been done. 

5.3.5.3 Limitation to certain drugs 

Again, generally because of a lack of robust evidence, the PharmGKB guidelines are restricted 

to a small number of drugs in any given class. In the guideline for CYP2D6 and codeine, tramadol 

is mentioned as an alternative to be used with caution, but there are no specific guidelines relating 

to it. The same applies to G6PD, where multiple drugs can cause problems in G6PD-deficient 

patients, but guidelines only cover rasburicase(548). The guidelines for prevention of 

anthracycline toxicity are currently limited to daunorubicin and doxorubicin(568). Another example 

is that of the SSRIs. The paper covers both CYP2C19 and CYP2D6, but prescribing guidelines 

that take account of both diplotypes are not available(516). 

5.3.5.4 Lack of combined guidelines 

There are very few prescribing guidelines that take account of more than one pharmacogene at 

a time. Examples include CYP2C19 and CYP2D6 and their effect on tricyclic antidepressants, 

and CYP2C9 and VKORC1 and the effect on warfarin prescribing. For example, sertraline is 

metabolised by multiple CYP450 enzymes including CYP2C9, CYP2C19 and CYP2D6, but 

currently specific guidelines only exist for sertraline and CYPC19(640). However sertraline is 

among the drugs mentioned in the CYP2C19 and CYP2D6 SSRI guideline so prescribing advice 

could be inferred from this(516). A further issue is that drugs can inhibit or induce enzymes and 

alter the phenotypic metaboliser status of an individual as in the case of CYP2D6 and fluoxetine, 

which three individuals in the study, all CYP2D6 normal metabolisers, are taking(641). Fluoxetine 

inhibits CYP2D6, so these individuals may respond to other drugs as intermediate metabolisers. 

5.3.5.5 Non-pharmacogenomic factors 

Many non-pharmacogenomic factors affect how individuals will react to a drug, but currently, 

these are rarely taken into account when prescribing. These factors may include gender, height 

and weight, renal or hepatic function, diet and so on. There is also limited evidence that gender 

can play a role in gene expression, and therefore maybe in pharmacogenomics(642). Again, none 

of these are included in pharmacogenomic guidelines, although calculators are available for 

calculating drugs with very variable doses such as warfarin.  
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5.3.5.6 Adult and paediatric guidelines 

The majority of available pharmacogenomic guidelines are for adults only, and are not available 

for children, although there is no reason to think that children do not exhibit pharmacogenomic 

differences in drug metabolism. There are some noticeable exceptions. The CPNDS was set up 

to develop paediatric guidelines, and there are CPNDS guidelines available on the PharmGKB 

website that are for paediatric patients only. These include the guidelines for RARG, SLC28A3 

and UGT1A6 and the anthracyclines daunorubicin and doxorubicin and the guidelines for TPMT 

and cisplatin(568, 576). The daunorubicin/doxorubicin guideline specifically states that 

pharmacogenomic testing is not recommended in adult patients, as studies had not confirmed the 

associated with cardiotoxicity(643, 644). Cisplatin ototoxicity is a bigger problem in children than 

in adults, as children exposed to cisplatin are more likely to develop hearing loss, and early 

hearing loss is more likely to affect speech development(576). The guidelines do not recommend 

testing adults due to a lack of evidence. 

Many of the adult guidelines mention paediatric patients. Examples include the guidelines for 

codeine and CYP2D6 and the guidelines for CYP2C19 and CYP2D6 and SSRIs. In the case of 

the codeine guideline, it specifically mentions that codeine is not recommended in children under 

two or after adenoidectomy or tonsillectomy(527). It also mentions risks to breastfed infants of 

ultra-rapid metaboliser mothers after a reported death(645). It does not, however, give any 

recommendations for dose adjustment. Similarly in the case of SSRIs, guidelines state that 

paediatric evidence is scarce, that CYP2D6 guidelines may be extrapolatable to adolescents and 

children with close monitoring, but CYP2C19 guidelines may not be, as children may have 

increased levels of CYP2C19 activity compared to adults. Prescribing in children is more complex 

because dose often varies with age and weight and levels of enzyme activity may vary throughout 

childhood, meaning that pharmacogenomics may play a greater or lesser role at various 

stages(646, 647). Most pharmacogenomic studies, and indeed most drug trials, are performed in 

adults, so limited evidence is a recurring problem in extrapolating pharmacogenomic guidelines 

to children. However, some paediatric studies exist, and there may be an argument for looking 

beyond the limited range of studies from the CPIC or DPWG when considering prescribing in 

paediatric patients(648, 649). In addition, more paediatric studies are required to further 

understanding of these issues and to allow safer prescribing in children. 

5.3.5.7 Differences between CPIC and DPWG guidelines 

As previously discussed, the majority of guidelines used in this study have been from the CPIC 

or DPWG. In general, guidelines are concordant, with similar advice given for the same diplotypes 

by each organisation. Differences between the organisations and their methods of guideline 

development, as well as differences in guidelines, are discussed in a paper written by members 

of both consortia(87). Differences of methodology include the scales on which the levels of 

evidence are judged and the source of evidence for inclusion. There are also some differences in 

terminology. For example, both consortia originally used the term extensive metaboliser. The 

CPIC recently revised that to the less confusing normal metaboliser. The DPWG still use the 

former term, but in this project, the latter term has been used for both sets of guidelines in the 
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interest of clarity. Differences may be due to use of different methodologies, due to timing, where 

one organisation has published or updated guidelines more recently and so taken account of 

recent additions to the literature, or even due to different international practices. For example, the 

DPWG gives no guidance as to maintenance doses of warfarin as all warfarin prescribing in the 

Netherlands is done according to INR, and it was considered unnecessary. 

5.3.5.7.1 Differences in drugs with guidelines 

One difference is that there are various drugs that are dealt with by only one or other organisation. 

For example, the DPWG discusses drugs that the CPIC does not, but generally concludes that 

there is insufficient evidence to alter dosage. It may recommend increased monitoring for some 

diplotypes.   

5.3.5.7.2 Differences in haplotype, diplotype or genotype function 

There are a few genes where haplotypes, diplotypes or genotypes are considered as having 

different functional effects by each organisation, and therefore may have conflicting prescribing 

advice associated with them. Discordant guidelines are a problem for the translation of 

pharmacogenomics into clinical practice, and one solution is to have an accepted set of guidelines 

for the UK. This is further discussed in Chapter 6. 

 A gene with this issue is CYP2C19, where *1/*17 is considered a rapid metaboliser by CPIC, but 

a normal metaboliser by DPWG. Historically, the CPIC had considered *1/*17 an ultra-rapid 

metaboliser, but subsequently introduced the term rapid metaboliser for *1/*17, as the effect lies 

somewhere between that of a normal metaboliser and ultra-rapid metaboliser. This is only the 

case in guidelines published since the end of 2016(520). The earlier literature does not make this 

distinction, which makes giving prescribing advice difficult. The difference between the CPIC and 

DPWG classifications occurred despite the same reference literature being used. While the 

difference in prescribing guidance was set out in the long prescribing guidance with a note of the 

conflict, only the CPIC guidance was given in the summary prescribing sheet. This is because the 

CPIC guidelines are more up-to-date than the English language version of the DPWG guidelines, 

which date from 2011 and may not include updates(87). However, the DPWG guidelines are being 

used across Europe as part of the PREPARE study, so this might add weight to choosing DPWG 

guidelines as the default UK guidelines(639). 

Another difference was the *8 haplotype of CYP2C9. While irrelevant in this study because it was 

not seen and is rare in those not of African ancestry, it is classified as a reduced function haplotype 

by CPIC, and as an increased function haplotype by the DPWG(650-652). This difference has 

arisen because the CPIC guideline is based on more recently published literature than the DPWG 

guideline and highlights the need both for consensus guidelines and a system of updates.  

There are also some differences in the assignment of CYP2D6 activity levels to diplotypes. This 

does not have an effect in this study, where the classification of the diplotypes into metaboliser 

types was used, but would make a significant difference if the activity level was used(87). In 
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addition, there is discordance in the classification of the rare *36 haplotype, but it was not seen in 

this study. 

Prior to 2017, the CPIC described DPYD in terms of haplotypes, while the DPWG used activity 

levels, while indicating which haplotypes fell into which activity category. The updated CPIC 

guidelines now use activity levels instead of haplotypes, bringing them into line with DPWG 

guidelines. All patients in this study fell into the category of normal metabolisers, with the 

exception of those for whom advice could not be given due to uninterpretable diplotypes.  

5.3.5.7.3 Differences in prescribing advice 

In many cases, even when there is no difference in functional assignation of haplotypes, there 

are differences in prescribing advice. Full details can be seen in the comparison by Bank et al.(87). 

Very often the differences are only for a single metaboliser type, or may be relatively minor such 

as one guideline recommending therapeutic level monitoring and the other not, or the CPIC 

discussing a class of drugs, where the DPWG restricts advice to a single drug. Occasionally, they 

are more major, such as in the case of CYP2D6 and doxepin, where the DPWG does not 

recommend any change in starting dose regardless of metaboliser type, while the CPIC 

recommends using an alternative drug or monitoring levels closely for ultra-rapid metabolisers 

and avoiding or reducing dose by 50% for poor metabolisers.  

5.3.5.8 Updating Guidelines 

As per section 5.3.5.7.2, guidelines may change to reflect new knowledge. A plan for periodic 

review of guidelines is essential for keeping then up-to-date and relevant. Both the CPIC and 

DPWG have review procedures in place, 2 yearly and as required but at most 4 yearly 

respectively, and guidelines are updated to reflect this. As noted above, the DPWG do not update 

the English-language guidelines as frequently as the Dutch ones. When pharmacogenomic data 

are generated and prescribing advice returned to patients, thought should be given as to whether 

and how that information will be updated to take account of changes in guidelines. In addition, the 

CPIC has a list of guidelines it intends to publish shortly, including NUDT15 and possible dosing 

recommendations for thiopurines. It is unclear at time of writing whether this will be incorporated 

into the existing TPMT guidelines or will stand alone. This is discussed in Chapter 6. 

5.3.6 Alteration of prescribing 

Even in this small cohort, there were individuals who had already been prescribed drugs that have 

pharmacogenomic guidelines associated with them. Two individuals had variants in the relevant 

genes that would result in altered prescribing. As mentioned in section 5.3.5.6, few paediatric 

pharmacogenomic guidelines exist, and but in the case of thiopurines, testing of paediatric 

patients and alteration of dose on that basis is common(616). It could be hypothesised that these 

children might benefit from starting on a lower dose of these medications. 
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5.4 Conclusions and future directions 

Validation of these data is discussed in Chapter 6. Altering prescribing based on 

pharmacogenomic data have the potential to reduce adverse drug effects and increase 

prescribing efficacy. Currently only a small number of pharmacogenomic genes have robust 

prescribing guidelines associated with them but this will increase. Utilising WGS to obtain 

pharmacogenomic data is beneficial. Not only does it have the advantage of adding value to WGS 

but it allows for the identification of even very rare haplotypes, the retrospective calling of novel 

haplotypes or genes for which prescribing guidelines are later developed, and the potential to be 

used in research to look for novel pharmacogenes or variants.  

It is possible to extract pharmacogenomic data from WGS. This is time consuming to do manually, 

and would benefit from being automated. Automation might also allow a wider range of haplotypes 

to be called. Software such as Astrolabe can help with extracting copy number variants and 

identifying rare CYP2C9, CYP2C19 and CYP2D6 haplotypes, although manual confirmation of 

these may be required. The data extracted during this study appear to be correct, as in general, 

the haplotype frequencies are not significantly different to published data. Pharmacogenomic 

guidance does not cover all relevant drugs and haplotypes. Ideally, a consensus set of haplotypes 

should be chosen, based on the ethnic make-up of the population being tested. 

Presenting a full pharmacogenomic profile is difficult, as it may contain prescribing 

recommendations for many drugs. Summary guidance is more legible and reduces the risk of 

missing important data, but it is likely that an app or web-based platform would be better still, both 

in allowing the information to be accessed when required and allowing it to be updated as 

necessary. Whichever is chosen, prescribing guidance needs to be clear and easy to implement. 

Several sets of mainly concordant guidelines exist. To avoid confusion, a single set should be 

chosen. As there is no UK consensus, in this study both CPIC and DPWG guidelines were used, 

along with additional guidance where available.  

Future directions include automating the SNP calling process and reviewing published guidelines 

regularly. More study will be needed into which SNPs should be looked at when considering HLA-

B *15:02 haplotypes, particularly in mainly Caucasian populations, where HLA-B *15:02 positive 

individuals are likely to be extremely rare. In addition, it has not yet been possible to use WGS 

data to determine HLA-B *44 and *58:01 haplotypes. Further work needs to be done to look at 

whether this is possible. If additional DNA could be obtained, Sanger sequencing could be done 

to determine the DPYD haplotypes for individuals for whom it was unclear, and try to understand 

why these results were indeterminate. 
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Chapter 6 Validation of whole genome 

sequence pharmacogenomic data 

6.1 Introduction 

While extraction of pharmacogenomic data from whole genome sequences (WGS) appeared to 

be straightforward, it was important that this was confirmed using another method. Confirmation 

of genetic test results obtained in a research setting is widely practised in the NHS, for example, 

when 100,000 Genomes results are confirmed with Sanger sequencing prior to their return to 

patients. It was particularly important in the context of this study for two reasons. Firstly, there are 

limited published data on the extraction of pharmacogenomic data from WGS. Secondly, 

pharmacogenes are complex and many have a high degree of homology to one another, or to 

various pseudogenes, thereby increasing the potential difficulties in interpreting the data.  

6.1.1 Methods of validating data 

6.1.1.1 Commercially available non-pharmacogenomic SNP arrays 

Commercially available SNP arrays are one possible method of validating data. Many are 

available, with more coming to the market all the time. The benefits of these are that they cover 

very large numbers of SNPs and that the SNPs are often well validated. The disadvantages 

include the fact that they are not customisable, do not always include pharmacogenomic SNPs, 

may require moderate volumes of DNA and may be prohibitively expensive for small sample 

numbers. At the time that validation was under consideration for this project, the coverage of 

pharmacogenomic SNPs was poor, though this has subsequently improved.  

6.1.1.2 Commercially available SNP-genotyping pharmacogenomic testing 

The advantages of these tests are that they are cheaper than the very large scale SNP arrays, 

they require very small amounts of DNA, the individual SNP tests are validated and they cover 

many of the SNPs of interest, including some not covered by the larger non-pharmacogenomic 

SNP arrays. The disadvantages are that again, they are not customisable and do not allow the 

identification of CNVs, such as those seen in CYP2D6. 

6.1.1.3 Custom SNP-genotyping pharmacogenomic testing 

Various customisable commercial genotyping tests are available, such as the Canon Biomedical 

genotyping tests. As with other tests mentioned above, these are available on a research basis 

only.  The advantages are that tests can be customised to reflect SNPs of interest and specific 

pharmacogenes can be targeted. Disadvantages include the high cost, the high DNA requirement 

as they involve large numbers of individual assays and that they often do not work well without 

positive and negative controls, which have to be purchased separately.  
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6.1.1.4 Sanger sequencing of individual variants 

Sanger sequencing has long been considered the gold standard for confirming sequence variants 

in the NHS. However, this method is time consuming and expensive, requiring primers to be 

designed for each SNP unless they are located in close proximity. DNA requirements for Sanger 

sequencing each variant discussed in Chapter 5 would be high. Furthermore, Sanger sequencing 

of genes that are highly homologous to other genes or pseudogenes may be technically difficult. 

6.1.2 Choice of validation method 

There were two main limitations when determining how to validate data. The first of these was 

the amount of DNA available for validation. Small amounts of DNA had been made available for 

WGS, and very little remained, often only 50-100ng. This was not enough for most validation 

methods, as large SNP arrays, custom genotyping and Sanger sequencing all required more DNA 

than was available without whole genome amplification. The second issue was cost, as there 

were limited funds available. Based on these constraints, the only feasible validation method was 

commercial testing that would look only at pharmacogenomic SNPs, reducing the cost and 

amount of DNA required. Congenica Ltd, a spin-out company from the Wellcome Sanger Genome 

Centre in Cambridge was setting up a pharmacogenomics assay in the UK. They were using 

Thermofisher TaqMan assays on the 12Kflex platform, and the test included 177 SNPs, 152 of 

which were pharmacogenomic SNPs and 25 of which were non-pharmacogenomic SNPs for 

sample tracking. The assay included most of the actionable pharmacogenes discussed in Chapter 

5. However, it excluded some genes that are involved in the metabolism of chemotherapeutic or 

anti-viral agents and any gene in which testing could result in a carrier or diagnostic test. Therefore 

CFTR, DPYD, G6PD and RARG, SLC28A3 and UGT1A6, which are considered together, were 

not included. CFTR had already been excluded from analysis (section 5.3.2.3.1).  

All of the SNPs examined in the other actionable pharmacogenomics genes were included, with 

the exception of three genes. The first of these was HLA-B *15:02, where alternative SNPs were 

used (see section 5.3.2.3.4 for discussion of lack of consensus around HLA-B *15:02 tag SNPs). 

The second was TPMT where only SNPs for *2, *3A, *3B, *3C and *4 were included, the 

remainder being very rare, especially in individuals of European ancestry. The third was UGT1A1 

where rs817534 was not present. This is because this SNP is for the insertion of a variable 

number of repeats, and so cannot be checked in SNP genotyping assays. However, rs887829, 

which represents UGT1A1 *80, is in high linkage disequilibrium with *28 and *37, both 

represented by the number of repeats at rs817534. If only *80 is interrogated, an intermediate or 

poor metaboliser phenotype can be inferred from heterozygosity and homozygosity respectively 

(www.pharmGKB.com), meaning that this exclusion was not detrimental to the study. In the case 

of all other genes discussed in Chapter 5, all the SNPs checked during WGS data extraction were 

present, and in many cases, additional SNPs also. Of the SNPs identified by Astrolabe (section 

5.2.4), both the SNPs for the *29 and *35 haplotypes of CYP2D6 were included in the assay. The 

SNP for the *15 haplotype of CYP2C19 was not included in the assay. SNPs not covered are 

listed in Table 6.1. Some of the SNPs had not been available as off the shelf assays but had been 
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designed and validated by Congenica Ltd. SNPs for which this was the case are listed in Table 

6.2.  

Congenica Ltd agreed to allow me to use their equipment and assay to run my validation testing 

in order to see how the system worked and what the quality control data were like before offering 

it as a commercial service. The Congenica Ltd pharmacogenomics assay (Congenica PGx) was 

therefore the most cost effective and efficient solution, worked for the limited amount of DNA that 

remained and allowed the confirmation of most of the variants of interest. It also allowed the 

samples to be run and interpreted by us rather than a commercial company. 

 

rs number/ Transcript Gene Haplotype Solution 

rs55752064 CYP2C19 *15 No solution found, WGS data 

(Astrolabe) cannot be confirmed 

rs2395148 HLA-B *15:02 Congenica SNPs checked in WGS data 

rs10484555 HLA-B *15:02 Congenica SNPs checked in WGS data 

rs144012689 HLA-B *15:02 Congenica SNPs checked in WGS data 

rs2524160 HLA-B *15:02 Congenica SNPs checked in WGS data 

rs72552740 TPMT *5 Not seen in WGS data 

rs75543815 TPMT *6 Not seen in WGS data 

rs72552736 TPMT *7 Not seen in WGS data. Not in 

PharmGKB haplotype set 

rs56161402 TPMT *8 Not seen in WGS data 

rs151149760 TPMT *9 Not seen in WGS data 

rs72552737 TPMT *10 Not seen in WGS data 

rs72552738 TPMT *11 Not seen in WGS data 

rs200220210 TPMT *12 Not seen in WGS data 

rs72552742 TPMT *13 Not seen in WGS data 

rs9333569 TPMT *14 Not seen in WGS data 

rs9333570 TPMT *15 Not seen in WGS data. Not in 

PharmGKB haplotype set 

rs144041067 TPMT *16 Not seen in WGS data. Not in 

PharmGKB haplotype set 

NM_000367.2: c.124C>G TPMT *17 Not seen in WGS data 

NM_000367.2: c.124C>G TPMT *17 Not seen in WGS data 

rs8175347 UGT1A1 *28, *36, *37 Data can be inferred from rs887829 

Table 6.1 SNPs checked in whole genome data not present in Congenica Ltd PGx assay 
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rs number Gene Haplotype 

rs72558189 CYP2C9 *14 

rs138100349  CYP2D6 *44 

rs72549352 CYP2D6 *21 

rs72549353 CYP2D6 *19 

rs72549354 CYP2D6 *20 

rs138105638 CYP3A4 *26 

rs67666821 CYP3A4 *20 

rs1061235 HLA-A *31:01 

rs25531 SLC6A4 n/a 

rs4149015 SLCO1B1 *17 and *21 

rs1976391 UGT1A1 n/a 

rs2011425 UGT1A4 n/a 

Table 6.2 SNPs which required a custom assay design in Congenica Ltd PGx assay 

In addition to the actionable pharmacogenes discussed in Chapter 5, 64 additional 

pharmacogenes had one or more SNPs on the Congenica PGx panel. While these were not 

examined during original analysis, the data were later extracted from the WGS data using the 

same method as previously (Chapter 2) and compared with results from the Congenica PGx panel 

to determine whether they were accurately called from WGS data. Genes included in the assay 

are listed in Table 6.3, and a full list of SNPs can be found in Supplementary Information 2.4 (CD-

ROM). 

AARS COG1 DRD2 HTR2A NKD2 STK32B 

ABCB1 COL4A4 EVC HTR2C NPHS2 SUMF1 

ABCB11 COMT F2 IFNL3 OPRD1 TDRD7 

ABCG2 CYP1A2 F5 ITGB3 OPRM1 TNFRSF4 

ACE CYP2B6 FERMT1 KCNJ6 PDP1 TPMT 

ADRA2A CYP2C19 FKBP5 KIF6 PLCG1 UGT1A1 

ADRB1 CYP2C9 FREM2 L2HGDH POLG UGT1A4 

ADRB2 CYP2D6 GRIK4 LAMA3 POR VCAN 

AGTR1 CYP3A4 GRIN2B LILRB5 PRSS53 VKORC1 

ANKK1 CYP3A5 GRIN3B LPA SLC12A6 WNK1 

ATM CYP4F2 GRK5 MTHFR SLC6A4 YEATS4 

B9D2 DBH HLA-A MTR SLCO1B1  

BDKRB1 DMRT2 HLA-B MUC6 SNTG2  

CACNA1C DNMT1 HPSE2 NDUFV3 SOX6  

Table 6.3 Genes with SNPs included in the Congenica Ltd PGx assay  
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6.1.3 Additional pharmacogenes 

Many of the additional genes included in the Congenica PGx are listed on PharmGKB. Some 

have Food and Drug Administration (FDA) guidelines associated with them, which are used in the 

USA to guide prescribing. However, many of them do not have the weight of evidence required 

for the formulation of peer-reviewed prescribing guidelines, such as those developed by the 

DPWG or CPIC (section 5.1.2.1). This may be because there is limited information about the 

functional effect of different haplotypes, or because even if haplotype function is well understood, 

there may be insufficient information about how prescribing could be altered. As discussed in 

section 5.3.5, guidelines are being developed and updated continuously, so it is likely that some 

will have guidelines published in the future. Some of the genes listed are not known 

pharmacogenes and are present to allow sample tracking. 

6.1.3.1 AARS (alanyl-tRNA synthetase) 

AARS is implicated in infantile epileptic encephalopathy, a form of Charcot-Marie-Tooth disease 

and other neuropathies(653, 654). There is limited evidence to suggest that it may be implicated 

in methotrexate resistance(655). While it is listed in PharmGKB, there is no clinical, prescribing 

or variant information available. 

6.1.3.2 ABCB1 (ATP-binding cassette, sub-family B (MDR/TAP), member 1) 

ABCB1 is listed as a very important pharmacogene (VIP) in PharmGKB(488). It is a member of 

the human adenosine triphosphate (ATP)-binding cassette (ABC) transporter superfamily and has 

an important role in maintaining cell homeostasis by acting as an efflux pump. ABCB1 was 

previously known as multi-drug resistance protein 1 (MDRP1) because of its role in conferring 

resistance to multiple drugs due to their interaction with its product, the p-glycoprotein(656, 657). 

While likely to play a role in the safe and efficient dosing of many drugs, there is currently very 

limited guidance available for ABCB1, although the Europeans Medicines Agency (EMA) and its 

Canadian equivalent have produced drug labels for ABCB1 and aliskiren, a renin inhibitor used 

for treatment of hypertension. 

6.1.3.3 ABCB11 (ATP-binding cassette, sub-family B (MDR/TAP), member 11) 

Another member of the human ATP-binding cassette superfamily, ABCB11 has been implicated 

in intrahepatic cholestasis and is believed to act as a bile salt export pump(658). ABCB11 has 

been implicated in drug-induced liver injury and in possibly in anthracycline-related hepatotoxicity 

in children(659, 660). 

6.1.3.4 ABCG2 (ATP-binding cassette, subfamily G, isoform 2) 

A PharmGKB VIP, ABCG2 encodes the breast cancer resistance protein (BCRP), which is 

another efflux pump(661). Resistance to chemotherapeutic agents has been found in individuals 

overexpressing BCRP(662). PharmGKB lists multiple clinical annotations, including for statins, 

chemotherapeutic agents, immunosuppressants and allopurinol(663-666). 
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6.1.3.5 ADRA2A (adrenoceptor alpha 2A) 

ADRA2A encodes an adrenaline (epinephrine) receptor and there is evidence that polymorphisms 

in this and similar genes may be implicated in attention deficit hyperactivity disorder (ADHD) and 

type II diabetes(667-669). Pharm GKB lists clinical annotations for ADRA2A and drugs including 

SSRIs, atenolol and methylphenidate, a treatment for ADHD(670-672). 

6.1.3.6 ADRB1 (adrenoceptor beta 1) 

ADRB1 encodes the Beta-1 adrenergic receptor, a cardiac G-protein coupled receptor with a role 

in regulating cardiac contraction rate and force(673). Polymorphisms in ADRB1 have been 

associated with drug response in heart failure and dilated cardiomyopathy(674, 675). There are 

several clinical annotations listed, mainly for antihypertensives including beta-blockers(676, 677). 

6.1.3.7 ADRB2 (adrenoceptor beta 2) 

ADRB2 encodes the Beta-2 adrenergic receptor, which is widely expressed in human tissue 

especially in pulmonary, cardiac, endocrine and central nervous system tissue, making it a 

treatment target for common conditions including asthma and hypertension(485, 678, 679). The 

EMA (www.ema.europa.eu) has released a drug label for ADRB2 and indacaterol, but it does not 

include prescribing advice. PharmGKB also lists many clinical annotations, including for beta-

blockers and other antihypertensives, and asthma treatments including bronchodilators and 

corticosteroids(677, 680-682). 

6.1.3.8 AGTR1 (angiotensin II receptor, type 1) 

AGTR1 has been implicated in renal tubular dysgenesis and essential hypertension and is the 

target of angiotensin II(683-685). Clinical annotations in PharmGKB are for antihypertensive 

agents including ACE inhibitors, angiotensin II receptor blockers and thiazide diuretics(686-688). 

6.1.3.9 ANKK1 (ankyrin repeat and kinase domain containing 1) 

A polymorphism in ANKK1 has been linked to dopamine D2 receptor density(689). ANKK1 has 

therefore been linked to efficacy of smoking cessation treatments, but also to antipsychotic and 

anti-epileptic toxicity(689-692). 

6.1.3.10 ATM (ataxia telangiectasia mutated gene) 

ATM has been implicated in ataxia telangiectasia and therefore in malignancy(693). It is a 

phosphatidyl-3-kinase that has a role in DNA repair. There is some evidence to suggest that 

variants in or near ATM may affect metformin metabolism(694). 

6.1.3.11 BDKRB1 (bradykinin receptor B1) 

BDKRB1 is expressed in response to tissue injury(695). Evidence from a large study suggests 

that a BDKRB1 variant may affect risk of cardiac events in those taking perindopril(688). 
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6.1.3.12 CACNA1C (calcium channel, voltage-dependent, L type, alpha 1C subunit) 

CACNA1C encodes a subunit of a calcium channel important in cardiac conduction, and is 

implicated in Brugada and Timothy syndromes, in both of which cardiac arrhythmias are 

seen(696, 697). Polymorphisms have been implicated in the efficacy of calcium channel blockers 

and may increase the risk of suicide in individuals prescribed citalopram for depression(698-700). 

6.1.3.13 COMT (catechol-O-methyltransferase) 

Variants in COMT have been implicated in the development of neuropsychiatric disorders such 

as schizophrenia and also in response to neuroleptics and the likelihood of developing 

addictions(701-703). PharmGKB lists many drugs where variants in COMT may have an 

effect(471). 

6.1.3.14 CYP1A2 (cytochrome P450, family 1, subfamily A, polypeptide 1) 

CYP1A2 is a member of the cytochrome P450 family. It appears to play a role in metabolism of 

many drugs including caffeine and related compounds, beta-blockers and antipsychotics(704-

706). 

6.1.3.15 CYP2B6 (cytochrome P450, family 2, subfamily B, polypeptide 6) 

CYP2B6, another cytochrome P450 gene, is expressed mainly in the liver and the brain(474). It 

has a role in the metabolism of multiple drugs including efavirenz, for which it has both FDA and 

EMA labels(707). 

6.1.3.16 CYP3A4 (cytochrome P450, family 3, subfamily A, polypeptide 4) 

CYP3A4 is also implicated in the metabolism of multiple drugs. The EMA recommends testing 

when treating with gefitinib, especially if treating with CYP3A4 inhibitors or in patients who are 

CYP2D6 poor metabolisers. Many other drugs are listed for which CYP3A4 may alter metabolism, 

including tacrolimus and atorvastatin(589, 708). 

6.1.3.17 DBH (dopamine beta-hydroxylase) 

DBH is implicated in nicotine requirement, and variants have been associated with heavy 

smoking, opioid dependence and naltrexone response(709-711). 

6.1.3.18 DRD2 (dopamine receptor D2) 

DRD2 is one of a family of dopamine receptors and a target of antipsychotic drugs and dopamine 

agonists used to treat Parkinson’s disease(712-714). PharmGKB lists multiple drugs that have 

clinical annotations for DRB2, though levels of evidence vary; among these are cocaine, 

antipsychotics and opioids(715-717). 

6.1.3.19 F2 (factor 2) 

F2 encodes a clotting factor, prothrombin, which is converted to thrombin, the active form, by 

factor Xa(718). Some variants can cause dysprothrombinaemia, which predisposes to 

haemorrhage, while others predispose to thrombosis(719, 720). Drug labels for F2 include one 



Chapter 6: Validation 

244 

 

for various hormonal contraceptives (Health Canada Santé Canada (HCSC) and also for 

tamoxifen (FDA), both of which can increase the risk of thrombosis(721). Other variants may 

affect warfarin dose(722). 

6.1.3.20 FKBP5 (FK506 binding protein 5) 

FKBP5 has a role in immunosuppression and binds tacrolimus and rapamycin(723). 

Polymorphisms appear to affect response to antidepressants and corticosteroids(724, 725). 

6.1.3.21 GRIK4 (glutamate receptor, ionotropic, kainate 4) 

GRIK4 encodes a subunit for an ion channel activated by glutamate, an excitatory 

neurotransmitter(726). Variants have been associated with antidepressant response(727). 

6.1.3.22 GRIN2B (glutamate receptor, ionotropic, N-methyl D-aspartate 2B) 

GRIN2B encodes a subunit of an NMDA receptor activated by glutamate, and mutations in it have 

been associated with a form of infantile epileptic encephalopathy and with autosomal dominant 

mental retardation(728-730). Variants are associated with antipsychotic toxicity and efficacy 

among other things(731, 732). 

6.1.3.23 GRK5 (G protein-coupled receptor kinase 5) 

GRK5 encodes a regulator of G protein-coupled receptors and is involved in the regulation of the 

cell cycle(733). Polymorphisms appear to be protective in heart failure as well as affecting 

response to antihypertensives and antidepressants(734, 735). 

6.1.3.24 HTR2A (5-hydroxytryptamine (serotonin) receptor 2A, G protein-coupled) 

HTR2A is a serotonin receptor. Variants in this gene have been implicated in antidepressant, 

antipsychotic and analgesic response(736-738). 

6.1.3.25 HTR2C (5-hydroxytryptamine (serotonin) receptor 2C, G protein-coupled) 

Also a serotonin receptor, variants in HTR2C have been associated with antipsychotic 

toxicity(739). 

6.1.3.26 IFNL4 (interferon, lambda 4) 

Encoding a type III interferon, IFNL4 has a role in protecting the body against viruses, similar to 

IFNL3 (Chapter 5). Interestingly, IFNL4 is a pseudogene in those who lack a particular frameshift 

variant, rs368234815 at position 19:39248514(740). If the delG variant is present, the frameshift 

results in the non-production of IFNL4, which is associated with clearance of hepatitis C. This and 

additional SNPs have been implicated in response to antivirals(741-743). 

6.1.3.27 ITGB3 (integrin, beta 3 (platelet glycoprotein IIIa, antigen CD61) 

IGTB3 is a subunit of a glycoprotein receptor found on the surface of platelets and is implicated 

in various bleeding disorders(744-746). Variants may affect efficacy of anti-platelet agents(747, 

748). 
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6.1.3.28 KCNJ6 (potassium inwardly-rectifying channel, subfamily J, member 6) 

KCNJ6 encodes an ATP-sensitive, G protein-coupled potassium channel, which appears to be 

involved in insulin secretion(749). Polymorphisms may affect opiate requirements(750, 751). 

6.1.3.29 KIF6 (kinesin family member 6) 

KIF6, a component of the microtubule motor, is involved in intracellular transport, and variants 

have been associated with statin efficacy(752). 

6.1.3.30 LILRB5 (leukocyte immunoglobulin-like receptor, subfamily B, member 5) 

The receptor encoded by LILRB5 is one of a family of immune receptors found on monocytes, B 

cells and natural killer cells and acts as a negative regulator of the immune system(753). A variant 

has been implicated in statin-related myopathy(754). 

6.1.3.31 LPA (lipoprotein, Lp(a)) 

LPA encodes lipoprotein (a) which has been identified as a risk factor for cardiovascular events 

including atherosclerosis and stroke(755). Variants have been associated with statin efficacy and 

toxicity(756). 

6.1.3.32 MTHFR (methylenetetrahydrofolate reductase) 

MTHFR encodes the rate-limiting enzyme in the methyl cycle and is important in homocysteine 

remethylation(757). There is a drug label for MTHFR and oral contraceptives (HCSC). PharmGKB 

lists many clinical annotations for a wide range of drugs including chemotherapeutic agents and 

antipsychotics(758, 759). 

6.1.3.33 NOS1AP (nitric oxide synthase 1 (neuronal) adaptor protein) 

The protein product of NOS1AP binds neuronal nitric oxide synthase, and appears to have a role 

in cardiac repolarisation(760). Variants may increase the risk of QT interval prolongation and 

arrhythmias in patients receiving drugs such as amiodarone and verapamil(761, 762). 

6.1.3.34 NOS3 (nitric oxide synthase 3) 

Also known as endothelial nitric oxide synthase, this gene encodes one of three enzymes that 

synthesise nitric oxide (NO). NOS3 is responsible for NO production in the vascular endothelium, 

where it has multiple roles(763). Variants have been associated with efficacy of antihypertensives 

and anti-cancer agents among others(677, 764, 765). 

6.1.3.35 OPRD1 (opioid receptor, delta 1) 

As suggested by its name, OPRD1 encodes an opioid receptor important in analgesic 

response(766). Variants are implicated in opioid efficacy and dependence(767-769). 

6.1.3.36 OPRM1 (opioid receptor, mu 1) 

Another opioid receptor, OPRM1 is also implicated in opioid response(750, 770). Variants may 

affect the risk of substance abuse(771). 
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6.1.3.37 POLG1 (polymerase (DNA directed), gamma) 

POLG1 is a nuclear gene that encodes a subunit of the mitochondrial DNA polymerase, and 

pathogenic variants in it have been associated with several mitochondrial diseases including 

Alpers and MNGIE type DNA depletion syndromes and progressive external 

ophthalmoplegia(772-774). Both the FDA and HCSC have drug labels for POLG1 and divalproex 

sodium and valproic acid in people who have, or are at risk of having, mitochondrial disease. 

Variants may also increase the risk of liver failure in individuals without mitochondrial 

disease(775). 

6.1.3.38 POR (P450 (cytochrome) oxidoreductase) 

POR is required for electron donation to all of the microsomal P450 genes, and mutations in it 

have been implicated in Antley-Bixler syndrome with genital anomalies and disordered 

steroidogenesis and other disorders of steroid synthesis(776). Variants in POR appear to affect 

immunosuppressant efficacy in combination with other genes(777). 

6.1.3.39 PRSS53 (protease, serine, 53) 

PRSS53 encodes a serine protease that appears to act on fibrinogen alpha(778). A variant 

appears to influence warfarin requirement in individuals of African-American ancestry(779). 

6.1.3.40 SLC6A4 (solute carrier family 6 (neurotransmitter transporter), member 4) 

SLC6A4 encodes a transporter responsible for serotonin clearance(780). Variants may be 

important in mediating toxicity and efficacy of antidepressants(781-783). 

6.1.3.41 UGT1A4 (UDP glucuronosyltransferase 1 family, polypeptide A4) 

The product of UGT1A4, like that of UGT1A1, is involved in the glucuronidation of substrates to 

make them water soluble and excretable. Along with UGT1A1, it is one of a number of genes 

encoded by a complex locus, where splicing allows a variable first exon to be combined with other 

invariant exons(784). Variants appear to influence efficacy and toxicity of antiepileptic drugs 

among others(785, 786). 

6.1.3.42 WNK1 (WNK lysine deficient protein kinase 1) 

WNK1 encodes a serine-threonine kinase and has a role in regulating co-transporters of the 

kidney. Mutations in it can cause a form of pseudohypoaldosteronism and hereditary sensory 

neuropathy(787, 788). A variant has been implicated in the efficacy of hydrochlorothiazide(789). 

6.1.3.43 YEATS4 (YEATS domain containing 4) 

The product of YEATS4 is believed to be a transcription factor implicated in tumorigenesis(790). 

A single variant is thought to affect hydrochlorothiazide efficacy(791). 

6.1.3.44 Sample tracking SNPs 

Other genes listed in Table 6.3 above are not pharmacogenes but are included for sample 

tracking purposes(792). They include single SNPs in B9D2, COG1, COL4A4, DMRT2, DNMT1, 



Chapter 6: Validation 

247 

 

EVC, FERMT1, FREM2, GRIN3B, HPSE2, L2HGDH, LAMA3, MTR, MUC6, NDUFV3, NKD2, 

NPHS2, PDP1, PLCG1, SLC12A6, SNTG2, SOX6, STK32B, SUMF, TDRD7 and TNFRSF4. 

Sample tracking SNPs allow post-hoc sample identification. They are easy to genotype and found 

at a population frequency of 20-80% in all major ethnicities. 

6.1.4 Samples unavailable for validation 

Owing to a shortage of DNA, not all samples were available for validation. No DNA from the 

children of the SRS parent-child trios was available (SRS-001, SRS-004, SRS-007, SRS-010, 

SRS-013, SRS-016, SRS-019, SRS-022, SRS-025 and SRS-028). DNA was also unavailable for 

BBS-016 (although DNA was available for his monozygotic twin, BBS-017, who had the same 

results from WGS), JDM-011, IBD-004, IBD-020, SRS-005 and SRS-015. All other samples had 

DNA of sufficient quality and concentration for validation. Overall, 68 samples were validated. 

6.1.5 Aims 

The aim of this chapter was to use SNP genotyping to confirm the results obtained from WGS 

data including those that were obtained using Astrolabe, and in particular to identify problematic 

SNPs or genes. In addition, it aimed to look at some of the benefits, disadvantages and challenges 

of clinical implementation of pharmacogenomic testing.

6.2 Results 

In all results tables, ref means homozygous for the reference nucleotide, het means heterozygous 

for the reference and non-reference nucleotides and hom means homozygous for the non-

reference nucleotide. The SNP calls can be seen in Supplementary Information S2.4 (CD-ROM). 

 

6.2.1 Comparison of SNP and WGS data for genes with prescribing guidelines 

6.2.1.1 CYP2C9 

In the case of CYP2C9, there were no disagreements between SNP and WGS data. The *9 

haplotype seen in IBD-008 in Astrolabe and retrospectively confirmed in WGS data was also 

confirmed in SNP data. The *11 haplotype seen in SRS-011 in the Astrolabe data was also 

confirmed. However, in the case of 6 assays, a single sample failed to amplify. Possible 

explanations for this are discussed in section 6.3.1.4.3. In each case a different sample failed to 

amplify. With the exception of IBD-003, which was the only sample where the diplotype in the 

WGS data was called as *3/*3, another sample with the same diplotype amplified successfully in 

the same assay. However, multiple samples with a *1/*3 diplotype amplified successfully in that 

assay. In addition, homozygosity was identified for rs1057910 in sample IBD-003, confirming the 

*3/*3 diplotype. 
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rs number Haplotype 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

rs1799853 *2 N 68 0 0  

rs1057910 *3 Y 67 0 1 SRS-008 

failed to 

amplify .*1/*1 

in WGS 

rs56165452 *4 N 67 0 1 IBD-003 

failed to 

amplify. *3/*3 

in WGS 

rs28371686 *5 Y 68 0 0  

rs9332131 *6 Y 68 0 0  

rs7900194(a) *8 Y 68 0 0  

rs2256871 *9 N 68 0 0  

rs28371685 *11 Y 68 0 0  

rs9332239 *12 N 67 0 1 SRS-012 

failed to 

amplify. *1/*2 

in WGS 

rs72558187 *13 N 67 0 1 IBD-016 

failed to 

amplify. *1/*1 

in WGS 

rs72558189 *14 & *35 N 67 0 1 SRS-006 

failed to 

amplify. *1/*1 

in WGS 

rs72558190 *15 N 67 0 1 IBD-014 

failed to 

amplify. *1/*1 

in WGS 

rs72558192 *16 N 68 0 0  

Table 6.4 Validation of SNPs in CYP2C9 

 

6.2.1.2 CYP2C19 

In the case of CYP2C19, there were no disagreements between WGS data and SNP data and all 

the called diplotypes were confirmed with one exception. The SNP for the *15 haplotype seen in 

Astrolabe and retrospectively confirmed in WGS data was not included in the panel and therefore 

could not be confirmed. In the case of two assays a single sample failed to amplify and in the 

case of a single assay, 2 samples failed to amplify. In each case a different sample failed to 

amplify and another sample with the same diplotype amplified without difficulty. In all cases, with 

the exception of BBS-005 where no variants were identified in keeping with the *1/*1 haplotype, 
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the expected SNPs were seen for each of these samples. Of interest, both samples that failed to 

amplify for the rs55640102 assay had the *1/*17 diplotype, although other samples with this 

amplified normally. 

rs number Haplotype 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

rs4244285 *2 Y 67 0 1 

BBS-005 

failed to 

amplify. *1/*1  

in WGS 

rs4986893 *3 Y 68 0 0  

rs28399504 *4 Y 67 0 1 

BBS-001 

failed to 

amplify. *1/*2  

in WGS 

rs12248560 *4B & *17 Y 68 0 0  

rs56337013 *5 Y 68 0 0  

rs72552267 *6 Y 68 0 0  

rs72558186 *7 Y 68 0 0  

rs41291556 *8 Y 68 0 0  

rs17884712 *9 N 68 0 0  

rs6413438 *10 N 68 0 0  

rs55640102 *12 N 66 0 2 

SRS-008 and 

SRS-030 

failed to 

amplify. Both 

*1/*17 in 

WGS 

Table 6.5 Validation of SNPs in CYP2C19 

.

6.2.1.3 CYP2D6 

In the case of CYP2D6, there were no disagreements between WGS and SNP data and all the 

called diplotypes were confirmed, except in the case of CNVs which cannot be confirmed with a 

SNP-based assay. However, it confirmed the haplotypes that would be present if the copy number 

variants were excluded. rs16947, which is part of the *41 haplotype, did not amplify for BBS-011. 

In the case of BBS-011, the *1/*41 diplotype can be confirmed without this SNP and it was also 

confirmed in the monozygotic twin. In the case of two other assays a single sample failed to 

amplify. In each case a different sample failed to amplify and another sample with the same 

diplotype amplified without difficulty. In both cases the expected SNPs were seen for each of 

these samples. The *35 haplotypes picked up by Astrolabe in BBS-015, JDM-012 and USH-002 

were confirmed, as was the *29 haplotype in JDM-007. Initially, in patient BBS-002, the data point 

for rs5030867 did not cluster very well, falling between het and ref clusters. As this was one of 
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the first assays run, it was repeated on a later run and clustered with the other ref samples in the 

repeat assay, confirming the diplotype.

rs number Haplotype 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify  Comment 

rs16947 

*2, *4, *17, 

*41 N 67 0 1 

BBS-011 

failed to 

amplify. 

*1/*41  in 

WGS 

rs1080985 

*2, *35, 

many N 68 0 0  

rs35742686 *3 Y 68 0 0  

rs3892097 *4 Y 68 0 0  

rs1065852 *4 & *10 Y 68 0 0  

rs5030655 *6 Y 68 0 0  

rs5030867 *7 N 68 0 0  

rs5030865 *8 & *14 N 68 0 0  

rs5030656 *9 Y 67 0 1 

JDM-005 

failed to 

amplify. 

*1/*41  in 

WGS 

rs201377835 *11 N 68 0 0  

rs5030862 *12 N 68 0 0  

rs28371706 *17 Y 68 0 0  

rs72549354 *20 N 68 0 0  

rs59421388 

*29, *70, 

*109 N 68 0 0  

rs769258 *35 Y 68 0 0  

rs72549351 *38 N 68 0 0  

rs28371725 *41 Y 68 0 0  

rs72549346 *42 N 68 0 0  

rs138100349a *44 N 68 0 0  

rs147960066 *56 N 68 0 1 

BBS-009 

failed to 

amplify. 

*1/*41  in 

WGS 

rs1135840 Many Y 68 0 0  

rs72549353 

Not in 

PharmGKB  N 68 0 0  

Table 6.6 Validation of SNPs in CYP2D6  
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6.2.1.4 CYP3A5 

In the case of CYP3A5, there were no disagreements between WGS and SNP data and all called 

diplotypes were confirmed. 2 samples failed to amplify in the assay for the *8 haplotype, 

rs55817950. Both were called as *1/*3 in the WGS data. While other samples with this diplotype 

amplified normally, it is a rare diplotype and may indicate an area for concern. However the SNP 

pertaining to the *3 haplotype amplified correctly, confirming the observed diplotype.  

 

rs number Haplotype 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

rs10264272 *6 Y 68 0 0  

rs28365083 *2 Y 68 0 0  

rs28383479 *9 Y 68 0 0  

rs41303343 *7 Y 68 0 0  

rs55817950 *8 Y 66 0 2 

IBD-017 and 

JDM-006 failed 

to amplify. Both 

*1/*3 in WGS 

rs55965422 *5 Y 68 0 0  

rs56411402 *4 Y 68 0 0  

rs776746 
*3 & *9 Y 68 0 0  

Table 6.7 Validation of SNPs in CYP3A5 

6.2.1.5 CYP4F2 and rs12777823 

In the case of CYP4F2 and rs12777823, there were no disagreements between WGS and SNP 

data and no samples failed to amplify.

rs number Gene 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant  

Samples 

failing to 

amplify Comment 

rs2108622 CYP4F2 Y 68 0 0  

rs12777823  Y 68 0 0  

Table 6.8 Validation of SNPs in CYP4F2 and rs12777823 

6.2.1.6 F5 

There were no disagreements between WGS and SNP data in the case of F5, and no samples 

failed to amplify. 

rs number 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

rs6025 
Y 68 0 0  

Table 6.9 Validation of SNPs in F5 
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6.2.1.7 HLA-A and HLA-B 

For two samples, SRS-017 and JDM-007, the HLA-A *31:01 results disagreed with the WGS 

results. They were clear heterozygotes in WGS (ratios 26:24 and 38:30 respectively), but 

clustered as non-reference homozygotes in SNP data, although automated calling software called 

JDM-007 as heterozygote (green) (Figure 6.1). However, in both cases, other SNPs were seen 

nearby in WGS data and there were very few true homozygotes in the cohort (section 6.3.1.1.1). 

In the case of the assay for the SNP for HLA-B *57:01, 2 samples, IBD-015 and SRS-008 failed 

to amplify. One of these was HLA-B *57:01 negative, the other positive. Other samples with these 

haplotypes amplified normally.  

In the case of the assays for HLA-B *15:02 none of the SNPs matched the SNPs chosen for HLA-

B *15:02 originally (section 5.3.2.3.4). When the Congenica SNPs were checked, there was no 

disagreement between SNP and WGS data and no samples failed to amplify. However, multiple 

samples were heterozygous or homozygous for one or other of the HLA-B *15:02 SNPs. As per 

the original WGS data, samples heterozygous or homozygous for only one SNP were not 

considered to be HLA-B *15:02 positive. Only two samples were heterozygous or homozygous 

for both SNPs, suggesting they were HLA-B *15:02 positive. This disagrees with the WGS data 

where no samples were called as positive, based on the SNPs chosen originally. IBD-012 was 

heterozygous for both Congenica SNPs and JDM-001 was heterozygous for rs2844682 and 

homozygous for rs3909184 but neither was positive for any of the SNPs checked in the WGS 

data. This is discussed further in section 6.3.1.1.1. 

rs number 

Gene and 

haplotype 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

rs1061235 

HLA-A 

*31:01 Y 66 2 0 

JDM-007 and SRS-

017 disagreed  

rs2395029 

HLA-B 

*57:01 Y 66 0 2 

IBD-015 and SRS-

008 failed to 

amplify. In WGS, 

IBD-015 was 

negative, SRS-008 

was positive 

rs2844682 

HLA-B 

*15:02 Y 66 2 0 

IBD-012 and JDM-

001 suggested to 

be HLA-B *15:02 

positive 

rs3909184 

HLA-B 

*15:02 N 66 2 0 

IBD-012 and JDM-

001 suggested to 

be HLA-B *15:02 

positive 

Table 6.10 Validation of SNPs in HLA-A and HLA-B 
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6.2.1.8 IFNL3  

In the case of IFNL3, no samples failed to amplify and there were no disagreements between 

SNP and WGS data.

rs number 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant  

Samples 

failing to 

amplify Comment 

rs12979860 Y 68 0 0  

Table 6.11 Validation of SNPs in IFNL3 

 

6.2.1.9 SLCO1B1 

In the case of SLCO1B1, there was a single disagreement and no failed assays. The 

disagreement was in IBD-007. It was called as a heterozygote in the assay, but as reference 

sequence in WGS (Figure 6.2). On re-examination of the WGS data, only 6 reads out of 22 were 

non-reference (Figure 6.3). An additional SNP was used that was not checked initially during 

WGS analysis. rs4149056 identifies multiple reduced function alleles and rs4149015 adds some 

clarity as to which reduced function allele is present. However, several samples did not have the 

rs4149056 SNP, but did have rs4149015 and other variants which identify the *21 haplotype.  

rs number Haplotype 

Checked 

in WGS 

Samples 

concordant 

Samples 

discordant  

Samples 

failing to 

amplify Comment 

rs4149056 

*5, *15, 

*17 Y 67 1 0 

IBD-007 was 

called as a 

het. In WGS, 

but 6/22 reads 

were non-ref 

rs4149015 
*17 & *21 N 68 0 0  

Table 6.12 Validation of SNPs in SLCO1B1 

Figure 6.1  HLA-A *31:01 rs1061235: clustering of samples SRS-017 (left image) and JDM-007 (right 
image)  
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Figure 6.2 SLCO1B1 rs4149056: clustering of IBD-007 (arrowed) with heterozygotes (green)  

Figure 6.3 SLCO1B1 rs4145106 for IBD-007. 6 of 22 reads are non-reference. Image from IGV 
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6.2.1.10 TPMT 

In the case of TPMT, there were no discrepancies and no assay failures. Although a smaller 

number of SNPs were checked than originally checked in the WGS analysis, all identified 

haplotypes were covered by the Congenica SNPs and all diplotypes were in agreement.

rs number Haplotype Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify 

Comment 

rs1142345 *3A and *3C Y 68 0 0  

rs1800460 *3A & *3B Y 68 0 0  

rs1800462 *2 Y 68 0 0  

rs1800584 *4 Y 68 0 0  

Table 6.13 Validation of SNPs in TPMT 

 

6.2.1.11 UGT1A1 

In the case of UGT1A1, there were no disagreements and no samples failed to amplify for any 

assay. However, the SNP rs8175347 was not included in the Congenica panel. This is discussed 

in section 6.3.1.5.3. As no DNA was available for confirmation of IBD-004, the only *36 haplotype 

seen in the cohort could not be verified. 

rs number Haplotype 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant  

Samples 

failing to 

amplify Comment 

rs1976391 

Not in 

PGKB 

haplotype 

set N 68 0 0  

rs4148323 *6 Y 68 0 0  

rs887829 

*1, *6, *28, 

*36,  *37 Y 68 0 0  

Table 6.14 Validation of SNPs in UGT1A1 

 

6.2.1.12 VKORC1 

In the case of VKORC1, BBS-003 failed to amplify for rs9934438. In WGS data it was 

heterozygous. However, as this SNP is in tight linkage disequilibrium with rs9923231, for which 

BBS-003 amplified and was confirmed to be heterozygous, this can be used as confirmation. 

Other samples heterozygous for rs9934438 amplified normally. Otherwise there were no 

disagreements.



Chapter 6: Validation 

256 

 

rs number Function 

Checked 

in WGS  

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

rs9923231 

Normal, 

intermediate, 

low Y 68 0 0  

rs9934438 

In linkage 

disequilibrium 

with above Y 67 0 1 

BBS-003 failed 

to amplify 

rs2359612 

Not in 

PharmGKB 

haplotype set N 68 0 0  

Table 6.15 Validation of SNPs in VKORC1 

 

6.2.2 Comparison of SNP and WGS data for additional pharmacogenes 

For 12 of the additional 78 pharmacogene assays, a single sample failed to amplify (Table 6.16). 

In each case another sample with the same genotype amplified normally. In one other assay, 

rs35694136 (CYP1A2), there were five samples that failed to amplify. All but one were ref in WGS.  

Gene rs number 

Samples 

concordant 

Samples 

discordant 

Samples 

failing to 

amplify Comment 

AARS rs2070203 68 0 0  

ABCB1 rs2032582 66 2 0 

JDM-010 and SRS-14 

clustered ambiguously 

between het and ref. Both het 

in WGS. 

ABCB1 rs1045642 68 0 0  

ABCB11 rs497692 68 0 0  

ABCG2 rs2231142 68 0 0  

ADRA2A rs1800544 68 0 0  

ADRA2A rs1800545 67 0 1 

SRS-20 failed to amplify. Ref 

in WGS 

ADRB1 rs1801253 68 0 0  

ADRB2 rs1042713 68 0 0  

AGTR1 rs275651 68 0 0  

AGTR1 rs5186 67 0 1 

IBD-001 failed to amplify. Ref 

in WGS 

AGTR1 rs5182 68 0 0  

ANKK1 rs1800497 68 0 0  

ATM rs11212617 68 0 0  

BDKRB1 rs12050217 68 0 0  

CACNA1C rs1006737 68 0 0  
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CACNA1C rs1051375 68 0 0  

COMT rs4680 68 0 0  

CYP1A2 rs2069514 68 0 0  

CYP1A2 rs762551 68 0 0  

CYP1A2 rs35694136 63 0 5 

BBS-002, BBS-006, IBD-014, 

USH-001 & JDM-005 failed to 

amplify. All but one ref in 

WGS 

CYP1A2 rs12720461 68 0 0  

CYP2B6 rs2279343 62 6 0 

BBS-002, BBS-012, BBS-014, 

IBD-003, IBD-005, IBD-006 

results clustered between het 

and ref. All ref in WGS 

CYP2B6 rs28399499 68 0 0  

CYP2B6 rs3211371 68 0 0  

CYP2B6 rs35303484 68 0 0  

CYP2B6 rs3745274 67 0 1 

BBS-010 failed to amplify. Ref 

in WGS 

CYP2B6 rs8192709 68 0 0  

CYP3A4 rs138105638 68 0 0  

CYP3A4 rs2740574 68 0 0  

CYP3A4 rs35599367 68 0 0  

CYP3A4 rs4646438 68 0 0  

CYP3A4 rs4986910 67 0 1 

SRS-011 failed to amplify. Ref 

in WGS 

CYP3A4 rs4987161 68 0 0  

CYP3A4 rs55785340 68 0 0  

CYP3A4 rs55901263 67 0 1 

SRS-008 failed to amplify. Ref 

in WGS 

CYP3A4 rs55951658 67 0 1 

SRS-018 failed to amplify. Ref 

in WGS 

CYP3A4 rs67666821 68 0 0  

DRD2 rs1799732 68 0 0  

DRD2 rs1799978 68 0 0  

F2 rs1799963 68 0 0  

FKBP5 rs4713916 68 0 0  

GRIK4 rs1954787 68 0 0  

GRIN2B rs2058878 68 0 0  

GRK5 rs2230345 68 0 0  

HPSE2 rs10883099 68 0 0  

HTR2A rs6311 68 0 0  

HTR2A rs7997012 68 0 0  

HTR2A rs6313 68 0 0  

HTR2C rs1414334 67 0 1 

SRS-006 failed to amplify. 

Hom in WGS 
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HTR2C rs3813929 68 0 0  

ITGB3 rs5918 68 0 0  

KCNJ6 rs2070995 68 0 0  

KIF6 rs20455 68 0 0  

LILRB5 rs12975366 67 0 1 

SRS-008 failed to amplify. Het 

in WGS  

LPA rs10455872 67 0 1 

SRS-002 failed to amplify. Ref 

in WGS 

LPA rs3798220 68 0 0  

MTHFR rs1801131 68 0 0  

MTHFR rs1801133 68 0 0  

MTR rs1805087 67 0 1 

IBD-017 failed to amplify. Het 

in WGS 

NOS1AP rs10494366 68 0 0  

NOS1AP rs10800397 68 0 0  

NOS1AP rs10919035 68 0 0  

NOS3 rs1799983   1 

JDM-010 failed to amplify. Het 

in WGS 

OPRD1 rs678849 68 0 0  

OPRM1 rs1799971 68 0 0  

OPRM1 rs510769 68 0 0  

POLG rs113994095 68 0 0  

POLG rs113994097 68 0 0  

POLG rs113994098 68 0 0  

POR rs1057868 68 0 0  

PRSS53 rs7294 68 0 0  

SLC6A4 rs1042173 68 0 0  

SLC6A4 rs25531 68 0 0  

UGT1A4 rs2011425 68 0 0  

VCAN rs309557 68 0 0  

YEATS4 rs7297610 67 0 1 

SRS-020 failed to amplify. Ref 

in WGS 

No gene rs2952768 68 0 0  

Table 6.16 Validation of SNPs in additional pharmacogenes 

In the case of the assay for rs2032582 (ABCB1), two samples, JDM-010 and SRS-14, clustered 

ambiguously between het and ref clusters and could not be called (Figure 6.4). Both were 

heterozygous in WGS data. The WGS data were rechecked, but no SNPs could be seen that 

might have affected results. In the case of the assay for rs2279343 (CYP2B6), six samples 

clustered ambiguously and could not be called, although the software called four as heterozygotes 

and two as unknowns (Figure 6.5). All samples were heterozygous in WGS. The WGS data were 

rechecked, but no SNPs could be seen that might have affected the results. Of note, most results 

were from an early run (section 6.3.1.5.4). 

All samples in all other assays amplified normally and results were the same as the WGS calls.
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Figure 6.4 ABCB1 rs2032582: clustering of samples JDM-010 and SRS-014 (circled) 

Figure 6.5 CYP2B6 rs2279343: clustering of samples BBS-002, BBS-012, BBS-014 (circled left), 
IBD-003 (circled centre), IBD-005, IBD-006 (circled right)   
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6.2.3 Comparison of SNP and WGS data for tracking SNPs 

In four of the 24 tracking samples (16%), one or two samples failed to amplify (Table 6.17). Two 

assays, those for DMRT2 (Figure 6.6) and SNTG2 (Figure 6.7), had one or more samples that 

clustered ambiguously. In the case of two assays, GRIN3B and NKD2, there was disagreement 

between SNP and WGS data for a single sample, SRS-012 (Figure 6.8). In each case SNP data 

called the sample as a homozygote non-reference, but WGS data showed a clear heterozygote. 

There were no nearby SNPs that would account for the discrepancy in either case. In a final 

assay, that for SOX6, the sample did not amplify normally (Figure 6.9). 

 

 

 

 

Figure 6.6 DMRT2 rs23824419: clustering of samples BBS-002, BBS-009, BBS-014, IBD-019 
(circled left) and IBD-018 (circled right). SRS-021 not included in image 
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Gene rs number 

Samples 

concordant 

Samples 

discordant 

Samples 

failing 

to 

amplify Comment 

B9D2 
rs2241714 66 0 2 

JDM-012 and BBS-018 failed 

to amplify 

COG1 
rs1037256 68 0 0  

COL4A4 
rs10203363 68 0 0  

DMRT2 
rs3824419 62 6 0 

Ambiguous clustering BBS-

002, BBS-009, BBS-014, IBD-

007, IBD-018, SRS-021 

DNMT1 rs2228611 68 0 0  

EVC rs4688963 67 0 1 SRS-020 failed to amplify 

FERMT1 rs10373 68 0 0  

FREM2 rs9532292 68 0 0  

GRIN3B rs4807399 67 1 0 

SRS-012 had shorter 

trajectory, called as hom, het 

in WGS data, but low 

concentration sample 

L2HGDH rs2297995 68 0 0  

LAMA3 rs9962023 68 0 0  

MUC6 rs7481521 68 0 0  

NDUFV3 rs4148973 68 0 0  

NKD2 rs60180971 68 0 0 

SRS-012 had shorter 

trajectory, called as hom, het 

in WGS data, but low 

concentration sample 

NPHS2 rs1410592 67 1 0  

PDP1 rs4735258 68 0 0  

PLCG1 rs753381 68 0 0  

SLC12A6 rs4577050 68 0 0  

SNTG2 rs4971432 66 1 1 

SRS-020 failed to amplify.  

IBD-008 clustered 

ambiguously between het and 

hom. Het in WGS 

SOX6 rs4617548 67 1 0 

SRS-020 poor amplification. 

Het in WGS  

SUMF1 rs2819561 68 0 0  

TDRD7 rs1381532 68 0 0  

TNFRSF4 
rs17568 68 0 0  

WNK1 
rs7300444 67 0 1 SRS-020 failed to amplify.  

Table 6.17 Validation of SNPs in tracking SNP
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Figure 6.8 GRIN3B rs4807399 and NKD2 rs60180971: clustering of sample SRS-012 (circled): 
shortened trajectory and calling as non-reference homozygote for GRIN3B rs4807399 (left) and NKD2 
rs60180971 (right) 

showing  

Figure 6.7 SNTG2 rs4971432: clustering of sample IBD-008 (circled) between wild type and 
heterozygotes 
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Figure 6.9 SOX6 rs4617548: clustering of sample SRS-020: shortened trajectory and calling as non-
reference homozygote (circled)
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6.2.4 Comparison of copy number variants 

Copy number variants could only be validated for IBD-007 (duplication of CYP2D6) and IBD-013 

(deletion of CYP2D6) and this was done by Congenica Ltd. The copy number duplication detected 

by Astrolabe in IBD-007 and the copy number deletion in IBD-013 were confirmed (Figure 6.10). 

 

 

 

 

 

 

 

Figure 6.10 Copy number variants validation for IBD-007 (blue arrows, copy number gain) and IBD-005 
(red arrows, copy number loss)shown in CopyCaller software. Image courtesy of Congenica Ltd 
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6.3 Discussion 

6.3.1 Performance of whole genome sequencing compared to SNP genotyping 

6.3.1.1 Pharmacogenes with CPIC or DPWG prescribing guidelines 

6.3.1.1.1 SNPs in pharmacogenes with CPIC or DPWG prescribing guidelines 

Overall there were 75 individual assays for SNPs pertaining to the actionable pharmacogenes 

discussed in Chapter 5. Each one was run for each of 68 samples, making a total of 5100 

individual assays. 

In total, there were 18 failures to amplify (<0.5% of assays run). This consisted of 12 assays 

where a single sample failed and three assays where two samples failed. Possible reasons for 

this are discussed in section 6.3.1.4.3. 

There were five issues when comparing WGS and SNP data affecting < 0.1% of assays run. Two 

were in HLA-A rs1061235 where samples JDM-007 and SRS-017 did not cluster with other 

heterozygotes, neither did they cluster with the single homozygote (Figure 6.1). This may be 

because there was only a single homozygote for rs1061235 in the entire cohort. The variant 

calling software operates by comparing amplification curves between samples, so the fewer of 

one particular type is seen, the more difficult the software finds it to call the sample. When the 

WGS data were re-examined, additional SNPs were seen in the surrounding 20 base pairs. This 

may have affected sample amplification and is the likeliest reason for the discrepancy. This could 

be resolved by the use of Sanger sequencing to determine the sequence at this nucleotide.  

A third disagreement was in sample IBD-007 for SLCO1B1 rs4149056, where the sample 

clustered as a heterozygote (Figure 6.2) but had been originally called as ref. When the WGS 

data were re-examined, it was seen that is was a heterozygote, with 6/22 reads (27%) being non-

reference (Figure 6.3). This was missed originally. It is unclear whether the individual is mosaic 

for the non-reference allele or that due to the relatively low read depth, the ratio was not 50:50. 

Sequencing at a greater read-depth might help to resolve this.  

The remaining two issues were with HLA-B, where IBD-012 was heterozygous for both SNPs 

tested and JDM-001 was heterozygous for one and homozygous for the other. While this agreed 

with WGS data, none of the samples were called as HLA-B positive based on the original SNPs 

chosen. As discussed in sections 5.3.2.3.4 and 6.1.2, the SNPs originally selected were not 

included in the Congenica assay but there were two alternative HLA-B SNPs. Selection of SNPs 

for HLA-B*15:02 is difficult, and there is little agreement as to which SNPs are best. There appears 

to be ethnic variation also. When comparing the Congenica SNPs for these samples with the 

SNPs originally examined in WGS data, neither of these individuals has any positive SNPs for 

HLA-B *15:02 in the WGS data, while other individuals with negative SNPs in Congenica data 

have a single positive SNP in WGS data. When the ethnicities of the patients were considered, 

patient IBD-012 is described as white European, making HLA-B *15:02 positivity unlikely for her. 

Patient JDM-001‘s ethnicity is described as other, so it remains possible that they are from an 

ethnic group where HLA-B *15:02 is seen. It may be that SNP testing is not a good method of 
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testing for HLA-B *15:02, and this is certainly the case for other HLA-B haplotypes such as HLA-

B *44. Sanger sequencing would not help with resolution of this issue. Serological testing of HLA 

alleles is done routinely as part of a bone marrow transplant workup and remains the gold 

standard(793). 

Of note, as mentioned in section 6.2.1.9, an additional SNP, rs4149015, was used in the 

Congenica panel compared to in the original WGS analysis of SLCO1B1. This SNP distinguishes 

the *17 and *21 haplotypes. The function of the *21 haplotype is undetermined and no prescribing 

advice exists for it. Several samples were identified that were positive for rs4149015, but negative 

for rs4149056, identifying them as having the *1/*21 diplotype. The samples in question are JDM-

004, SRS-002 and SRS-018. The population frequency of the *21 haplotype is unknown. From 

these data, the frequency in the cohort is 4%. However, it does not change prescribing advice for 

any of these individuals, and they would be given the same prescribing advice as individuals with 

the *1/*1 haplotype, as they were originally. 

6.3.1.1.2 CNVs in pharmacogenes with CPIC or DPWG prescribing guidelines 

The sole deletion and one of the duplications detected by Astrolabe were confirmed. Lack of DNA 

meant the others could not be confirmed. These results suggest that Astrolabe can detect CNVs. 

However, in several samples, Astrolabe detected a duplication that did not seem to be present 

when WGS data were reviewed. As no DNA remained, these samples could not have their copy 

number status clarified, leaving doubt over the ability of Astrolabe to confirm CNVs. 

6.3.1.2 Additional pharmacogenes without CPIC or DPWG prescribing guidelines 

Overall there were 78 individual assays for SNPs pertaining to the pharmacogenes without CPIC 

or DPWG guidelines, that is, those pharmacogenes not originally considered when examining the 

WGS data. Each one was run for each of 68 samples, making a total of 5304 individual assays. 

In total, there were 17 failures to amplify (< 0.5% of assays run). This consisted of 12 assays 

where a single sample failed and one assay where five samples failed. Possible reasons for 

amplification failure are discussed in section 6.3.1.4.3.  

There were 8 disagreements (< 0.15% of total assays run) between SNP and WGS data, although 

these were all found in just 2 different SNPs (2.5% of SNPs). 

The first of these was ABCB1, rs2032582, where JDM-010 and SRS-14 clustered ambiguously 

between het and ref. In both cases, the samples were clearly ref in WGS, and there were no 

SNPs in the surrounding areas to explain this discrepancy, although SNPs that might have 

affected primer binding have not been excluded. Therefore, the genotypes at this SNP remain 

undetermined. This could be resolved by additional testing, for example by Sanger sequencing of 

this variant. 

The second issue was with CYP2B6, rs2279343, where multiple samples clustered ambiguously 

between ref and het, meaning that they could not be called. This affected samples BBS-002, BBS-
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012, BBS-014, IBD-003, IBD-005 and IBD-006. All the samples were ref in WGS data. No SNPs 

were identified in the area immediately surrounding this nucleotide, but more distant SNPs have 

not been excluded. All of these samples were run together, although no quality control issue was 

identified that might explain it. Sanger sequencing would confirm the correct genotype.  

6.3.1.3 Tracking SNPs 

While not relevant to whether pharmacogenomic data can be extracted successfully from WGS 

data, issues with tracking SNPs have been included for comparison. There were 24 individual 

tracking SNP assays. Each was run for 68 samples, making a total of 1632 individual assays.  

In total, there were six failures to amplify (< 0.5% of assays run). This consisted of 4 assays where 

a single sample failed and one assay where two samples failed. Possible reasons for amplification 

failure are discussed in section 6.3.1.4.3. There were five assays where there were 

disagreements between DNP and WGS data affecting ten samples (< 1% of assays run).  

The first of these was DMRT2, rs3824419, where multiple samples, BBS-002, BBS-009, BBS-

014, IBD-007, IBD-018 and SRS-021, clustered between het and ref, while all were ref  in WGS. 

The same issue was seen for SRS-012 for GRIN3B rs4807399 and NPHS2 rs1410592. No SNPs 

were identified in the surrounding nucleotides and no issue was identified in QC data, although 

SNPs further upstream or downstream have not been ruled out as a cause. Sanger sequencing 

would resolve this issue. The same is true of SNTG2 rs4971432, in sample IBD-008, although in 

this case it was called as het in WGS. 

The final disagreement was in SOX6 rs4617548, where the sample appeared to be following the 

homozygote trajectory, but did not cluster with the other homozygote samples. It was a 

heterozygote in WGS data. This appears to be an amplification problem, and SRS-020 is a 

sample that failed to amplify on more than one occasion (section 6.3.1.4.3). Resolution of this 

discrepancy would require Sanger sequencing. 

6.3.1.4 Overall performance for all pharmacogenes 

6.3.1.4.1 Clustering failures 

In the vast majority of samples, WGS sequence data were confirmed by SNP data. In those cases 

where there was disagreement, it was generally when the SNP data did not cluster sufficiently 

well to make a call, meaning that the SNP data would have been ambiguous regardless of WGS 

data. This was the case for the HLA-A, ABCB1, ATM and CYP2B6 SNPs described in sections 

6.3.1.1 and 6.3.1.2. With the exception of HLA-A no causes for ambiguous clustering were found, 

and Sanger sequencing would be the best way of resolving this. However, DNA shortage meant 

that this was not an option. Issues with clustering are further discussed in section 6.3.1.5.4. An 

additional issue was the fact that several samples were called as HLA-B *15:02 positive by the 

Congenica Ltd assay but not by the WGS assay where different SNPs were used. A summary 

can be seen in Table 6.18. When tracking SNPs were excluded and clustering issues ignored, 

the overall disagreement rate for pharmacogene assays was < 0.01. 
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Type of 
SNP 

No. of 
SNPs 
per 
sample 

Total 
no. of 
assays 

No. of 
concordant 
assays  

No. of 
assays 
not 
amplified 

No. of 
assays 
with 
clustering 
issues 

No. of 
assays 
truly 
discordant 

%  truly 
discordant
  

Actionable 
pharmaco-
genes 

75 5100 5079 18 2 1 0.02 

Other 
pharmaco-
genes 

78 5304 5279 17 8 0 0 

Tracking 
SNPS 

24 1632 1617 6 7 2 0.1 

Total 177 12036 11975 41 17 3 0.02 

Total 
pharmaco-
genes 

153 10404 10358 35 10 1 <0.01 

Table 6.18 Comparison of WGS data with SNP data, showing percentage of true disagreements 

6.3.1.4.2 Disagreements between WGS and SNP data 

Only in HLA-B and SLCO1B1 were there actual disagreements. In HLA-B it appears that using 

SNP data is not a good method of identifying HLA-B *15:02 positive individuals at present. Until 

SNPs are validated in large numbers of individuals of different ethnicities whose HLA-B 

haplotypes have been confirmed serologically, this will continue to be the case. With SLCO1B1, 

it appears that the SNP data identified an individual who is positive, or perhaps mosaic, for the 

rs4149056 variant. This was originally missed in WGS data. If this individual were a mosaic for 

this variant it is unclear what the clinical effect of this would be. 

6.3.1.4.3 Failures of amplification 

The failures of amplification in general did not affect confirmation of WGS data in the actionable 

pharmacogene because, in almost every case, it was not the SNP seen in WGS that failed to 

amplify. However, the possibility remains that other, rarer haplotypes might be missed in this way. 

There were only two cases where an important SNP failed to amplify. In the first the haplotype 

could be confirmed without the SNP (and was confirmed in an identical twin) and in the second, 

a SNP in very tight linkage disequilibrium was also included in the panel and so the genotype 

could be confirmed. There were more issues for the non-actionable pharmacogenes, as many 

had only a single SNP included.  

Failures of amplification have several possible underlying causes. Possibilities include primer 

non-binding, for example, due to a SNP underlying the binding site, poor loading of the plate so 

that DNA did not enter that particular assay well, a problem with the plate such as poor spotting 

of the probe onto the plate or a homozygous deletion of that particular section of DNA, which is 

unlikely if the area is well covered by WGS. 
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Interestingly while most samples had one or no failed amplifications overall, several samples had 

failed amplifications over more than one assay. This is shown in Table 6.19. However, all of these 

samples amplified well in other assays. A possible explanation is plate loading, which is operator 

dependent. While the spotting of the samples on the plate is done by machine, the plate then has 

to be manually filled with oil and sealed. This must be done very rapidly as samples will evaporate 

until sealing is completed. The introduction of bubbles when the plate is being filled with oil affects 

how the assays perform, with areas under a bubble not amplifying correctly. Therefore, if a small 

bubble is present, one or more of the assays for a particular sample may not work. However, in 

the case of all SRS samples and some other samples, small volumes of DNA remained for 

performing this experiment. Dilution was required to increase the volume to the minimum required 

for the assay. While the concentrations of the samples remained above or at the minimum 

recommended for the assay, it is possible that they were insufficiently mixed and that the 

concentration was not even throughout the sample. In addition, the SRS samples were older than 

the other samples in the study. 

Sample Number of failures Possible reason 

IBD-014 2 No reason identified. Possible loading error 

IBD-017 2 

Very small volume of DNA available for assay. 

Required dilution. Possible insufficient mixing or 

loading error 

SRS-006 2 

Very small volume of DNA available for assay. 

Required dilution. Possible insufficient mixing or 

loading error 

SRS-008 5 

Very small volume of DNA available for assay. 

Required dilution. Possible insufficient mixing or 

loading error 

SRS-020 5 

Very small volume of DNA available for assay. 

Required dilution. Possible low concentration, 

insufficient mixing or loading error 

Table 6.19 Samples with failures in more than one assay 

6.3.1.5 Issues identified  

Overall, the WGS data were in almost complete agreement with the SNP data, making WGS a 

feasible method for the extraction of pharmacogenomic data. This is in agreement with previously 

published data and the recent large study by Reisberg(636, 794). However, some issues were 

identified in this experiment.

6.3.1.5.1 Confirming copy number variants 

The use of a SNP-based assay did not allow for confirmation of copy number variants in CYP2D6 

(section 5.2.4.4). This is a limitation of SNP-based testing, and other assays exist for the 

confirmation of CNVs(793, 795, 796). A qPCR-based assay, the TaqMan® CYP2D6 CNV assay, 

was used to confirm two of the identified CNVs. Unfortunately, in this cohort, shortage of DNA 

meant that this confirmation could not be performed for the remaining samples resulting in the 

copy number variants identified by Astrolabe remaining unconfirmed. The use of long read WGS 
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is likely to mean that extracting copy number information from WGS data will be more 

straightforward in future(797). 

6.3.1.5.2 Clarification of disagreements 

Again, due to a lack of DNA, disagreements between SNP and WGS data could not be clarified 

and neither could SNP samples that clustered ambiguously. Ideally, these discrepancies could 

be resolved by Sanger sequencing of the variants in question. 

6.3.1.5.3 Choice of SNPs 

In the initial WGS analysis, the analysed SNPs were restricted to those that would allow alteration 

in prescribing. However, this meant that rare SNPs were missed, as was shown by Astrolabe (see 

section 5.2.4). However, Astrolabe also called haplotypes that did not appear to be present, 

apparently calling them on the basis of one of a number of SNPs or minor SNPs when the major 

SNP for that haplotype was not present. This is a limitation of computational calling. However, in 

order to analyse large numbers of SNPs, computational support is necessary. Analysis was done 

manually in this project, but that meant that it was extremely difficult to expand the number of 

SNPs looked at (section 5.3.1.2). The restricted SNP set is also a limitation of SNP genotyping, 

but unlike WGS, there is no option to check additional SNPs or to expand the set of SNPs 

examined. For example, in the case of UGT1A1, the inability to interrogate rs8175347 (a triplet 

repeat variant) in the SNP genotyping data meant that samples could be divided only into 

increased and decreased function, rather than calling exact diplotypes. While this is certainly good 

enough to allow use of current prescribing guidelines, it may not be if guidelines are refined to 

take account of the exact diplotype seen. It is likely that as pharmacogenomics knowledge 

increases, particularly in relation to exactly which SNPs are required for a haplotype to be present 

in a given ethnicity, the most accurate way to obtain pharmacogenomic data will be to use WGS 

and interrogate it with automated bioinformatics methods. 

 6.3.1.5.4 Resolving issues with clustering 

In the Congenica Ltd custom pharmacogenomics assay samples were called on the basis of the 

detection of two fluorescent dyes. In heterozygotes, approximately equal amounts of both dyes 

should be detected, while in reference or non-reference homozygotes only one dye should be 

detected (Chapter 2). In reality, small amounts of the other dye are detectable even in 

homozygote samples and the software calls samples in part by looking at how they behave with 

respect to other samples that have been tested. This means that the greater the number of 

samples run on a particular machine the more the calling improves. In the earliest runs, many 

samples were ambiguous, but as more samples were run, the software’s ability to call samples 

improved and many of the early clustering issues were resolved. However, in assays where few 

reference or non-reference homozygotes were seen, the software appeared to have difficulty in 

telling the difference between homozygotes (either reference or non-reference) and 

heterozygotes that did not amplify exactly like the other heterozygotes.  

It is possible that the observed clustering issues will resolve as more assays are performed using 

the platform. They might also be improved by the purchase of commercial control samples, but 
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this is expensive, both in terms of the initial expenditure, and that fact that a control then replaces 

a normal sample, albeit in a single run. While it is possible to manufacture oligonucleotides that 

contain the reference and control sequences for all assays that are then ligated together and can 

be run as a single sample, this is expensive and caution would be needed to avoid contamination 

of other samples, equipment and machinery. 

6.3.1.5.5 Poor coverage in WGS data 

While not an issue for the pharmacogenes looked at in the original WGS analysis, poor coverage 

(defined as a read depth of less than 10x in WGS data) was an issue for some SNPs in the 

additional pharmacogenes, namely the SNPs for ADR2A (rs1800545), ADRB1, DRD2 

(rs1799732), OPRM1 (rs10769) and SLC6A4 (rs25531). This was particularly the case for 

ADRAB1, DRD2 and SLC6A4, where up to 25% of samples had a read depth of less than ten. 

While this did not appear to affect agreement between SNP and WGS data and there were no 

discrepancies noted in any of them, poor coverage might mean that these SNPs would be difficult 

to call in WGS as they would not meet the pre-set quality control standards. Recent EMA Good 

Pharmacogenomics guidance has suggested a that a read depth of 30x is desirable(798). 

6.3.1.5.6 Prescribing advice 

Using a SNP based assay allowed confirmation of SNPs which were manually converted to 

haplotypes and diplotypes as was done with WGS data. Therefore, the diplotypes called from the 

WGS sequence were not directly confirmed and neither was the prescribing advice that was 

manually collated. A solution would be to use a commercial company that converts SNP data to 

prescribing data, for example Translational Software Ltd (www.translationalsoftware.com). 

6.3.1.5.7 Phasing 

As discussed in section 5.3.2.2.1, it is not possible to detect phase using current short read WGS 

data. Most SNP based testing cannot detect phase either, so there is the possibility that variants 

that are assumed to be in trans are in cis, and vice versa. This was not possible to resolve in this 

study and it is an issue with most commercial pharmacogenomic tests. As in the case of CNVs, 

long-read WGS technologies have the potential to resolve this(363, 608).  

6.3.1.6 Limitations and improvements 

There were a number of limitations to this study. Firstly, not all samples had sufficient DNA 

remaining for confirmation. Had more been available, it would have allowed confirmation of copy 

number variants. It also would have been possible to rerun any assays where there were issues 

with clustering and to confirm any disagreements using Sanger sequencing.  

Secondly, a relatively limited SNP set was examined initially in WGS data. Results from Astrolabe 

and the extended set of SNPs for some genes in the Congenica Ltd assay suggest that looking 

at a larger number of SNPs might be beneficial. However, calling SNPs manually was time 

consuming, and also allowed the possibility of operator error. Automating this step, possibly by 

building a list of SNPs into software such as Qiagen Variant AnalysisTM, Congenica SapientiaTM 

or Fabric Genomics OmiciaTM, would allow this to be done for larger cohorts in a shorter time. It 
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would also be possible to write an algorithm that would call SNPs and haplotypes from a vcf file. 

This would be particularly beneficial for genes with large numbers of haplotypes such as CYP2D6 

and was done recently by Reisberg et al.(636). However, as was seen in the Astrolabe data, 

automated calling has pitfalls, such as when a haplotype was imputed from the presence of minor 

SNPs only, without the major or “tag” SNP for a haplotype being present. For this reason, using 

a relatively small SNP set and checking manually is good for validation purposes, even though it 

does not exclude the possibility of missing rare haplotypes. 

Thirdly, it was not possible to determine whether individuals were positive for HLA-B *44 or HLA-

B *58:01 from WGS sequence by manual comparison. This was mainly because there is 

extremely limited data as to what constitutes these haplotypes and which SNPs are allowable and 

which are sufficient to call a sample as *44 or *58:01. Although this was attempted, it became 

clear that further work would be required to determine the consensus sequences to be used, 

especially in mixed populations. Clinical testing of HLA haplotypes is also possible.  

The use of long-read sequencing data would allow calling of phase and also increase the ability 

to detect copy number variants, which would be an improvement on current methods. This would 

be the preferred method going forward, especially as costs come down and the technology is 

more readily available. 

An aim is to bring a study such as this into the clinical setting and see how it could influence 

prescribing and ascertain the most beneficial time and setting of testing. This is discussed in 

section 6.3.4. 

6.3.2 Advantages and disadvantages of WGS compared to other methods 

As shown in section 6.3.1, WGS performed well when compared to SNP genotyping, the method 

most commonly used in commercial pharmacogenomic tests. However, both methods have 

strengths and weaknesses and may therefore be appropriate for different clinical circumstances. 

6.3.2.1 Advantages of WGS 

6.3.2.1.1 Potential to review data 

WGS has a major advantage over any current commercially available tests in allowing the data 

to be accessible for review. As WGS sequences all coding and non-coding areas of the genome, 

further pharmacogenomic data can be extracted at any point. This might be important when 

pharmacogenomic guidelines change to include additional pharmacogenes or haplotypes, when 

novel pharmacogenes are discovered or when additional information about haplotypes becomes 

available, for example in understanding the clinical consequence of a rare haplotype or the 

discovery of a new haplotype. This is likely to be important as we learn more about 

pharmacogenomics and in particular about modifiers. Data from SNP assays are fixed and cannot 

be reviewed to add additional genes or haplotypes, meaning that the test might have to be 

modified and repeated for up-to-date prescribing information. This may be even more relevant to 

individuals from minority ethnic groups, who may not be well served by current tests. Much of the 
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data on which we base our current genomic knowledge do not accurately reflect human 

diversity(367). 

6.3.2.1.2 Prospective data 

As data can be reviewed and revised at any time, WGS-based testing is ideal for prospective data 

use, meaning that testing can be initiated at any point and the data interrogated when relevant. 

While this would require computational solutions and linked prescribing, which is discussed in 

section 6.3.4.3, it means that data are available at the point of prescribing and eliminates the wait 

for test results. This is currently a limitation of pharmacogenomic prescribing, as physicians may 

be reluctant to delay prescribing while awaiting results. Although this could be alleviated by point 

of care testing, this is not cheap, nor is it available for all pharmacogenes. Rapid initiation of 

treatment may be particularly important for chemotherapeutic agents. The earlier in life that testing 

is done, the more prescribing episodes the data will be available for. Prospective testing has been 

implemented in St Jude’s Children’s Hospital as part of the PG4KDS study 

(https://www.stjude.org/research/clinical-trials/pg4kds-pharmaceutical-science.html). 

6.3.2.1.3 Increased accuracy 

In addition to the ability to cover all pharmacogenes and haplotypes, the introduction of long read 

sequencing technology will allow a single test to look at copy number variants in addition to SNPs. 

Also unlike SNP-based testing, it will allow the identification of phase for more accurate 

haplotyping, and will reduce the possibility that pseudogenes are being sequenced or genotyped 

instead of the pharmacogene, thereby increasing the accuracy and reliability of results.  

6.3.2.1.4 Adding value to WGS sequencing 

While the cost of WGS is reducing all the time, it is still an expensive test compared to WES, 

single gene tests, or SNP-based PGx testing. However, more people are having WGS sequencing 

done for diagnostic reasons, and WGS will be an important test in the new NHS test directory 

when it is introduced in 2019. Extracting pharmacogenomic data will add value to WGS. In 

particular, patients who are eligible for WGS are likely to have complex disease, and therefore 

may stand to benefit from pharmacogenomic testing at a younger age. It is likely that at some 

point WGS will become the test method of choice for all genetic testing, especially when costs 

reduce to a point where it is not much more expensive to perform WGS testing than to do a single 

gene test. Being able to obtain pharmacogenomic data for little extra cost would be a benefit of 

this. WES has additional limitations in that a proportion of pharmacogenomic SNPs are intronic 

and so would not be covered by WES, limiting the utility of WES for pharmacogenomic 

testing(636). 

6.3.2.1.5 Gene or haplotype discovery 

As with gene discovery in diagnostics, WGS can be used in pharmacogenomic gene or 

haplotype discovery. However, caution needs to be exercised in the prediction of functionality 

from variants, and may need phenotypic testing, such as enzyme assays, to back it up(798). 
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6.3.2.2 Disadvantages of WGS 

6.3.2.2.1 Cost 

Currently, WGS is more expensive than other pharmacogenomic testing methods, and unless it 

is being done for another reason, such as diagnostics, it would not be cost effective to carry out 

pharmacogenomic testing by this method.  

6.3.2.2.2 Requirement to review data 

While, as discussed in section 6.3.2.1.1, the potential to review data is a huge advantage, it may 

also bring with it responsibilities, such as ensuring that patients have access to the most up-to-

date guidance, not just that which was available at the point when WGS was done. If WGS were 

to be routinely used for pharmacogenomics, it is probable that there would need to be a robust 

method for data review and for allowing patients and their doctors to access this. This obligation 

is less likely to exist with a SNP-based test, where the number of pharmacogenes and haplotypes 

checked cannot change, although there might still be implications should prescribing guidance 

change. 

6.3.2.2.3 Secondary findings and variants of unknown significance 

The utilisation of WGS in the clinical setting raises the possibility of identifying both variants of 

unknown significance that cannot be interpreted and also of secondary findings. Certain 

secondary findings are a particular risk in the pharmacogenomics setting. As discussed in Chapter 

5, if a virtual panel of pharmacogenes were to be drawn up, it might include CFTR, which, while 

not relevant to anyone without a diagnosis of cystic fibrosis (CF), would constitute a carrier test 

in individuals without CF should a pathogenic variant be identified. Also relevant is G6PD. Should 

heterozygous variants be identified in a male individual, a diagnosis of Kleinfelter syndrome or 

other sex chromosome abnormality would be possible, although there are other explanations such 

as mosaicism. A further example is the BRCA gene, where patients may be more responsive to 

alternative chemotherapeutic agents such as PARP inhibitors if they carry a pathogenic BRCA 

variant. A decision would be required in advance regarding which genes would be looked at and 

which, if any, incidental findings would be fed back to patients. Patients must be informed of this 

and have the ability to opt into, or out of, secondary findings.  

6.3.2.2.4 Ability to interpret WGS data 

Currently the ability to extract pharmacogenomic data from WGS sequence is far in advance of 

the ability to interpret it. It has been shown that rare variants, some of which will be clinically 

important, will be identified in a majority of patients(799). Determining clinical relevance and how 

to alter prescribing to take account of them will improve but at present, particularly in individuals 

from minority ethnic populations, we cannot always interpret the data we find. This means that 

the current approach is to utilise WGS data in exactly the manner of a SNP-based test, looking 

only at SNPs we can interpret confidently, and therefore providing no benefit over current, 

cheaper testing methods(800). 
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6.3.3 Benefits, limitations and ethics of pharmacogenomic testing 

6.3.3.1 Benefits of pharmacogenomics 

6.3.3.1.1 Patient safety and drug efficacy 

Pharmacogenomics is often described as giving the ability to give the right dose of the right drug 

to the right patient at the right time, and this has been a fundamental aim of medical professionals 

from long before pharmacogenomics was a concept. However, the study of pharmacogenomics 

has helped to refine the risk to patients and allow safer prescribing based on genetic background. 

The prescribing guidelines discussed in Chapter 5 can be divided into those affecting drug safety 

and those affecting drug efficacy, although of course, these may go together, especially if 

compliance is affected by adverse effects. Most of the current guidelines relate to toxicity rather 

than efficacy. HLA-A *31:01 and HLA-B *15:02 haplotypes and the development of severe 

cutaneous adverse effects is an excellent example of how pharmacogenomics can influence 

patient safety, where anti-epileptics such as carbamazepine, while working perfectly to control 

seizures, can cause life-threatening adverse effects(555, 557). Pre-emptive testing has been 

shown to reduce the risk of adverse outcomes(801). Similarly, codeine is not efficacious for poor 

metabolisers, but ultra-rapid metabolisers are at risk of overdose(526, 527, 645, 802). In the case 

of HLA-B *44 and ribavirin, the pharmacogenomic background mainly affects efficacy, increasing 

or decreasing the likelihood of viral clearance.  

The benefits may not always be clear. For example the EU-PACT and US-based COAG trials 

looked at the benefits of pharmacogenomic testing for warfarin prescribing. While the former 

showed a benefit, the latter did not(803, 804). Possible explanations include the more racially 

diverse population of the COAG trial and differences in trial methodology(805). A more recent 

study, the GIFT trial, has confirmed the findings of the EU-PACT study, that genotype guided 

prescribing is beneficial(806). 

Recently, there has been some research into patient perception of pharmacogenomics. In 

general, patients respond positively to pharmacogenomics in theory, and patient satisfaction 

appears to be higher when pharmacogenomic data are used(113, 807-809). However, patients 

did have concerns about insurance implications and the possibility of medical discrimination, 

highlighting the importance of the consent process where these concerns can be discussed and 

addressed, as is the case with all genetic testing. 

6.3.3.1.2 Cost benefit 

There is a potential economic argument for the introduction of pharmacogenomic testing due to 

the high cost of adverse drug reactions. The percentage of hospital admissions caused by ADEs 

in Europe has been estimated at between 2-10%(810). One US study put the cost at 

$666,159,537 in the year 2007 in the US for patients over the age of 65 only(811). Genetic drug 

reactions are often considered unpreventable adverse events, but may not be if the genotype is 

known in advance. A 2004 study by Pirmohamed et al. estimates that 6.5% of emergency 

admissions are related to ADEs and that each ADE event resulted in eight bed days, at a total 

yearly cost of £466,000,000(599). The cost of an NHS bed day is estimated at £500-£600 for a 



Chapter 6: Validation 

276 

 

short stay emergency admission, but a paediatric ICU bed can cost up to £4500 per day(812). A 

2001 study by Impicciatore et al. found that 9.3% of paediatric in-patients have ADEs, 

approximately 12% of them severe. The rate of hospital admission for ADEs was 2.09% and 

39.3% of these were considered life-threatening(813). Furthermore, recording of ADEs is not 

consistent, raising the possibility of patients being exposed to the same or a related drug 

again(412, 814). 

However, due to the current high cost of testing and the fact that variants causing adverse 

outcomes are generally rare, it has been difficult consistently to show an economic benefit. This 

may also be due to the difficult in estimating total costs of adverse drug outcomes, which may 

include loss of earnings or productivity. A 2016 review by Berm et al. showed that many studies 

found an economic benefit, but interestingly, these studies were more likely to be funded by 

pharmaceutical companies than those showing no benefit(815). Another review also found that 

the majority of studies showed economic benefit, with the cost of testing being a major factor(816). 

This is an argument for the extraction of data from existing WGS data as it reduces the cost of 

the testing. Proof that single gene single drug studies are cost effective may not be enough to 

drive implementation of testing, especially if testing is not available at the point of care with a rapid 

turnaround time(817-819).  

It is easier to analyse cost-benefit in defined groups of patients in relation to a single drug, but 

harder to extrapolate to a population level and especially when pre-emptive testing of multiple 

genes will have effects over a patient’s lifetime(820). However, as the cost of genetic testing goes 

down and the cost of healthcare increases, is likely that pharmacogenomic testing will become 

more cost effective. There is significant scope for harm avoidance, in that there is usually an 

alternative drug or dose reduction to reduce the risk of the ADE. A study by the Vanderbilt 

University Medical Centre estimated that 65% of their patients were exposed to one or more drugs 

with a known pharmacogenomic association in a five year period(821). Being aware of a potential 

risk, while it might increase anxiety, has few ill-effects(822, 823). In addition, cost benefit is not 

the only driver of test implementation. Additional costs, such as those of litigation may increase 

demand, particularly from insurance companies or alternatively force pharmaceutical companies 

to recommend pharmacogenomic testing in advance of prescribing a drug. A case in point is the 

lawsuit taken by the state of Hawaii against the makers of clopidogrel (Plavix)(824). Clopidogrel 

is a prodrug that needs to be converted to an active metabolite. Individuals with the CYP2C19 *2 

or *3 haplotypes may not convert clopidogrel to the active metabolite efficiently, leaving them at 

risk of thrombotic events, such as restenosis post angioplasty. The original trials used mostly 

Caucasian patients, where the frequency of the *2 and *3 alleles were in the order of 10-20%. 

However, in Pacific Islanders, the rates were significantly higher, with up to 77% of people 

carrying one of these alleles, meaning that many Hawaiians do not benefit from standard dosing 

of clopidogrel, and increased rates of death post-MI were seen in these individuals(825). The 

manufacturers introduced a black-box warning in 2010, saying that clopidogrel may be unsuitable 

for individuals with CYP2C19 *2 and *3 haplotypes, but continued to market it in Hawaii. The case 

became part of a class action but did not go to trial because of a jurisdiction issue. However, it 
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raises interesting issues about the recommendation of pharmacogenomic testing and prescribing 

by drug companies to prevent lawsuits such as this one. 

6.3.3.1.3 Benefits in research and drug discovery 

Pharmacogenomics is now being used as a strategy in the pharmaceutical industry, often to refine 

which patients will benefit from which drugs, most usually using a GWAS approach(826, 827). 

Pharmacogenomics is also being used to look at drugs that have failed previous clinical trials to 

see if they may be suitable for a proportion of patients. Drugs that have been developed more 

recently, such as eliglustat, a substrate reduction therapy for Gaucher disease, have come to the 

market with pharmacogenomic-related prescribing as part of their EMA and FDA licences(615). 

CYP2D6 normal and intermediate metabolisers get two 84mg doses daily, while poor 

metabolisers get only a single dose. The EMA states that it should not be used in ultra-rapid or 

undetermined metabolisers. There is also advice around reducing dose where CYP2D6 inhibitors 

are being taken also. The strategy of screening candidate drugs using newer technologies such 

as pharmacoproteomics and pharmacotranscriptomics is being more widely used(828, 829). 

With the cost of bringing a drug to the market estimated by the Tuft's Centre for the Study of Drug 

Development at more than $2.5 billion, strategies to ensure correct targeting of drugs are 

important(830, 831). Cancer immunotherapy and ivacaftor for cystic fibrosis are excellent 

examples of where good patient stratification is key to bringing a drug to market(397, 832, 833). 

Once a drug has been shown to work in one set of patients and gained a license, it is easier to 

extend the indications(834). Given the enormous expense of newer drugs and the restricted funds 

available to the NHS, targeting drugs at patients who are most likely to benefit reduces the number 

needed to treat and the cost per quality adjusted life year (QALY). This makes it easier to justify 

funding(835). Furthermore, the ability to predict likely ADEs means that drug companies may be 

able to develop dosing strategies that will improve the safety profile of their drug, again increasing 

their ability to get drugs to market. 

6.3.3.2 Limitations of pharmacogenomics 

6.3.3.2.1 Cost 

Discussed in section 6.3.3.1.2, the high cost of testing is one reason that pharmacogenomics is 

not considered cost effective at present. Prices vary worldwide and are generally higher in North 

America, with single gene tests being, in general, cheaper than panel-based tests(816). As well 

as the potential savings discussed previously, there may be potential costs associated with 

pharmacogenomic testing, for example if the alternative treatment prescribed is more costly than 

the original. There is also a question of who pays. In the US, where healthcare is insurance based, 

the insurer will often pay for testing, with or without contributions from the patient or patient’s 

employer (www.genesight.com). In the UK, where few people have private health cover and most 

people rely on the state-funded NHS, it is likely that pharmacogenomic testing would be mainly 

provided by the NHS, which means that a cost-effectiveness benefit would be required. 
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6.3.3.2.2 Potential for incorrect results 

As discussed previously, it is difficult to identify rare haplotypes, whether a WGS or SNP 

genotyping strategy is used. If patients are called as normal metabolisers in the event of a rare 

haplotype being missed, they are no worse off than if they had never had pharmacogenomic 

testing, as they are prescribed standard doses of a drug as they would have been without testing. 

However, the problem arises if they have their drug dose changed in response to 

pharmacogenomic testing, but a rare haplotype has been missed which would make the change 

in prescription incorrect and might cause harm to the patient, by giving them a lower or higher 

dose than necessary. This may be a particular risk for non-Caucasians, for whom there is less 

understanding about which SNPs make up which haplotype. An example of when a rare haplotype 

might be missed can be seen in CYP2D6, where rs1080985 is seen in haplotype *2 and *11B. *2 

is considered normal function while *11B is considered non-functional. It is the presence or 

absence of additional SNPs that allows the two to be distinguished, and this is something that 

must be carefully considered when deciding which SNPS to analyse or to include in a test. In this 

case, the patient would continue on the normal drug dose and so there would be no additional 

harm from pharmacogenomic testing, although they may still suffer from adverse reactions. 

However, suboptimal pharmacogenomic testing would provide false reassurance. Commercial 

pharmacogenomic tests have disclaimers warning patients and clinicians of this possibility. The 

risk has not been well quantified but, even if low, is worthy of attention(629). 

6.3.3.2.3 Obsolete prescribing advice 

One-off tests, either SNP or WGS-based, may provide false reassurance. Guidelines are regularly 

updated, with advice for additional drugs being given and guidance for drugs withdrawn, as in the 

case of the CPIC guidelines for DPYD and Tegafur, which are no longer in use. Occasionally, as 

mentioned in section 5.3.5, haplotype definitions are changed. Ways of dealing with this are 

discussed in section 6.3.4.3.4 but it is important that the patient and their prescribers are aware 

of the limitations of the advice they have been given and where to go to get up-to-date information. 

6.3.3.2.4 Lack of clear regulatory structure 

Currently, with the UK in a state of regulatory transition pre-Brexit, it is unclear which set of 

prescribing guidelines should be followed. The DPWG guidelines are European, while the CPIC 

guidelines are developed by a multinational consortium. In the absence of any clear national 

decision, and with people accessing private pharmacogenomic testing mainly based in the US, it 

is likely that implementing pharmacogenomic-based prescribing in the NHS will be challenging. 

This is discussed further in section 6.3.4. The majority of pharmacogenomic guidelines are 

recommendations rather than requirements, even with FDA or EMA labels, and so without a 

nationally agreed strategy, implementation will be in the hands of individual clinicians. 

6.3.3.2.5 Impact on patient and need for consent and counselling 

With any genetic test, but especially one involving some uncertainty or a risk of secondary 

findings, a formal consent process is required. As part of this the patient will need to be counselled 

as to the risks, benefits and limitations of the test(836). Currently, companies such as 23andme 
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offer limited pharmacogenomic testing, as well as some clinical testing, as part of their SNP 

genotyping test package with no face-to-face consent or counselling process(837). NHS England 

has suggested that the new test directory will expand to include pharmacogenomic testing. 

However it is not yet clear how this might work, and whether pharmacogenomic results would be 

considered as secondary findings of clinical significance when WGS is done, as CF carrier test 

results would be, or whether they might be considered separately. It is already challenging 

explaining the risks and benefits of panel-based or exome testing in a time-constrained clinical 

appointment without the need to discuss the pros, cons and possible risks of pharmacogenomic 

testing. Of particular note are some pharmacogenomic scenarios where test results might have 

implications for other members of the family, with the m.1555A>G mitochondrial hearing loss 

variant and SNPs associated with drug induced long-QT syndrome highlighted as examples 

where cascade screening may be necessary(838). In addition, if results will be updated to take 

account of new discoveries, patients need to understand this and know that they are consenting 

for tests, the potential significance of which is unknown. 

6.3.3.2.6 Extent of current pharmacogenomics knowledge 

Current pharmacogenomic guidelines cover only a small proportion of drugs prescribed, and only 

for the most common haplotypes. There are few guidelines that take account of drug-drug 

interactions, although polypharmacy is common. In addition to this, for some drugs, while it is 

clear that their metabolism depends largely on genetic factors, the exact genes and SNPs 

involved are not yet well understood(839). Further research is required to elucidate additional 

pharmacogenomic factors to enable the production of more comprehensive guidelines. There are 

also limitations around prescribing alternative drugs, such as tamoxifen to prevent breast cancer 

recurrence in CYP2D6 poor metabolisers, where it is unclear what alternative treatments are best, 

particularly in premenopausal women(840). 

6.3.3.2.7 Factors other than pharmacogenomics 

While pharmacogenomics affects how individuals respond to drugs, it is a small part of a much 

more complex picture, with physiological factors (age, sex, pregnancy), pathological factors 

(hepatic and renal function), drug interactions and the presence of enzyme inducers and inhibitors 

all playing important roles in drug efficacy and toxicity(841). Pharmacogenomic guidelines do not 

take these other factors into account, but they are important to consider alongside 

pharmacogenomics when prescribing medication. 

6.3.3.3 Ethics of pharmacogenomic testing 

As with all genetic testing, ethical considerations must be taken into account. 

6.3.3.3.1 Access to testing  

The cost of pharmacogenomic testing runs the risk of creating an inequitable system, where only 

the wealthy or those with insurance can access testing. In the UK the NHS aims to avoid health 

inequality but, as can be seen in cases such as IVF funding, there are discrepancies. The 

introduction of pharmacogenomic testing by NHS England would be the best way of avoiding this. 

However, it is likely that, at least initially, pharmacogenomic information will be provided only for 
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those already having WGS for diagnostic reasons, rather than being widely available. Since those 

with insurance or independent means can access private testing, inequality is possible. 

6.3.3.3.2 Acceptability of testing 

Research has shown that there is significant variation in knowledge and acceptance of genetic 

testing among different ethnic and socioeconomic groups and that this may affect willingness to 

undergo testing(842-845). Even where access to testing is not limited, uptake by certain groups 

may be. 

6.3.3.3.3 Access to treatment 

As previously discussed, sometimes there may not be good alternative treatments available when 

pharmacogenomic testing reveals that standard treatment is less suitable for particular groups of 

patients such as in the case of IFNL3 testing and the antivirals peg-interferon and ribavirin(565). 

Having a favourable genotype (CC) increases the chances of SVR and allows for shortened 

therapy regimes, making treatment more cost-effective, while having an unfavourable genotype 

reduces the chance of SVR, even with longer treatment regimes. However, there are currently 

few alternative treatments available for hepatitis C, and the consequences of untreated infection 

are serious, including the risk of chronic liver disease and hepatocellular carcinoma. Denying the 

patient treatment on the basis of a pharmacogenomic test is problematic, not least because a 

proportion of patients with an unfavourable genotype will have a good response to treatment. A 

further issue arises in the case of children as although they will experience similar effects to adults 

and are at risk of serious adverse events, many pharmacogenomic prescribing guidelines make 

recommendations for adult patients only(592, 802). 

Another consideration is whether or not clinicians are willing to utilise pharmacogenomic 

prescribing guidelines, and whether their places of work support them in this. In the US some high 

profile hospitals, such as the Mayo clinic have introduced pharmacogenomic testing on a research 

basis, with results being included in the medical record and used to inform prescribing 

(http://mayoresearch.mayo.edu/center-for-individualized-medicine/pharmacogenomics-

study.asp). Again, this risks inequality if some research-active hospitals introduce testing while 

others do not. This could be a particular problem for patients who are mainly treated in the primary 

care setting. 

6.3.3.3.4 Discrimination 

As with many types of genetic testing, patients have concerns about the possibility of 

discrimination by insurers, employers or healthcare providers because of their genetic 

background. In some cases, there may be concerns that this will affect other family members 

beyond the original patient. While there is currently a moratorium on insurance companies asking 

for genetic test results (with some exceptions), there is no guarantee that this will continue to be 

the case. 
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6.3.3.3.5 Ethnicity-based disadvantage and discrimination 

As discussed in section 5.3.3.2, particular ethnic groups may respond differently to particular 

drugs, due to a higher rate of haplotypes associated with ultra-rapid or poor metabolism. This 

could be a disadvantage if pharmacogenomics is used during drug development and trial stages 

where, if particular haplotypes were excluded, higher numbers of certain ethnic groups could find 

themselves ineligible for treatment or at greater risk of side effects(846).   

6.3.3.3.6 Data storage 

A corollary of many of the points above is that patients have concerns about data storage and 

who might be able to access their genetic data. This is of particular concern when it comes to 

storing WGS data, where a significant amount of medical information might be accessible in the 

case of a breach, not just affecting the patient but also their family members(847). Research has 

shown that it is relatively simple to deanonymise DNA data(848). 

6.3.3.3.7 Consent 

Consenting for genetic testing is complex. Thought needs to be given to the potential for finding 

variants of unknown significance and medically relevant secondary findings and how this will be 

explained to patients. In addition, as mentioned in section 6.3.3.2.5, if results are to be continually 

updated in line with new pharmacogenomic discoveries, the patient will, in effect, be consenting 

to tests they cannot know about or understand. The consent process for commercial testing, 

which may include carrier testing, such as through 23andme and similar companies, is not 

particularly detailed, and may fail to explain how relevant the results are. For example, it reports 

only Ashkenazi Jewish BRCA1 and BRCA2 mutations, which is not reassuring for anyone without 

Jewish ancestry, and frequently reports only a small number of common mutations for other 

syndromes(849). Current commercial consenting processes would not be considered acceptable 

within the NHS, where pharmacogenomic testing may take place in future. Pharmacogenomic 

tests have been relatively non-controversial, although, should they be used to decide treatment 

eligibility, this may change. As part of the 100,000 Genomes project, which had a detailed consent 

process with participants being enrolled by people with a good knowledge of genetics, consenting 

to WGS was still challenging for some individuals. The addition of a complex issue such as 

pharmacogenomics may prove difficult, especially as it is currently not well understood by many 

clinicians. 

6.3.3.3.8 Commercial testing 

At present, the main options for testing are from US-based commercial providers. Not only are 

they not bound by EU data protection laws, but they are often unclear as to what exactly they test 

for. Many of the companies offer tests tailored to particular medication types, such as a 

“psychiatric panel”. While they state what genes are included, they often do not state what SNPs 

and therefore haplotypes are covered by their testing, meaning that it is difficult to know the 

reliability or accuracy of the test results. In addition, close reading of terms and conditions shows 

that many companies have ownership of genetic data after testing. Even if current terms and 

conditions limit data-sharing or exploitation for commercial use, there is nothing to stop them from 
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changing, especially if a company is sold or subject to takeover. The marketing of some direct-to-

consumer genetic tests as a recreational activity, giving information about ancestry and harmless 

traits such as coriander aversion, may mean that consumers do not give due consideration to 

medically relevant genetic testing, including pharmacogenomic testing. There is evidence to show 

that direct-to-consumer providers may return inaccurate results and if companies such as these 

are providing pharmacogenomic testing, such as in the case of 23andMe and G6PD testing, there 

is a risk that consumers are getting inaccurate information(849). Currently, there is a safety net, 

at least in the UK, where clinically actionable results are confirmed in a certified laboratory but 

this would not be possible in the event of large-scale uptake of commercial pharmacogenomic 

testing. 

6.3.4 Challenges of implementing pharmacogenomics in the NHS 

6.3.4.1 Cost and economics 

The NHS is under considerable funding pressure at present due to multiple factors, among them 

an aging population, the economic climate, staffing issues and funding. In addition, drug costs 

are increasing and are likely to continue to do so(850). The introduction of novel technologies and 

therapies occurs only when a benefit, either financial or in quality of life, is shown. As discussed 

in section 6.3.3.1.2, there is a potential cost benefit in the introduction of pharmacogenomic 

testing, but it has been difficult to prove. Utilising the strategy employed here in extracting 

pharmacogenomic information from WGS data where the data has been produced for other 

reasons might be a cost effective way of introducing pharmacogenomics, especially when NHS 

England introduces WGS sequencing to its diagnostic directory. The additional cost of extracting 

and analysing data would lie in the development or purchase of software that could do this 

automatically and technology to access results at the prescriber’s end. Development and updating 

of guidelines and the education and training of prescribers would also have associated costs. 

6.3.4.2 Patient consent and willingness to participate 

This is discussed in section 6.3.3.3.7.  

6.3.4.3 Utilising results 

A major issue will be how pharmacogenomic data could be utilised in the NHS setting. In order 

for the results to have any utility at all, prescribing would have to be changed as a result. This has 

multiple barriers associated with it. 

6.3.4.3.1 Feedback and explanation of results to patients 

Communication is essential, especially if results are used to determine treatment eligibility or alter 

medication dose. It is unclear who would take responsibility for this and it is difficult to see how 

any medical professional could find time for this in their current practice. A public education 

programme might assist with this although for these campaigns to succeed, the message must 

be very simple, and pharmacogenomics is a complex concept. 
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6.3.4.3.2. Guidelines 

Currently, some drugs have multiple sets of guidelines associated with them, others have none, 

while still more have guidelines involving knowing the haplotypes or genotypes of multiple genes 

or SNPs. For the NHS to adopt pharmacogenomic testing, a single set of NHS-approved 

guidelines would be required. These could either be developed by the NHS or external guidelines 

could be adopted but, either way, they would need to be accessible and updatable, possibly as 

part of the British National Formulary (BNF). Although the future status of the UK with respect to 

the European Medicines Agency (EMA) is unclear, it is possible that UK guidelines will have to 

reflect EMA labelling(496). 

6.3.4.3.3 Willingness of prescribers to change practice 

A WGS approach, meaning that pharmacogenomic data would be available prospectively, would 

avoid the situation where a prescriber has to await the results of a genetic test. However, the 

prescriber still has to be aware of the pharmacogenomic results, and understand how drug dose 

should be altered and why, in order to ensure appropriate implementation. This is something that 

could be done during medical education, but training would also have to be available to all 

qualified prescribers. Unequal uptake in certain specialties or geographical regions could lead to 

inequality of treatment, especially if initially, pharmacogenomic data are only available for the 

small proportion of patients who require diagnostic WGS. The use of reactive pharmacogenomics, 

where patients are only tested when being started on a drug, is even more challenging as there 

is a wait for test results before the drug can be started. There is an intermediate possibility, where 

subsets of the population could have pharmacogenomic testing at a particular time, for example, 

at the age of 60 following which drug use increases and there are increased risks of 

polypharmacy, or when a particular diagnosis, such as that of cancer or psychiatric illness, is 

made. This approach would require additional research to determine the optimum test time and 

conditions and to model the potential benefits and risks. Trial before implementation would also 

be required. 

6.3.4.3.4 Access to and update of pharmacogenomic data 

In order for data to be available at the point of prescription, it will need either to be widely 

accessible to all medical professionals involved in the patient’s care or be carried by the patient. 

The EU based UPGx project provides patients with a QR code on a card and doctors and 

pharmacists with scanners so that data can be accessed as required(639). Additional solutions 

might include storing data in the cloud or smartphone app that can be regularly updated. All of 

these systems would have the advantage of being able to update pharmacogenomic guidelines 

without contacting every patient and clinician, but there are caveats about data protection.  

6.3.4.3.5 Computational infrastructure 

The NHS has tried and thus far failed to implement a universal medical records system. Centrally 

stored patient records, accessible to all treating clinicians, would be of enormous assistance in 

the implementation of pharmacogenomic testing. Alerts could be stored as part of this and be 

flagged up whenever a patient is being prescribed a drug with a pharmacogenomic guideline 
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relevant to them. This was seen to be a major advantage when piloting the introduction of 

pharmacogenomic testing in primary care in the Netherlands, where a single prescribing system 

is integrated into all GP surgeries and pharmacies(851). Currently in the UK, there is a mixture of 

paper and various online prescribing software in use, making the implementation of 

pharmacogenomics challenging. 

6.3.4.4 Additional challenges 

As discussed in section 6.3.3, there are additional factors to be considered before 

pharmacogenomics implementation in the NHS. These include ethnic differences in populations, 

SNPs and haplotypes that are relevant to local populations, the SNPs and haplotypes to be 

analysed or excluded and relevant non-genetic factors.  

6.4 Conclusions and future directions 

Pharmacogenomic testing is challenging regardless of the method used. Both SNP-based testing 

and the use of WGS to extract pharmacogenomic data have their challenges and both have 

advantages and disadvantages. WGS excels in having the potential to review data regularly and 

extract additional data as the evidence base supports it. However, optimal use of WGS will require 

considerable computational resources and additional research to determine exactly how 

haplotypes should be called. This may require additional experimental data to assess which SNPs 

relate to which haplotype, which SNPs are always present and which are indicators in some ethnic 

groups but not others and the exact nature of any phenotypic effect. It is possible that in future 

SNPs rather than haplotypes will be used to define function. 

WGS is an accurate way of extracting pharmacogenomic data and appears to be, for the currently 

actionable pharmacogenes and some additional pharmacogenes, at least as accurate as SNP-

based testing. This agrees with the recently published findings of Reisberg et al. who found that 

WGS was as accurate as SNP based testing and more accurate than WES(636). Some of the 

shortcomings of WGS, including the inability to detect phase and the difficulty in determining 

CNVs, are likely to be overcome by the introduction of long-read sequencing technologies. 

Future directions include validating genes that could not be validated, although current stocks of 

DNA do not allow this. Obtaining further DNA would allow validation of missing samples and 

further CNV validation. This could be done by Sanger sequencing. Further work on extracting 

HLA haplotypes is also required and it is possible that bioinformatics tools will help with this(852). 

A small cohort was tested in this study so replicating these findings in a larger cohort would be 

important, especially the experimental confirmation of CNVs. Recently published data have 

confirmed the findings of this study however(636). The development of software that will extract 

this data automatically and also perhaps provide prescribing guidance would make this a much 

less laborious task. 

The introduction of pharmacogenomics to the NHS is likely to happen in the future, but will come 

with significant challenges and logistical problems. Resolving these will require decision making 
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at a national level and significant investment in infrastructure and education, as well as an ongoing 

commitment to update data and adopt new guidelines. Small studies to assess feasibility in 

defined groups or clinical areas will clarify requirements and determine how obstacles could be 

overcome. It is important that testing is introduced because it is believed to be beneficial and not 

just because it is possible with existing data. 
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Chapter 7 Conclusions and further work 

7.1 Summary of findings 

The overall aim of the project was to explore how WGS can be used to increase personalisation 

of diagnosis and treatments in the clinical setting, and how techniques such as deep phenotyping 

can be used to assist with this. It looked at the challenges of diagnostic testing using WGS in the 

investigation of patients with undiagnosed ciliopathies. It outlined the logistics of deep 

phenotyping and included the development of a flexible deep phenotyping database. It also aimed 

to show that it is possible to extract pharmacogenomic information from WGS data in a clinically 

useful manner. The main findings are summarised below. 

7.1.1 Whole genome sequencing for genetic disorders is challenging and may 

not lead to a diagnosis even in cases that appear to be genetic in origin, with 

variants of unknown significance and secondary findings complicating analysis 

7.1.1.1 Whole genome sequencing in a singleton with a clinical diagnosis of BBS 

A child with a clinical diagnosis of Bardet-Biedl syndrome had WGS carried out. Following filtering 

and careful analysis of results, no clearly pathogenic mutations were found in any known BBS 

genes. Several possible candidate genes were identified. 

A heterozygous missense variant and a heterozygous possible promotor variant were identified 

in CEP290, a good candidate gene. However, both were classified as variants of unknown 

significance and functional work would be required to confirm pathogenicity. In addition, with only 

maternal samples available, it was not possible to prove that the variants were in trans and one 

would have to be mosaic or de novo, given that they were absent in the mother.  

A heterozygous NPHP4 variant, previously reported as pathogenic in nephronophthisis in trans 

with a frameshift variant, was identified. However, the only other variant found in this patient is a 

heterozygous one that has been evaluated as a benign polymorphism. Other variants such as a 

heterozygous frameshift variant in CDHR1 and a heterozygous splice-site variant in WDR19, 

while interesting, were not pursued as no second variant or possible CNV could be identified. 

No definitive diagnosis was identified and further work is required to understand the cause of BBS 

in this patient. 

7.1.1.2 Whole genome sequencing in monozygotic twins with a clinical diagnosis of BBS 

A pair of monozygotic twins with a clinical diagnosis of Bardet-Biedl syndrome had WGS carried 

out. Following filtering and careful analysis of results, no clearly pathogenic mutations were found 

in any known BBS genes. Several possible candidate genes were identified. 
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Although two heterozygous variants, previously recognised as pathogenic, were seen in ABCA4, 

the patients’ phenotype is not in keeping with ABCA4-related disease, which, thus far, has been 

known to consist only of ocular phenotypes. As ABCA4 is expressed only in the retina, it is difficult 

to see how it could be implicated in a multisystem disorder. In addition, unlike the majority of 

patients with a diagnosis of BBS, no eye phenotype has been seen in these patients. One of the 

variants seen is common, but has been shown to be associated with adult onset macular 

degeneration. This is a secondary finding, with implications for the patients as they get older, and 

illustrates the importance of properly informed consent and prior decisions about which variants 

will be reported back. 

A heterozygous missense variant of unknown significance was seen in CEP164, a gene known 

to cause a wide range of ciliopathies. However, no second variant could be identified. There was 

an area of approximately 30 base pairs with reduced coverage in exon 29, which might indicate 

a partial exon deletion. Small CNVs are difficult to confirm as they will not be picked up by array 

CGH where multiple missing probes are required to call a CNV. Equally, if in an area without 

benign variation, they will not be seen on a SNP array. Deep resequencing of the exon would be 

a possible way of investigating further, as would functional work, such as RTPCR or 

immunohistochemistry. 

A further heterozygous variant of unknown significance was seen in INPP5E, a gene implicated 

in MORM and Joubert syndromes. A drop in coverage near the end of exon 7 was also seen, 

raising the possibility that the second variant could be partial exon deletion, but when the adjacent 

intron was considered, this looked like poor coverage. This was supported when other samples 

were reviewed. 

A heterozygous variant in TRIP12 that has previously been reported as pathogenic was seen. 

Mutations in TRIP12 are believed to cause intellectual disability and have also been associated 

with obesity. In addition, the protein product of TRIP12 appears to interact with genes involved in 

ciliogenesis. This would explain part of the observed phenotype and would fit with the fact that no 

retinitis pigmentosa or renal problems have been observed. It would not, however, explain the 

patients’ polydactyly. Variants such as the one seen in GDF5 might explain polydactyly, but again 

this could not be confirmed. 

Functional work would be required to further investigate all of the ciliopathy gene variants. While 

no clear pathogenic variants were found in ciliopathy genes, the heterozygous variant in TRIP12 

is actionable, in that it has previously been reported as pathogenic. It is being validated in an NHS 

laboratory. It should also be confirmed that this is de novo, rather than inherited from a parent 

without learning difficulties. This constitutes an unexpected finding, as it is not a known ciliopathy 

gene. As it is inherited in an autosomal dominant manner, the recurrence risk will differ to the risk 

of one in four given for recurrence of BBS. It will either be higher (one in two if inherited from a 

parent and still believed to be pathogenic) or lower (if de novo). In view of the parents’ normal 

learning there is also the possibility of parental mosaicism, which would make the risk harder to 

quantify. It also has implications for the twins should they start their own families, as the offspring 
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recurrence risk would be one in two if this gene were causing learning difficulties and obesity. In 

addition, it would remove the diagnosis of BBS which the family had previously been given, which 

is always difficult, particularly for families active in a support group or seen in a specialist clinic. 

While the heterozygous TRIP12 variant may be a cause for some aspects of the patients’ 

phenotype, it does not explain all the features seen and further work is required. 

7.1.1.3 Conclusions about whole genome diagnostics 

Despite extensive review of the whole genome sequences of both the singleton and monozygotic 

twins, no clearly pathogenic variants were identified that would explain their phenotypes. Many 

VUS were identified, and in the case of the twins, a variant in a known intellectual disability gene 

was identified instead. This highlights some of the difficulties in using WGS for diagnostics. Firstly, 

the fact that no definitely pathogenic variants were identified means that either variants are being 

missed for some reason, for example a small CNV, poor coverage of the genes of interest, filtering 

and removal of a variant of interest due to its not passing quality control measures or a non-coding 

variant, the significance of which is not known. In this study, despite having WGS available, non-

coding variants were only considered if a coding variant was identified in the gene first. This is 

because our ability to interpret deep intronic variants is very limited. However, it is certainly 

possible that remaining undiagnosed cases of rare disease with known causes may be due to 

non-coding variants such as in distant enhancers and this has been shown to be the case for 

ciliopathy genes(853). Secondly, if any of the VUS identified are responsible, functional work, 

which is time-consuming and expensive would be required to prove it.  Thirdly, the fact that the 

twins’ intellectual disability may be caused by a variant in an intellectual disability gene rather 

than by variants in a ciliopathy gene shows the importance of good consent including covering 

the possibility of unexpected findings. No secondary findings of clinical import were identified in 

these cases, but when WGS is being done as a diagnostic test, consent should include a 

discussion of what should or should not be reported back. The risk is especially high if filters such 

as all known OMIM morbid genes are being applied.  

Advantages include the ability to review these genomes regularly as new genes are identified or 

our understanding of non-coding variation increases. In addition, there are other advantages, 

such as better quality data and the ability to use the data for other purposes, such as screening 

for other disease risk factors or pharmacogenomic variation. Disadvantages include cost, 

difficulties in analysis and the cost of data storage. There are additional issues which could be 

argued as either advantages or disadvantages, including the ability to identify secondary variants 

of clinical significance and the ability to review data as new genes or disease mechanisms are 

identified. One of the most concerning issues with NGS and WGS in particular is the very large 

number of variants being discovered. Most diagnostic laboratories have no capacity to perform 

functional studies and it is very likely that many pathogenic variants are being reported as VUS. 

The conclusion is that WGS has both advantages and disadvantages, and while there are 

technical reasons for choosing it over WES, at present most of the deep intronic variants are 

uninterpretable.  
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7.1.2 Deep phenotyping and development of phenotyping database 

Deep phenotyping is vital for accurate diagnostics, patient stratification, analysis of clinical trial 

data and more. Even in the age of agnostic genetic testing, phenotyping is important in 

determining pathogenicity of variants and whether a mutation is a good fit for the patient in 

question. In this study a custom database was built for the storage of deep phenotyping data, 

patients were phenotyped, and their information stored in the database. 

7.1.2.1. Building of a custom database 

A bespoke database was developed as the available databases were either too simplistic, too 

inflexible or too expensive for use in the project in question. MS Access database software was 

chosen because it is freely available, relatively easy to customise and possible to store in secure 

locations such as the UCL Data Safe Haven. In addition, it is easy to train individuals to enter or 

access data when appropriate and easy to output data in anonymised form, including as text files. 

There were advantages to building a custom database. It could be modified to accept any data 

type as that data type was encountered. Cross-linking of data sheets reduced the laborious task 

of data entry and minimised the chance of error. The database proved useful in multiomics 

studies. 

A major challenge was the multiple ways in which clinical data are recorded and stored in the 

NHS. Even hospitals which have electronic records use multiple databases, for example 

pathology, radiology, genetics and prescribing, and many still incorporate scanned copies of 

paper notes. This is something that is likely to improve in future and datamining software may 

allow data to be extracted directly form medical records. Storage of data is an ongoing issue and 

is costly. While eventually, it may become cheaper to repeat genome sequencing than to store 

data, this will not be the case for clinical information that has been collated manually, and is not 

the case at present. The development of new and cheaper methods of data storage or the ability 

to extract data as required is vital. Consideration was given to compliance with relevant data 

protection legislation and information governance regulations. Loss of data exposed a weakness 

in the UCL Data Safe Haven that has now been rectified.  

Custom deep phenotyping databases are relatively easy to build, maintain and manipulate. They 

may provide a good solution when commercial databases do not meet requirements or are too 

expensive. However, data entry is labour intensive. 

7.1.2.2 Use of PhenoTips® database 

Storing clinical descriptors is best done using a medical ontology and following review of the 

options, HPO terms were chosen as the most comprehensive ontology for the purpose. It was 

determined that an HPO database such as PhenoTips®, which was linked to the MS Access 

database by patient identification number was a better way to store the data than trying to 

integrate it with the MS Access database, both because the number of HPO terms made the MS 

Access database unwieldy, but also because PhenoTips® prompts for the entry of the most exact 
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HPO term. It also prompts for the consideration of additional HPO terms. The two datasets were 

combined as text files for integration with multiomics data. 

7.1.2.3 Utilisation of data 

One of the outcomes of the project was the realisation that for multiomics studies, longitudinal 

data are extremely important. However, longitudinal data that cannot be linked, either to a 

multiomics sample or a clinical report or outcome, are extremely difficult to use. Data were used 

for burden analysis studies, patient stratification for omics analysis, in machine learning and in 

the development of an integrated clinical and multiomics database as well as in informing 

pharmacogenomic analysis. In particular, in pharmacogenomic analysis, it allowed the 

identification of patients who had already been prescribed a drug with pharmacogenomic 

prescribing guidelines, and in particular, two patients who had variants in the relevant genes.  

7.1.2.4 Conclusions about deep phenotyping and development of phenotyping database 

Deep phenotyping is complex and time consuming, especially because of how NHS records are 

held. Longitudinal data are useful for whole genome studies, but difficult to extract. HPO terms 

are good for describing physical features, but may be less helpful for other more dynamic disease 

processes. A database such as PhenoTips® is helpful because it pushes clinicians to choose the 

most detailed descriptors. Building a custom database is a cost effective way to meet 

requirements although care needs to be taken with how and where data are stored. Phenotypic 

data can be utilised in many ways, but considering how data will be outputted for integration is 

important. 

7.1.3 Use of whole genome sequences for extraction of pharmacogenomic data 

7.1.3.1 Extraction of data and generation of prescribing reports 

Pharmacogenomic data were initially extracted for 17 actionable pharmacogenes. The SNPs 

selected for analysis were those associated with peer reviewed prescribing guidance, generally 

from CPIC or DPWG. SNP data were extracted and combined to give haplotype and diplotype 

data for each of 84 patients, a cohort which included two sets of monozygotic twins and ten parent-

child trios. Prescribing advice was then generated for each patient using a traffic-light system; red 

for drugs to be avoided, orange for drugs to be used with caution and green for drugs to be used 

as directed. All patients were found to have some variants that would lead to changes in 

prescribing or monitoring should they be prescribed a relevant drug. The median number of genes 

with variants that would alter prescribing was four. Even within this small cohort, individuals were 

identified with variants in a gene that would affect the metabolism of drugs they had already been 

prescribed. 

7.1.3.2. Validation of data 

Haplotype or genotype frequency data were compared to published frequencies and found to be 

similar. Validation was performed in 72 of 84 patients using a pharmacogenomics SNP assay 

developed by Congenica Ltd. This assay covered most but not all of the pharmacogenomic genes 

selected originally and a number of additional pharmacogenes. These additional SNPs were also 
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extracted from WGS data for comparison. WGS data extraction and SNP genotyping performed 

very similarly for all of the SNPs checked. Most failures were due to non-amplification, and these 

were generally due to low DNA concentration. Some samples clustered ambiguously between 

groups of SNPs in the validation data. Occasionally, this appeared to be due to additional nearby 

SNPs. Only three true disagreements were seen, two of which were in tracking SNPs. A final 

disagreement was seen in a case where the allele fraction was low and the SNP was not called 

in WGS. The overall true disagreement rate when tracking SNPs and clustering issues were 

ignored was <0.01%. Of the five copy number variants seen in CYP2D6, confirmation was only 

possible for two, both of which were confirmed. The conclusion was that WGS can be used for 

the successful extraction of pharmacogenomic data.  

7.1.3.3 Challenges of pharmacogenomics implementation 

Although the economic benefits of pharmacogenomic testing have yet to be conclusively proven, 

it is likely that if pharmacogenomic data can be successfully extracted from WGS data, then it is 

something that will increasingly be done as we move towards using WGS for diagnostics. While 

it is possible to extract pharmacogenomic data from WGS, there are still some genes and 

haplotypes for which this is challenging. Assessment of techniques such as long-read sequencing 

is required. At present this would add significantly to costs, but would solve issues such as 

phasing and the inability to call HLA haplotypes. In addition, significant investment will have to be 

made in infrastructure, training and staffing to implement this in the clinical setting. While there 

are advantages to using WGS, such as the ability to review data, there are also disadvantages 

including the possibility of identifying VUS and the obligation to review data. Issues of equity and 

ethics must be considered.  

7.2 Future Directions 

7.2.1 Diagnosis in patients 

7.2.1.1 Patient BBS-018 

In order to elucidate the cause of BBS in this patient further work is required. Trio WES or WGS 

sequencing is not an option for this patient as paternal DNA samples are unavailable. At present, 

the two best candidate genes are CEP290 and NPHP4. In order to look at this further, functional 

work would be required. This could be done by looking at levels of RNA with RTPCR, and looking 

at protein expression with immunohistochemistry or proteomics studies. However, this might not 

help if the protein was present but non-functional. Deep intronic variants could be explored for 

effects on splicing by doing RTPCR of each exon to confirm the presence of cDNA. However, it 

may be that the only way of confirming pathogenicity is to make an animal model. Cell culture is 

unlikely to be very helpful as BBS patient fibroblasts do not generally have a recognisable ciliary 

phenotype(854). Other possibilities might include an array to identify duplications that may have 

been missed during WGS. A standard array CGH could identify larger deletions, but to identify 

very small deletions a specialist SNP array, such as the Illumina® CytoSNP-12 array, would be 

required. In addition, WGS results should be reviewed at set intervals or whenever a novel 

ciliopathy gene is identified.  
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7.2.1.2 Patients BBS-016 and BBS017 

The first priority would be to obtain parental DNA to confirm whether the TRIP12 variant seen is 

inherited or de novo. If de novo, that would add weight to it being a cause of learning difficulties 

and obesity in the probands. However, if it was found to be inherited from an intellectually normal 

parent, it would be less likely to be causative, and furthermore, would have wider implications as 

it is recorded, in the literature and the TRIP12 database, as pathogenic.  

Additional work that could be done includes exploring pathogenicity of the variants seen, in 

particular INPP5E and CEP164. This could be done as suggested for variants seen in BBS-018. 

An array would have the potential to identify small deletions not picked up during WGS. Finally, 

should parental samples be obtained, there is always the possibility of performing trio WES or 

WGS. 

7.2.2 Deep phenotyping 

Additional patients are being enrolled in ongoing multiomics studies as part of an expansion of 

HIGH-5. Ongoing follow up of patients currently in the database will provide longitudinal 

phenotyping information which is invaluable in multiomics studies. Adding these individuals to the 

database would provide both further deep phenotyping data and also allow assessment of which 

additional tables would be useful to add. Exploring the possibility of integrating HPO terms directly 

into the database would simplify data storage and remove the pre-analysis integration step 

currently required. In addition, work is ongoing to integrate the phenotyping database with 

software for multiomics analysis. 

Additional work might include looking at extracting data directly from electronic records rather 

than having a manual data entry process and looking at further ways in which the data could be 

utilised.                

7.2.3 Pharmacogenomics           

Ongoing work includes expanding the cohort as more WGS sequence becomes available and 

adding additional genes as more guidelines are developed. Further work is being done to look at 

whether it is possible to use WGS to extract data for additional HLA-B haplotypes and which 

SNPs best represent HLA-B *15-02. Owing to a lack of DNA, there are several things that need 

clarification including DPYD haplotypes for four individuals, SNPs that clustered ambiguously 

during validation and CNVs in CYP2D6 that still require confirmation. Work is also required to 

look at automating SNP calling and verifying the accuracy of this.  

In terms of future work, plans for a pharmacogenomics implementation study in a large NHS trust 

providing secondary and tertiary care are being developed. This will use the SNP genotyping 

platform initially, and act as proof of the concept that it is possible to utilise pharmacogenomics to 

direct patient care. It will allow thought to be given to patient consent and how this might be 

obtained. It may be that in future all prescribing will be pharmacogenomics based and testing will 

become so routine that a formal genetic consenting process will be considered unnecessary. One 



Chapter 7: Conclusions 

294 

 

group already identified as a possible cohort are stroke patients, who may benefit from alternative 

antiplatelet therapies to the generally prescribed clopidogrel if they are intermediate or poor 

CYP2C19 metabolisers. Also being considered is a prospective implementation of untargeted 

pharmacogenomic testing in general practice patients over the age of 50. Work is beginning on a 

pharmacogenomics module that will be available to doctors though Health Education England as 

well as implementing undergraduate and postgraduate pharmacogenomics teaching in various 

sites (University College London, St Georges University London, UK clinical pharmacology 

trainees).                              

However, in order to implement pharmacogenomics more generally in the NHS, as well as an 

analysis of cost effectiveness, some important decisions need to be made at national level. 

Examples include which prescribing guidelines will be utilised and whether testing will be done 

nationally or at the discretion of hospital trusts. Pilot projects will be required, as was done with 

the 100,000 Genomes project prior to the introduction of the national test directory. Genomics 

England is in the process of developing this. Computational infrastructure, training, prescriber 

education and patient resources will also be required. More importantly, any implementation 

should be done in an equitable manner, ensuring that patients are not disadvantaged by their 

location, gender, ethnicity or other characteristics.
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Appendix 1- Causative genes 

 

 

 

 

ADGRV1 Usher syndrome, type 2C 

CDH23 Usher syndrome, type 1D 

CIB2 Usher syndrome, type IJ 

CLRN1 Usher syndrome, type 3A 

HARS Usher syndrome, type 3B 

MYO7A Usher syndrome, type 1B 

PCDH15 Usher syndrome, type 1F 

PDZD7 Usher syndrome, type IIC 

SANS Usher syndrome, type 1G 

USH1C Usher syndrome, type 1C 

USH1E Usher syndrome, type 1E 

USH1H Usher syndrome, type 1H 

USH1K Usher syndrome, type IK 

USH2A Usher syndrome, type 2A 

WHRN Usher syndrome, type 2D 
Table A1.2 Genes causing Usher syndrome 

 

 

ADA DCLRE1C HPS6 LIG4 PIK3R1 STAT1 

ADAM17 DKC1 ICOS LRBA PLCG2 STAT3 

AICDA DOCK8 IKBKG MASP2 PTEN STXBP2 

BTK EPCAM IL10 MEFV RAG1 TGFBR1 

CD3G FERMT1 IL10RA MVK RAG2 TGFBR2 

CD40LG FOXP3 IL10RB NCF1 RIPK2 TTC37 

COL7A1 G6PC3 IL21 NCF2 RTEL1 TTC7A 

CTLA4 GUCY2C IL2RA NCF4 SH2D1A WAS 

CYBA HPS1 IL2RG NPC1 SKIV2L XIAP 

CYBB HPS4 ITGB2 PIK3CD SLC37A4 ZAP70 
Table A1.3 Genes causing monogenic very early onset inflammatory bowel disease (VEOIBD) 

ARL6 (BBS3) BBS10 MKKS (BBS6) 

BBIP1 (BBS18) BBS12 MKS1 (BBS13) 

BBS1 C8orf37 (BBS21) PTHB1 (BBS9) 

BBS2 CEP290 (BBS14) SDCCAG8 (BBS16) 

BBS4 IFT27 (BBS19) TRIM32 (BBS11) 

BBS5 IFT74 (BBS20) TTC8 (BBS8) 

BBS7 LZTFL1 (BBS17) WDPCP (BBS15) 
Table A1.1 Genes causing Bardet-Biedl syndrome 



 

 

 

GENE ALMS BBS EVC JATD JBTS LCA MKKS MKS MORM NPHP OFD SLS USH Other 

ADGRV1               

AHI1               

AIPL1              RP 

ALMS1               

ANKS6               

ARL13B               

ARL6               

ARMC9               

ATD               

B9D1               

B9D2               

BBIP10               

BBS1               

BBS2               

BBS4               

BBS5               

BBS7               

BBS9               

BBS10               

BBS12               

C2CD3               

C2orf71              RP 

C5orf42               

C8orf37               

CC2D2A              COACH 

CDH23               

CEP41               

CEP83               

CEP104               

CEP120               

CEP164               

CEP290               



 

 

 

GENE ALMS BBS EVC JATD JBTS LCA MKKS MKS MORM NPHP OFD SLS USH Other 

CLRN1              RP 

CSPP1               

DCDC2               

DDX59               

DYNC2H1               

DYNC2LI1               

EVC               

EVC2               

EXOC4               

EXOC8               

GDF6               

GLIS2               

GPR98               

GUCY2D               

HARS               

HYLS1               

IFT27               

IFT74               

IFT52               

IFT80               

IFT122               

IFT140               

IFT172               

IMPDH1              RP 

INPP5E               

INVS               

IQCB1               

KCNJ13               

KIAA0586               

KIAA0588               

KIAA0753               

KIF7               

KIF14               

 



 

 

 

GENE ALMS BBS EVC JATD JBTS LCA MKKS MKS MORM NPHP OFD SLS USH Other 

LCA5               

MAPKBP1               

MKKS               

MKS1               

MYO7A               

NEK1               

NEK8               

NMNAT1               

NPHP1               

NPHP3               

NPHP4               

OFD1               

PCDH15               

PDE6D               

PDZD7               

PIBF1               

PRPH2               

RD3               

RDH12               

RPE65               

RPGRIP1              RP 

RPGRIP1L              COACH 

SDCCAG8               

SLSN3               

SPATA7              RP 

SRTD12               

SUFU               

TCTEX1D2               

TCTN1               

TCTN2               

TCTN3               

TMEM67              COACH 



 

 

 

GENE ALMS BBS EVC JATD JBTS LCA MKKS MKS MORM NPHP OFD SLS USH Other 

TMEM107               

TMEM216               

TRAF3IP1               

TRIM32               

TTC21B               

TTC8               

TULP1              RP 

USH1C               

USH1E               

USH1G               

USH1H               

USH1K               

USH2A               

WDPCP               

WDR19               

WDR35               

WDR60               

WHRN               

XPNPEP3               

ZNF423               

Table A1.4 Genes causing ciliopathies. Data taken from www.omim.org and Mitcheson and Valente(2107)(142) 

ALMS- Alstrom syndrome, BBS- Bardet Biedl syndrome, COACH- cerebellar vermis hypo/aplasia, oligophrenia, congenital ataxia, ocular coloboma, and hepatic fibrosis,  EVC- Ellis 
van Creveld syndrome, JATD- Jeune asphyxiating thoracic dystrophy, JBTS- Joubert syndrome, OFD- orofaciodigital syndrome, LCA- Leber congenital amaurosis, MKKS- 
McKusick-Kaufman syndrome, MKS- Meckel syndrome, MORM- mental retardation-obesity- retinal dystrophy-micropenis, NPH- nephronophthisis, RP- retinitis pigmentosa, SLS- 
Senior-Loken syndrome, USH- Usher syndrome.  
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Appendix 2- Gene list filters 

 

 

 

 

 

 

ACVR2B C2orf71 DNAAF1 HYLS1 NKX2-5 RSPH4A TSC1 

AHI1 C5orf42 DNAAF2 IFT43 NME8 RSPH9 TSC2 

AIPL1 CC2D2A DNAAF3 IFT80 NODAL SCNN1A TTC21B 

ARL13B CCDC28B DNAH11 IMPDH1 NPHP1 SCNN1B TTC8 

ARL6 CCDC39 DNAH5 INVS NPHP3 SCNN1G TULP1 

ATXN10 CCDC40 DNAI1 IQCB1 NPHP4 SDCCAG8 UMOD 

B9D1 CDH23 DNAI2 KCNJ13 OFD1 SPATA7 USH1C 

B9D2 CEP164 DNAL1 KIF7 PCDH15 TCTN1 USH1G 

BBS1 CEP290 DYNC2H1 LCA5 PKD2 TCTN2 USH2A 

BBS10 CEP41 EVC LEFTY2 PKHD1 TMEM138 VHL 

BBS12 CFTR EVC2 LRAT RD3 TMEM216 WDPCP 

BBS2 CLRN1 FOXH1 MKKS RDH12 TMEM231 WDR19 

BBS4 CRB1 GDF1 MKS1 RPE65 TMEM237 WDR35 

BBS5 CRELD1 GLIS2 MYO7A RPGR TMEM67 XPNPEP3 

BBS7 CRX GPR98 NEK1 RPGRIP1 TOPORS ZIC3 

BBS9 DFNB31 GUCY2D NEK8 RPGRIP1L TRIM32 ZNF423 
Table A2.2 Ciliopathy diagnostic gene list filter, courtesy of North East Thames Regional Genetics 
Centre 

 

 

 

ARL6 (BBS3) BBS12 MKS1 (BBS13) 

BBIP1 (BBS18) C8orf37 (BBS21) PTHB1 (BBS9) 

BBS1 CCDC28B (modifier) SDCCAG8 (BBS16) 

BBS2 CEP290 (BBS14) TMEM67 (modifier) 

BBS4 IFT27 (BBS19) TRIM32 (BBS11) 

BBS5 IFT74 (BBS20) TTC8 (BBS8) 

BBS7 LZTFL1 (BBS17) WDPCP (BBS15) 

BBS10 MKKS (BBS6)  
Table A2.1 BBS diagnostic gene list filter, courtesy of North East Thames Regional Genetics Centre 
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AHI1 CEP89 EXOC6 KIF24 PAFAH1B1 SDCCAG8 TTBK2 

AK7 CEP97 EXOC6B KIF27 PARD3 SGK196 TTC12 

AK8 CLDN2 FAM161A KIF3A PARD6A SHH TTC21B 

ALMS1 CLUAP1 FBF1 KIF3B PCDH15 SLC47A2 TTC26 

ARF4 CNGA2 FLNA KIF3C PCM1 SMO TTC29 

ARL13B CNGA4 FOPNL KIF7 PDE6D SNAP25 TTC30A 

ARL3 CNGB1 FOXJ1 LCA5 PDZD7 SNX10 TTC30B 

ARL6 CP110 FUZ LRRC6 PHF17 SPA17 TTC8 

ASAP1 CRB3 GAS8 LZTFL1 PIBF1 SPAG16 TTK 

ATXN10 CROCC GLI1 MAK PKD1 SPAG17 TTLL3 

AZI1 CTNNB1 GLI2 MAL PKD1L1 SPAG6 TTLL6 

B9D1 DCDC2 GLI3 MAPRE1 PKD2 SPATA7 TTLL9 

B9D2 DCDC2 GLIS2 MCHR1 PKHD1 SPEF2 TUBA1A 

BBS1 DCY3 GPR161 MDM1 PLK1 SSNA1 TUBA1C 

BBS10 DFNB31 GPR98 MKKS POC1A SSTR3 TUBA4A 

BBS12 DISC1 GSK3B MKS1 PTCH1 STIL TUBB2A 

BBS2 DNAAF1 HAP1 MLF1 PTPDC1 STK36 TUBB2B 

BBS4 DNAAF2 HEATR2 MNS1 RAB11A STK38L TUBB3 

BBS5 DNAAF3 HNF1B MYO15A RAB11FIP3 STOML3 TUBE1 

BBS7 DNAH1 HSPA8 MYO7A RAB17 STX3 TUBGCP2 

BBS9 DNAH10 HSPB11 NEK1 RAB23 SUFU TUBGCP3 

C21orf2 DNAH11 HTR6 NEK2 RAB3IP SYNE2 TUBGCP4 

C2CD3 DNAH2 HTT NEK4 RAB8A TBC1D30 TUBGCP5 

C2orf71 DNAH5 HYDIN NEK8 RABL5 TBC1D7 TUBGCP6 

C8orf37 DNAH6 HYLS1 NGFR RAN TCTN1 TULP1 

CBY1 DNAI1 IFT122 NIN RANBP1 TCTN2 TULP3 

CC2D2A DNAI2 IFT140 NINL RFX3 TCTN3 ULK4 

CCDC103 DNAL1 IFT172 NME5 RILPL1 TEKT2 USH1C 

CCDC114 DNALI1 IFT20 NME7 RILPL2 TEKT4 USH1G 

CCDC164 DPCD IFT27 NME8 ROPN1L TEKT5 USH2A 

CCDC28B DPYSL2 IFT43 NOTO RP1 TMEM138 VDAC3 

CCDC37 DRD1 IFT46 NPHP1 RP2 TMEM216 VHL 

CCDC39 DRD2 IFT52 NPHP3 RPGR TMEM231 WDPCP 

CCDC40 DRD5 IFT57 NPHP4 RPGRIP1 TMEM237 WDR19 

CCDC41 DVL1 IFT74 NUP214 RPGRIP1L TMEM67 WDR35 

CDH23 DYNC2H1 IFT80 NUP35 RSPH1 TNPO1 WDR60 

CENPJ DYNLT1 IFT81 NUP37 RSPH3 TOPORS WDR78 

CEP104 DYX1C1 IFT88 NUP62 RSPH4A TPPP2 XPNPEP3 

CEP135 EFHC1 INPP5E NUP93 RSPH9 TRAF3IP1 ZNF423 

CEP164 EVC INTU OCRL RTTN TRAPPC10  

CEP250 EVC2 INVS ODF2 SASS6 TRAPPC3  

CEP290 EXOC3 IQCB1 OFD1 SCLT1 TRAPPC9  

CEP41 EXOC4 KIF17 ORC1 SEPT2 TRIM32  

CEP72 EXOC5 KIF19 PACRG SEPT7 TRIP11  

Table A2.3 Cilia-associated gene list filter, from www.syscilia.org 
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ABCA4 BBIP1 CATSPER4 CLDN2 DVL1 FSCB LRRC43 

ABHD6 BBS1 CATSPERB CLTC DYDC1 FUZ LRRC46 

ABLIM1 BBS10 CATSPERD CLUAP1 DYDC2 GABARAP LRRC48 

ABLIM3 BBS12 CATSPERG CNGA1 DYNC2H1 GAPDHS LRRC49 

ACTL7A BBS2 CAV1 CNGA2 DYNC2LI1 GAS8 LRRC6 

ACTR2 BBS4 CBY1 CNGA3 DYNLL1 GLI1 LRRC73 

ADCY3 BBS5 CC2D2A CNGA4 DYNLL2 GLI2 LZTFL1 

ADCY5 BBS7 CCDC103 CNGB1 DYNLRB1 GLI3 MAATS1 

ADCY6 BBS9 CCDC104 CNGB3 DYNLRB2 GLIPR1L1 MAGI2 

ADGB BEST2 CCDC11 CNOT10 DYNLT1 GLIS2 MAK 

ADRBK1 C10orf107 CCDC113 COPS8 DYX1C1 GNA11 MAL 

AGBL2 C11orf49 CCDC114 COQ10A DZANK1 GNAQ MAP1A 

AGBL4 C11orf63 CCDC13 CRB3 DZIP1 GNAS MAP1B 

AGR3 C11orf70 CCDC135 CROCC DZIP1L GNAT1 MAP1LC3B 

AHI1 C11orf74 CCDC146 CSNK1A1 E2F4 GNAT2 MAP6 

AK1 C11orf88 CCDC147 CSNK1D EEF1A1 GNAT3 MAP9 

AK2 C12orf10 CCDC151 CSNK1G1 EFCAB1 GNB1 MAPRE1 

AK7 C12orf55 CCDC164 CTD2373H EFCAB12 GNB5 MAPRE3 

AK8 C14orf79 CCDC17 CTNNB1 EFCAB2 GNGT1 MAPT 

AKAP14 C15orf26 CCDC170 CYB5D1 EFCAB7 GPR161 MARK4 

AKAP3 C16orf71 CCDC173 CYFIP2 EFHC1 GPR83 MCHR1 

AKAP4 C16orf80 CCDC176 CYLD EFHC2 GPR98 MCIN 

AKAP9 C1orf114 CCDC19 CYS1 EFTUD2 GRK1 MDH1B 

AKT1 C1orf173 CCDC28B DCDC2 EHD1 GRXCR1 MDM1 

ALDH1A1 C1orf192 CCDC33 DCTN1 EHD3 GSK3B MERTK 

ALMS1 C1orf194 CCDC37 DDAH1 ELMOD2 GSTA1 MKKS 

ALS2CR12 C1orf222 CCDC39 DFNB31 ELMOD3 GSTA2 MKS1 

AMBRA1 C20orf26 CCDC40 DHRS3 EML1 GSTM3 MLF1 

ANKMY2 C20orf85 CCDC41 DISC1 ENAH GUCA1A MNS1 

ANKS6 C21orf2 CCDC65 DLD ENKD1 GUCA1B MOK 

ANO2 C21orf58 CCDC74A DMD ENKUR GUCA1C MORN2 

ANXA1 C21orf59 CCDC74B DNAAF1 ENO4 GUCA2B MORN3 

AP3M2 C2CD3 CCDC78 DNAAF2 ENPP5 GUCY2D MORN5 

APOA1BP C2orf71 CCDC81 DNAAF3 EPS15 GUCY2F MYB 

APOBEC4 C2orf73 CCL15 DNAH1 EVC HAP1 MYH10 

APOO C4orf22 CCNO DNAH10 EVC2 HAVCR1 MYO15A 

ARF4 C5orf30 CCP110 DNAH11 EXOC3 HEATR2 MYO3B 

ARFGEF2 C5orf49 CCSAP DNAH12 EXOC4 HHIP MYO5A 

ARL13B C6orf118 CCT2 DNAH14 EXOC5 HIF1A MYO5B 

ARL2BP C6orf165 CCT3 DNAH17 EXOC6 HIPK1 MYO7A 

ARL3 C6orf170 CDH23 DNAH2 EXOC6B HK1 MYOC 

ARL6 C7orf57 CDHR1 DNAH3 EZR HMGB2 MYRIP 

ARMC3 C7orf63 CDHR3 DNAH5 FAIM HNF1A NAPEPLD 

ARMC4 C8orf37 CDK20 DNAH6 FAM154A HNF1B NBEA 

ARR3 C8orf47 CELSR2 DNAH7 FAM154B HSP90AB1 NEDD1 

ASAP1 C9orf116 CELSR3 DNAH8 FAM161A HSP90B1 NEK1 

ATG14 C9orf117 CENPJ DNAH9 FAM179A HSPA1L NEK11 

ATG16L1 C9orf135 CEP104 DNAI1 FAM216B HSPA1L NEK2 

ATG5 C9orf24 CEP135 DNAI2 FAM229B HSPA1L NEK4 

ATG7 CABS1 CEP164 DNAJA1 FAM49B HSPA1L NEK8 

ATP2A2 CABYR CEP19 DNAJA4 FAM65B HSPA1L NEURL 

ATP2B2 CALCR CEP250 DNAL1 FAM81B HSPA4L NGFR 

ATP2B4 CALML4 CEP290 DNAL4 FANK1 HSPA8 NIN 

ATP6V0D1 CAPS CEP41 DNALI1 FBF1 HSPB11 HTT 

ATP6V1C1 CAPSL CEP72 DPCD FBXO15 HSPBP1 HUWE1 

ATP6V1D CARS CEP89 DPYSL2 FLCN LDHA HYDIN 

ATP8A2 CASC1 CEP97 DRD1 FLNA LDHC HYLS1 

ATXN10 CASK CETN1 DRD1 FNBP1L LRBA ICK 

AZI1 CATSPER1 CETN2 DRD2 FOCAD LRP2BP IFT122 

B9D1 CATSPER2 CETN3 DRD5 FOPNL LRRC23 IFT140 

B9D2 CATSPER3 CLASP1 DSTN FOXJ1 LRRC34 IFT172 
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IFT20 LRRC43 NPHP3 PIH1D3 SLC26A6 TEKT5 TUBB4A 
IFT27 LRRC46 NPHP4 PIK3C3 SLC27A2 TEX26 TUBB4B 
IFT43 LRRC48 NPY2R PIK3R4 SLC47A2 TEX9 TUBE1 
IFT46 LRRC49 NT5C3 PIN1 SLC9A3R1 TMEM107 TUBG1 
IFT52 LRRC6 NTPCR PKD1 SLC9C1 TMEM138 TUBGCP2 
IFT57 LRRC73 NUDC PKD1L1 SLIRP TMEM17 TUBGCP3 
IFT74 LZTFL1 NUP214 PKD2 SMO TMEM216 TUBGCP4 
IFT80 MAATS1 NUP35 PKD2L1 SNAP25 TMEM231 TUBGCP5 
IFT81 MAGI2 NUP37 PKHD1 SNAP29 TMEM232 TUBGCP6 
IFT88 MAK NUP62 PKHD1L1 SNTN TMEM237 TULP1 
IGBP1 MAL NUP93 PKIG SNX10 TMEM67 TULP2 
INHA MAP1A NUPL2 PKM SORD TNPO1 TULP3 
INPP5E MAP1B OCRL PLA2G3 SPA17 TOPORS TULP4 
INTU MAP1LC3B ODF1 PLCB4 SPAG1 TP53BP1 TXNDC2 
INVS MAP6 ODF2 PLEKHB1 SPAG16 TPGS1 TXNDC8 
IPO5 MAP9 ODF3 PLK1 SPAG17 TPPP2 UBE2B 
IQCA1 MAPRE1 ODF4 POC1A SPAG4 TPPP3 UBXN10 
IQCB1 MAPRE3 OFD1 POC1B SPAG6 TRAF3IP1 ULK3 
IQCD MAPT ONECUT1 POR SPATA17 TRAPPC10 ULK4 
IQCE MARK4 ONECUT2 PPEF2 SPATA18 TRAPPC3 UMOD 
IQCG MCHR1 OPN1LW PPID SPATA4 TRAPPC9 UNC119B 
IQCH MCIN OPN1MW PPP1R7 SPATA6 TRIM32 USH1C 
IQCK MDH1B OPN1MW2 PPP2CB SPATA7 TRIM59 USH1G 
IQUB MDM1 OPN1SW PPP5C SPEF1 TRIP11 USH2A 
IRS1 MERTK ORC1 PQBP1 SPEF2 TRPV4 VANGL2 
KATNAL1 MKKS OSBPL6 PRKACA SPTAN1 TSGA10 VDAC3 
KATNAL2 MKS1 OSCP1 PRKACB SPTBN5 TSNAXIP1 VHL 
KCNJ16 MLF1 OXCT2 PRKACG SRGAP3 TSSC1 VHLL 
KCNRG MNS1 PABPC1L PRKAR1A SSNA1 TSSK1B VPS35 
KCTD10 MOK PACRG PRKAR1B SSTR3 TTBK2 VWA3B 
KIAA0586 MORN2 PAFAH1B1 PRKAR2A SSX2IP TTC12 WDPCP 
KIAA0753 MORN3 PARD3 PRKAR2B STIL TTC18 WDR11 
KIAA1009 MORN5 PARD6A PRKCA STK33 TTC21A WDR16 
KIAA1377 MYB PCDH15 PROM1 STK36 TTC21B WDR19 
KIAA1407 MYH10 PCDHB13 PROM2 STK38L TTC26 WDR34 
KIF17 MYO15A PCDHB15 PRPH STOML3 TTC29 WDR35 
KIF19 MYO3B PCDP1 PRPH2 STRC TTC30A WDR47 
KIF24 MYO5A PCM1 PSEN1 STX3 TTC30B WDR60 
KIF27 MYO5B PCNT PSEN2 SUFU TTC40 WDR63 
KIF2A MYO7A PDC PSMC2 SYNE1 TTC8 WDR66 
KIF3A MYOC PDE1C PSMC5 SYNE2 TTK WDR69 
KIF3B MYRIP PDE4C PTCH1 TAS2R4 TTLL1 WDR78 
KIF3C NAPEPLD PDE6A PTCHD3 TAS2R43 TTLL11 WDR96 
KIF5B NBEA PDE6B PTGS1 TAS2R43 TTLL3 WRAP53 
KIF7 NEDD1 PDE6D PTPDC1 TAS2R46 TTLL4 XPNPEP3 
KIF9 NEK1 PDE6G PTPN23 TAS2R46 TTLL5 YWHAE 
KIFAP3 NEK11 PDZD7 PTPRK TBC1D30 TTLL6 YWHAQ 
KLC1 NEK2 PFKM RAB10 TBC1D7 TTLL7 ZBBX 
KLC2 NEK4 PFN2 RAB11A TBCC TTLL8 ZMYND10 
KLC3 NEK8 PGAM4 RAB11FIP3 TCEA2 TTLL9 ZMYND12 
KNCN NEURL PGK2 RAB15 TCTEX1D2 TUB ZNF423 
LAMA5 NGFR PHC1 RAB17 TCTEX1D4 TUBA1A ZNF474 
LCA5 NIN PHF17 RAB23 TCTN1 TUBA1B ZSCAN18 

LDHA NINL PHLPP2 RAB27A TCTN2 TUBA1C  

LDHC NME5 PHTF1 RAB28 TCTN3 TUBA3D  

LRBA NME7 PIBF1 SKP1 TEKT1 TUBA4A  

LRP2BP NME8 PIFO SLC22A4 TEKT2 TUBB2A  

LRRC23 NOTO PIGS SLC25A31 TEKT3 TUBB2B  

LRRC34 NPHP1 PIH1D2 SLC26A3 TEKT4 TUBB3  
Table A2.4 Cilia-associated gene list filter, from www.omictools.com/ciliacarta-tool 
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 Supplementary Information  

 

All supplementary information is available on the supplied CD-ROM. Files are listed in Table S1 

below. 

 

Supplementary Information 1- Database 

S1.1 HIGH-5 phenotyping database with anonymised patient information 

 

S1.2  Empty HIGH-5 phenotyping database 

S1.3  Human Phenotype Ontology terms for cohort 

Supplementary Information 2- Pharmacogenomics 

S2.1 Actionable pharmacogenomics genes with references 

S2.2 WGS haplotype calls 

S2.3 Prescribing advice 

 S2.3.1 Long-form guidance 

 S2.3.2 Short-form guidance 

S2.4 SNP genotyping validation 

Table S1 Supplementary data available on CD-ROM 
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