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Abstract

In this thesis, we present a comprehensive theoretical analysis and computataional

study of optical nonlinearities in the graphene-based and silicon-based metamateri-

als. The novel numerical methods and corresponding results described in this work

give a significant impact on our understanding of surface plasmon resonance in arti-

ficial optical materials, which facilitates the design and fabrication of new photonic

devices with enhanced nonlinear optical functionalities.

Two generic nonlinear metasurfaces are elaborated in this dissertation, namely,

graphene-based metasurfaces and silicon-based metasurfaces. Employing a novel

homogenization technique, the effective second-order susceptibility of graphene

metasurfaces is calculated, which can be enhanced by more than two orders of

magnitude as compared to the intrinsic value of graphene sheet. There is excel-

lent agreement between the predictions of the homogenization method and those

based on rigorous numerical solutions of Maxwell equations. Moreover, we also

illustrate that the effective Raman susceptibilities of silicon-based metasurfaces can

be enhanced by 3 to 4 orders of magnitude as compared to the intrinsic value of

silicon. Even though the homogenization method for silicon-based metasurfaces is

not as accurate as graphene-based, this result still gives a qualitative analysis on the

effective Raman susceptibility of silicon-based metasurfaces.

Additionally, the optical nonlinearity is utilized to design a two-mode quantum

waveguide made of coupled silicon photonic crystal nanocavities in the last part of

the thesis. Finally, we also explore the implications of our work to the development

of new active photonic nanodevices with new or improved functionalities.
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Impact Statement

This thesis mainly theoretically and computationally explores the enhanced optical

nonlinearities of different metamaterials, and further studies the quantum dynamics

of two-mode photonic nanostructures designed by utilizing optical nonlinearities. In

general, our research work is of vital importance for the development and practical

uses of nonlinear optics and quantum optics.

The nonlinear optics we studied provides varieties of practical uses such as

multi-photon absorption for plasma-materials interaction, coherent light of different

wavelengths, materials analysis and spectroscopy, communications and sensors, etc.

In particular, the efficient generation of short-wavelength coherent light opens up a

wide variety of infrared lasers. Additionally, lasers can make permanent changes

in materials through nonlinear optical processes, such as ps and fs pulses which

are used for laser machining. Another dominant advanced technology impacted by

nonlinear optics is fiber optic telecommunications. Since the nonlinear optics was

found to be the fundamental limit to the amount of data that can be transmitted on

a single optical fiber, figuring out the threshold of corresponding nonlinear optical

processes becomes important for developing the technology in telecommunications.

The theoretical method we used to analyze the enhanced optical nonlinearities

of metamaterials is the homogenization method, which is based on field-averaging

theory. Field averaging actually provides a useful means of characterizing the

effective-medium parameters of an arbitrary metamaterial. It is particularly use-

ful for complex structures in which the transmitted and reflected amplitudes are not

easily interpreted by solving Maxwell equations. When the homogenization method

is combined with dispersion curve calculations, it would provide a wealth of infor-
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mation distinct and complementary to that obtained by S-parameter analysis and

retrieval.

Another research subject we were committed to is quantum dynamics, which

is relevant for many burgeoning fields like quantum computing and quantum entan-

glement. Quantum dynamics is promising to revolutionize computer science and

telecommunication. Although most of the investigations on quantum optics is still

in theoretical research stage, there are now several laboratories beginning experi-

mental investigations as well.

The quantum optics we researched is playing an important role in the develop-

ment of todays new technology. For instance, the process of quantum entanglement

is now studied with the aim of applying it to stronger cryptography, higher resolu-

tion microscopy and other applications. In addition to cryptography, computing and

communication would soon rely on high-fidelity readouts of entangled photons that

are detected by the most sensitive optical imagers including EMCCD, intensified

CCD and sCMOS cameras.

The nonlinear optics and quantum optics we explored are rapidly growing

fields of science as they have been generating huge interest in many new and excit-

ing optical phenomena and a plethora of important emerging applications in active

photonic nanodevices, integrated photonics, optoelectronics, etc. The pace at which

research in photonic nanostructures has been expanding also predicts that many ex-

citing new physics pertaining to the nonlinear optics and quantum optics are yet to

be explored. These impending future developments will bring about more novel

photonic nanodevices with new or improved functionalities.
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EM electromagnetic
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ν magnetic permeability

νr relative magnetic permeability
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PCB printed circuit boards
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Chapter 1

Introduction

Research in photonics, aiming at utilizing the distinct characteristics of light and

light-matter interaction in different nanostructures, plays an essential role in the

field of science and engineering nowadays. It covers the fields of nonlinear optics,

classical optics, and quantum optics. Research on photonic devices and materials

nowadays enables an exciting platform on which various photonic applications are

increasingly achieved and employed. In addition, a wide range of photonic applica-

tions are emerging with the rapid advancement of photonics technology, like lasers,

biological and chemical sensing, telecommunications, information processing and

solar cells.

Photonic technology has gone through a long and rich history, which laid the

foundation for current silicon photonics and further growth of photonics. In the

early 1990s, the photonic crystals developed but they operate only in the “mi-

crowave” regime. Then 3D photonic crystals based on alignment and stacking

emerged, which can control spontaneous emission as well as the interaction of light

to the surfaces of materials [1]-[5]. Calculation and fabrication techniques devel-

oped for 3D photonic crystals also induced rapid progress in the field of photonics

[8]-[9]. The next stage of photonics technology is manipulating and trapping pho-

tons by introducing a cavity within a 2D photonic crystal [11]-[10]. Afterwards,

research on photonics focus on increasing and controlling the Q factor of photonic

crystal nanocavity. Researchers found that by shifting the edge air holes of the

nanocavity to make it larger, the Q factor can be increased by several orders of mag-
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nitude [12]. Subsequently, overcoming the limited understanding of light-matter in-

teraction with photonic crystals, the quantum applications stepped into researchers’

attention [16]-[20]. One of the developments in this research area is to combine

the high-Q nanocavity with quantum dots to introduce a strong coupling. Another

significant progress is applying coupled cavities to realize flexible architecture and

on-demand dynamic control without cross talk.

Figure 1.1: Profile of introduction.

The advancement of photonics ranges from wave optics to quantum optics,

minimizing the photonic devices and quantizing the optical field. Although we

have progressed significantly on fabrication and manipulation of photonic devices,

there are still quite a few sub-domains to explore and perfect. For our project, these

two parts of nanophotonics (wave optics and quantum optics) are included, which

we will present the details in the later chapters. Here we just introduce the two

branches.

Wave optics, principally founded on classical Maxwell equations, is the study

of light as electromagnetic waves. Specifically, it realizes the light confinement

within certain photonic nanostructures. Using certain software based on finite-

difference time-domain (FDTD) method, research in wave optics aims mainly to

estimate the electromagnetic field of specific material structure. In our case, we

investigate a photonic crystal nanocavity waveguide made of silicon, where a high-

index contrast lattice creates ”photonic bandgaps”, so as to forbid light propagation
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beyond the cavity defect. We also calculate the resonance modes and corresponding

quality factors of our designed structure, which could characterize valuable prop-

erties of nanocavity. In many applications, high Q and small volume are highly

desired for the high finesse required for laser and filters. From small-scale but high-

quality nanocavities to ultra-compact waveguides, various issues of light confine-

ment phenomena and near-field optics have already been included in several books

[21]-[25]. However, soon after the classical photonic devices no longer meet the

increasing demand of extremely tiny devices with excellent optical properties, the

quantum devices emerge in quite a few areas in photonics technology.

Quantum optics, which deals with the light-matter interaction in phtonic nanos-

tructures, is the study of light as particles known as photons [26]-[28]. Since the

light as well as its energy and momentum are quantized, the classical Maxwell equa-

tions must be modified when used. On the contrary, theory of quantum mechanics

come in handy now: light is described in terms of field operators for creation and

annihilation of photons, i.e. in the language of quantum electrodynamics. Ad-

ditionally, in quantum optics, atoms are now considered as quantum mechanical

oscillators with a discrete energy spectrum, with the transitions between the en-

ergy eigenstates being driven by the absorption or emission of light according to

Einstein’s theory. There are many sub-domains within quantum optics for people

to explore, like coincidence correlation, quantum communication, quantum entan-

glement and quantum information processing [29]-[34]. In any event, building the

Hamiltonian of the specific system is the key step to obtaining the density matrix,

which is the critical variable to calculate expected values for various quantities, such

as the expected number of photons. One research topic in my thesis is just about

simulating the photon number rate in time domain for coupled-cavity waveguides.

The next section will describe the objectives of this thesis in more detail.

1.1 Main Objectives of the Thesis

In this thesis, two main objectives are to be achieved, and are related both to the

classical optics as well as quantum optics.
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The first objective, which is founded in the classical physics, is related to the

investigation of the linear and nonlinear optical response of two generic metasur-

faces (graphene-based metasurface and silicon photonic crystal metasurface) and

their corresponding homogenized counterparts. The metasurface is a single layer of

metamaterial, which is formed by arranging many tiny structural elements in a pe-

riodic manner and possesses significant optical properties that cannot be achieved

naturally. In particular, using the homogenization method, the corresponding ef-

fective nonlinear susceptibilities (effective second-order susceptibility and effective

Raman susceptibility) are calculated and compared with the intrinsic values of pris-

tine materials. Our investigation revealed that the effective nonlinear susceptibilities

of both the homogenized metasurfaces are enhanced by several orders of magnitude.

In the case of graphene-based metasurfaces, the graphene-nanoribbon,

graphene-rectangle and graphene-cruciform constituents are considered, respec-

tively. Several physical quantities characterizing the original and homogenized

metasurfaces are compared, such as the optical absorption, transmittance and re-

flectance. Our analysis revealed that for graphene metasurfaces whose unit cell has

characteristic size of a few hundreds of nanometers, there is an excellent agreement

between the predictions of the homogenization method and the results obtained

by rigorously solving the Maxwell equations (calculation without approximation),

which is explained by the fact that the characteristic size of graphene resonators is

much smaller than their resonance wavelength.

In so far as the silicon photonic crystal (PhC) metasurfaces consisting of a pe-

riodic distribution of specially engineered PhC cavities are concerned, the effective

Raman susceptibility of the nonlinear metasurface, calculated using the same ho-

mogenization technique, is significantly larger than the intrinsic Raman susceptibil-

ity of silicon. In order to achieve this dramatic enhancement of the nonlinear optical

response of the metasurface, the basic constituents of the silicon-based metasurface

are the PhC cavities which possess two optical modes separated by the Raman fre-

quency of silicon. One can achieve large optical field enhancement at both the pump

and Stokes frequencies. This homogenization method is also valid even when the
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period of the metasurface is comparable or larger than the wavelength of the inter-

acting beams.

The second objective based on quantum optics centers upon the photon propa-

gation through a two-mode light-guiding waveguide consisting of coupled photonic

nanocavities made of silicon. Since Hamiltonian is the crux of solving problems on

quantum dynamics, we need to start with constructing the creation and annihilation

operators which make up the system Hamiltonian. Here we should take the consid-

eration of the potential energy for each particle as well as the interaction between

the particles. After figuring out the system Hamiltonian, we could in turn readily

obtain the density matrix, photon number, as well as transmission rates.

The optical nanocavities are designed to have high-quality-factor optical

modes whose frequency separation is equal to the Raman frequency of silicon, so

that the quantum waveguide can be used as a Raman amplifier. The novelty of this

work is coupling any amount of nanocavities to realize the quantum manipulation of

light in waveguides. This research work also provides a valuable reference for prac-

tical applications in quantum interconnects and quantum information processing,

which aim at guiding light in nanostructures at a quantum level.

1.2 Outline

In Chapter 2, we give an overview of the basic concepts and principles for this

thesis. The fundamentals of graphene are firstly illustrated in detail so as to pave

the way for quantum computation of coupled graphene structures. Then we also

introduce the primary theory of silicon photonics from the perspective of classical

physics. The final part is about the quantum electrodynamics techniques, which

shows how to establish the Hamiltonian as well as to derive the density matrix of

the system.

In Chapter 3, we demonstrated that stimulated Raman amplification can be en-

hanced by more than four orders of magnitude in a silicon metasurface consisting

of a periodic distribution of specially engineered PhC cavities in a silicon PhC slab

waveguide. In particular, by designing the PhC cavities so that they possess two
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optical modes separated by the Raman frequency of silicon, one can achieve large

optical field enhancement at both the pump and Stokes frequencies. As a conse-

quence, the effective Raman susceptibility of the nonlinear metasurface, calculated

using a novel homogenization technique, is significantly larger than the intrinsic

Raman susceptibility of silicon. Implications to technological applications of our

theoretical study are discussed, too.

In Chapter 4, we discussed about one- and two-dimensional graphene metasur-

faces, which are homogenized both at the fundamental frequency (FF) and second-

harmonic (SH) using a powerful homogenization technique. In both cases, there

is excellent agreement between the predictions of the homogenization method and

those based on rigorous numerical solutions of Maxwell equations. The homoge-

nization technique is then employed to demonstrate that, owing to a double-resonant

plasmon excitation mechanism that leads to strong, simultaneous field enhancement

at the FF and SH, the effective second-order susceptibility of graphene metasurfaces

can be enhanced by more than three orders of magnitude as compared to the intrin-

sic second-order susceptibility of a graphene sheet placed on the same substrate.

In addition, we explore the implications of our results to the development of new

active nanodevices that incorporate nanopatterned graphene structures.

In Chapter 5, we used a versatile homogenization approach to model the linear

and nonlinear optical response of two metasurfaces: a plasmonic metasurface con-

sisting of a square array of graphene cruciform patches and a dielectric metasurface

consisting of a rectangular array of photonic crystal (PhC) cavities in a silicon PhC

slab waveguide. The former metasurface is resonant at wavelengths that are much

larger than the graphene elements of the metasurface, whereas the resonance wave-

lengths of the latter one are comparable to the size of its resonant components. By

computing and comparing the effective permittivities and nonlinear susceptibilities

of the two metasurfaces, we derive some general principles regarding the condi-

tions under which homogenization methods of metallic and dielectric metasurfaces

are valid. In particular, we show that in the case of the graphene metasurface the

homogenization method describes very well both its linear and nonlinear optical
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properties, whereas in the case of the silicon PhC metasurface the homogenization

method is less accurate because the size of silicon unit cell is comparable with the

resonance wavelength.

In Chapter 6, we studied at the quantum level the optical properties of light

propagation in a quantum waveguide consisting of coupled photonic nanocavities

made of silicon. The optical nanocavities are designed to have high-quality-factor

optical modes whose frequency separation equals the Raman frequency of silicon,

so that two resonance modes (pump mode and Stokes mode) exist in each nanocav-

ity. In order to describe the quantum transport of photons in this waveguide, we

firstly construct a Hamiltonian that describes the photon number at the pump and

Raman frequencies, and subsequently use the corresponding equations of motions

to compute the photon dynamics with different physical quantities of the quantum

system. Practical implications of our theoretical analysis are considered, too.

In Chapter 7, we presented a rigorous approach to derive the Hamiltonian of

graphene nanostructures and the coupling between two graphene patterns with dif-

ferent spacings. This part is essentially grounded in the quantum physics principle

and provides a foundation for our later research on functional graphene.

Chapter 8 is about theory of scattering and diffraction of electromagnetic waves

for core-gap-shell nanoparticles and numerical simulations for modelling corre-

sponding experimental results. In particular, we will first discuss the experimen-

tal results on scattering, near field intensity and two-photon luminescence (TPL) of

core-gap-shell nanoparticles (NPs), and then we present theoretical and numerical

methods that are commonly used to study electromagnetic wave scattering prob-

lems. In the end, we compare the computational results with the corresponding

experimentally measured values.

The main conclusions of this thesis will be summarized in Chapter 9 and the

contributions of this work to the fields of nonlinear optics and quantum optics will

be highlighted. Future prospects for extending this work are also presented in this

concluding chapter.
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Chapter 2

Background

In this chapter, we present the background knowledge for the three branches of my

research. The first part introduces the elementary information of graphene, such as

the electronic structure, conductivity, absorption, as well as the Hamiltonian. In the

second section, we present the theory of photonic crystals in detail. Starting from

Maxwell equations in periodic structures, we show the basic properties of photonic

crystals and how the band structures of 1D, 2D and 3D photonic crystals look like.

The third part is about the concepts of quantum optics, which illustrate the quantum

principle of radiation, light-matter interaction, as well as the quantum theory of

damping. The specific explanations for each part are elucidated in the following

sections.

2.1 Fundamentals of Graphene
In recent years there has been increasing research and development on a crystalline

form of carbon called graphene, due to its remarkable characteristics. Graphene is a

form of a 2D plane honeycomb crystal lattice and has excellent mechanical, electri-

cal, optical and chemical properties, which might lead to flexible touch-screen dis-

plays, new composite materials, terahertz electronics, graphene sensors, graphene

plasmonic devices and many other applications [4]-[6]. Until 2004, it was believed

that a single monolayer of graphene could not be fabricated because it is unstable in

free form, until it was isolated at Manchester University by Andre Geim and Kon-

stantin Novoselov [7]. The excellent electronic properties of graphene are due to
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the fact that graphene is a 2D zero-gap (no bandgap between the conduction band

and valence band) semiconductor with high electron mobility, which supports good

charge flow. Pristine graphene is almost transparent with only 2.3 percent light ab-

sorption of incident visible light (380∼740nm), which can be changed by doping.

Figure 2.1 shows the arrangement of carbon atoms in graphene.

Figure 2.1: Arrangement of carbon atoms in graphene lattice.

Since its discovery in 2004, there has been an intense theoretical and exper-

imental research on properties and potential applications of graphene, including

light-emitting diodes, touch panels, and smart windows [9]-[10]. Being only one

atom thick, it is the thinnest known material. Nevertheless, the largest size of

graphene that could be produced until recently was only few square centimeters.

However, it is already used as a means to increase mechanical and electrical prop-

erties of other materials, and the developments in this area have been remarkable

[11]-[12].

2.1.1 Electronic Structure and Properties of Graphene

Graphene, a single atomic layer of graphite, is an allotrope of carbon that is made

up of very tightly bonded carbon atoms organised into a hexagonal lattice. In this

part, we discuss several properties of graphene, including electronic configuration,

band structure as well as conductivity.

Electronic Configuration and Band Structure

Carbon is a group-four element with six electrons, two of which form a closed
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shell 1s2, and remaining four fill states 2s and 2p, leading to a ground state configu-

ration 2s22p2. When a solid is formed, total energy decreases due to the overlapping

of the electron wavefunctions and the forming of energy bands. In graphene lattice,

only the two electrons in the 2p orbital are taking part in conduction, the other four

are closely bound to the nucleus and practically cannot be excited to higher energy

levels. The shape of the orbitals of the conducting electrons in each carbon atom

(2pz orbital) is shown in Fig. 2.2 (a).

In the lattice, bands are formed out of the overlapping individual electrons

wavefunctions resulting in the shape shown in Fig. 2.2 (b). The conduction and

valence bands are touching at the K and K′ symmetry points (conical points) at

energy coinciding with Fermi level (in undoped material). The valence band is

therefore completely filled, while the conduction band is empty, making graphene a

gapless semiconductor. A formal similarity between ultrarelativistic particles (with

energy much larger than the rest energy mc2, such that one can consider the particles

as massless) and electrons in graphene makes graphene a platform on which to study

various quantum relativistic effects. The zero gap and high mobility of the electrons

make the transfer of charge in graphene extremely fast (the relationship between the

electrical conductivity σ and electron mobility µe: σ = neµe), which leads to its

excellent conductive properties.

Figure 2.2: a) 3D plot of the wavefunction of 2pz orbital, b) Energy bands in graphene [8].

Conductivity in Graphene

As illustrated in the above discussion, one of the most useful properties of

graphene is zero-overlap semimetal (with both holes and electrons as charge carri-
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ers) with extremely high electrical conductivity. Each carbon atoms has 6 electrons:

2 in the inner shell and 4 in the outer shell. The combination of one s-orbital with

only two p-orbitals, namely orbital px and py, is the sp2 hybridization, which forms

the σ -bond. The additional pz-orbital is perpendicular to the sp2-hybrid orbitals. In

other words, the 4 outer shell electrons in an individual carbon atom are available

for chemical bonding, but for graphene, each atom is connected to 3 other carbon

atoms on the two dimensional plane, leaving 1 electron freely available in the third

dimension for electronic conduction (the sp2-hybrid orbitals are not conducive to

the conductivity of graphene).

Combined research over the last 50 years has proved that at the Dirac point in

graphene, electrons and holes have zero effective mass (E-k relation is linear for

low energies near the six corners of the two-dimensional hexagonal Brillouin zone

of graphene, leading to zero effective mass for electrons and holes) [13]. This occurs

because the energy-momentum relation (the spectrum for excitations) is linear for

low energies near the 6 individual corners of the Brillouin zone. These electrons and

holes are known as Dirac fermions, or Graphinos, and the 6 corners of the Brillouin

zone are known as the Dirac points. Due to the zero density of states at the Dirac

points, electronic conductivity is actually quite low. However, the Fermi level can

be changed by doping (with electrons or holes) to create a material that is potentially

better at conducting electricity than, for example, copper at room temperature.

Experiments have shown that the electronic mobility of graphene is very high,

with previously reported results above 15000cm2 V−1 s−1 and theoretically poten-

tial limits of 200000cm2 V−1 s−1 (limited by the scattering of graphenes acoustic

phonons) [14]. Graphene electrons act very much like photons in their mobility

due to their lack of mass. These charge carriers are able to travel sub-micrometer

distances without scattering, a phenomenon known as ballistic transport. However,

the quality of the graphene and the substrate that is used will be the limiting factors.

With silicon dioxide as the substrate, for example, mobility is potentially limited to

40000cm2 V−1 s−1 [14].

Absorption in Graphene
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Considering that graphene is only 1 atom thick, the ability to absorb 2.3 %

of white light is also a unique and interesting property of graphene. This is due

to its aforementioned electronic properties, namely, the electrons acting like mass-

less charge carriers with very high mobility. A few years ago, it was proved that

the amount of white light absorbed is based on the fine structure constant, rather

than being dictated by material specifics [16]. Adding another layer of graphene in-

creases the amount of white light absorbed by approximately the same value (2.3%).

The opacity of graphene ( πα ≈ 2.3 % ) equates to a universal dynamic conductivity

value of G = e2

4h̄ (2∼3%) over the visible frequency range [17].

Various properties like conductivity or absorption can be modified by doping or

patterning the graphene lattice. It was demonstrated that arrays of doped graphene

nanodisks show 100% absorption when supported on a substrate under total inter-

nal reflection and also when lying in a dielectric layer coated metal [18]. Doped

graphene, on the other hand, is predicted to have strong confinement and long-lived

plasmons, which produce sharp IR resonances in nanodisks. This is an important

discovery as light absorption plays an essential role in optical detectors and pho-

tovoltaics. The absorption cross-section of graphene might exceed the geometrical

cross-section. Potentially this characteristic can be exploited to make very efficient

and precise sensors.

2.1.2 Electronic States and Hamiltonian

In general, in quantum physics, the key step is to study the Hamiltonians of partic-

ular dynamic system. As illustrated in Fig. 2.3, there are in total four cases when it

comes to the Hamiltonian description of graphene.

For non-relativistic quantum mechanics, the Hamiltonian reads

H =
p2

2me
(2.1)

with me denoting an effective mass and p the momentum, whilst the motion of

charge carriers in condensed matter physics is described by the Schrodinger equa-

tion.
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Figure 2.3: 4 profiles to describe graphene Hamiltonian: (a) Charge carriers in condensed
matter physics are normally described by the Schrodinger equation. (b) Rel-
ativistic particles in the limit of zero rest mass follow the Dirac equation. (c)
Charge carriers in graphene are called massless Dirac fermions and are de-
scribed by a 2D analog of the Dirac equation. The pseudospin can be indicated
by color (e.g., red and green). (d) Bilayer graphene provides us with yet an-
other type of quasi-particles that have no analogies. The pseudospin changes
its color index four times as it moves among four carbon sublattices [19].

For ultra-relativistic particles with zero rest mass, substituting the Dirac equa-

tion, the Hamiltonian becomes

H = c−→σ · p̂ (2.2)

with c denoting the speed of light, and the σ matrices are the standard 2 × 2 Pauli

matrices, which are related to particle spins.

For charge carriers in monolayer graphene, which are categorized as massless

fermions, the energy band is described by a 2 by 2 Hamiltonian matrix

Ĥ = vF

 0 kx− iky

kx + iky 0

= vF
−→
σ ·−→p (2.3)

labelled by two indices denoting different sublattices, where the Fermi velocity

vF ≈ 1× 106 m/s plays the role of the speed of light and a 2D pseudospin ma-

trix σ describes two sublattices of the honeycomb lattice. The dynamics of the

quasi-particles are determined by a 2D analogue Dirac equation, with Fermi veloc-
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ity playing the role of speed of light and pseudo spin matrix describing sublattices.

Bilayer graphene provides a new type of quasi-particle known as massive chiral

fermions, which has no analogies in existing quantum theory. The Hamiltonian of

this system

H =
−→
σ · p̂2

2m
(2.4)

combines both non-relativistic and relativistic features.

In summary, Fig. 2.3 provides a visual outline of how much our quantum

playgrounds have expanded since the experimental discovery of graphene. The very

different description of graphene crystal gives rise to a wide range of new physics

phenomena to be further studied and understood.

2.1.3 Surface Plasmons

A plasmon is a quantum of plasma oscillation, a quasiparticle, similarly to a phonon

being a quantum of mechanical vibration. Since they were first predicted in 1957

[24], subsequently it was proved that the usual reflection and transmission theory is

not applicable to materials for which the surface electrodynamic polarization waves

can propagate.

Surface plasmons (SPs) are oscillations of free electron density. Surface plas-

mons can be excited by photons and electrons. The theory behind plasmon origins

is the following: when electrons move to screen an electric field, they tend to over-

shoot the mark. They are then pulled back towards the charge disturbance and

overshoot again, setting up a weakly damped oscillation [25]. The SP resonance

can be achieved when the frequency of light photons matches the natural frequency

of surface electrons [26]. SPs in graphene are different to those in noble metals

as they can be tuned by doping, are confined to smaller regions and do not show

Ohmic losses [27]. The dispersion relation of a wave propagating on the surface

can be expressed as

k =
ω

c
(

ε1ε2

ε1 + ε2
)

1
2 =

2π

λ
(2.5)

where k is the wavenumber, ε1 and ε2 are permittivities of the two media (metal and

air), ω is the frequency and c the speed of light.
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When photons hit the surface and couple with a SP, a surface plasmon po-

lariton (SPP) is created. A SPP can propagate along the surface until it loses its

energy. Graphene possesses intrinsic plasmons that are tunable, but a combina-

tion of graphene with noble-metal nanostructures promises a variety of exciting

applications for conventional plasmons. Combining graphene with conventional

plasmonics in metals could enhance optical properties of graphene, create graphene

plasmonic photocells and other devices [15].

The schematic representation of an electron density wave propagating along a

metal-dielectric interface is shown in Fig. 2.4. The charge density oscillations and

associated electromagnetic fields are called surface plasmon-polariton waves. The

exponential dependence of the electromagnetic field intensity on the distance away

from the interface is colored by orange on the right. These waves can be excited

very efficiently with light in the visible range of the electromagnetic spectrum.

Figure 2.4: Sketch of a surface plasmon illustrating its propagation along the metal-
dielectric boundary, the intensity of the evanescent fields in each layer, and
showing the direction and variables names for fields involved. Equation in the
figure is rearranged Eq. (2.5) [28].

Exciting Plasmons and Reducing Damping in Graphene

The advancement of nanophotonic devices demands the capability of confining

light at scales much smaller than the wavelength of light. One, and perhaps the

only, viable strategy for accomplishing this goal is to use surface plasmons and

light at the interface between a conductor and a dielectric. Tight confinement can

be attained at light frequencies close to the resonance frequency of the conductor
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because the plasmon wavelength is generally much smaller than the wavelength of

light in air. A shorter wavelength implies a smaller diffraction limit in the plane of

propagation, and thus rapid exponential decay (scaled by the plasmon wavelength)

of the electromagnetic field away from the interface.

Figure 2.5: a) Illustration of plasmons, photon and experimental set-up. b) The character-
istic response (excitation spectrum) used to measure the frequency and lifetime
of plasmonic excitations. The peak correspond to coupled plasmon surface
phonon modes, and their widths (damping rates) correspond to edge scattering
and interaction with graphene’s optical phonons [31].

The way to excite plasmons in graphene nanostructures was explored in recent

years [29]. The experiment described in Ref. [29] is depicted in Fig. 2.5. Addition-

ally, since there is a big obstacle of shorter propagation lengths (greater damping)

of plasmonic excitations resulting from the strong interaction of light with the lossy

conductor, these researchers also determined some of the damping pathways for

mid-infrared plasmons. Graphene ribbons 50∼250 nm wide were placed on a di-

electric substrate and then illuminated from above by mid-infrared radiation with

wavelengths in the range of 4∼15 µm. The transmission of radiation through this

system was measured, which provided information on the excitations in the system

at a given frequency and wavenumber. The key result is the ability to disentan-

gle various mechanisms that induce plasmon damping. The plasmon linewidth was

found to increase greatly with decreasing ribbon width, indicating a dominant con-

tribution from edge scattering effects. Furthermore, a substantial increase in the

plasmon linewidth was observed at excitation energies higher than the energy of
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graphene’s intrinsic optical phonons (a type of lattice vibration) at 1,580 cm−1 (0.2

eV, or a wavelength of ∼6 µm for photons in air); this indicates a damping channel

through which a plasmon excites an optical phonon and an electron-hole pair.

The desirable strong subwavelength confinement of light is associated with the

dilemma to excite plasmons experimentally. The plasmon wavelength can be much

smaller than the wavelength of free-space photons. Therefore, these free-space pho-

tons have insufficient momentum to excite plasmons directly. To overcome this mo-

mentum mismatch, researchers use graphene sheets of finite width, called graphene

ribbons. When the polarization of the incident radiation is perpendicular to the rib-

bons, the electric field induces oscillations of the charge across the ribbons, yielding

a reduced transmission T⊥. These charge oscillations are in fact plasmon oscilla-

tions whose wavelength is approximately half the nano-ribbon width (Fig. 2.5).

The transmission T⊥ decreases as the frequency of the incident wave approaches

the plasmon frequency. Plasmons cannot be excited when the polarization of the

incident wave is parallel to the nanoribbons because of a momentum mismatch, but

the transmission T‖ serves as a reference point for obtaining the so-called extinction

spectrum 1-T⊥/T‖, which contains information on the excitations in this system. To

obtain the plasmon dispersion relation, the researchers produced nanoribbons with

widths down to 50 nm. Measurements of the extinction spectra in samples with dif-

ferent nanoribbon widths provide the plasmon dispersion ωpl(qpl) and the lifetime

(Fig. 2.5). Experiments with micrometre-sized ribbons have generated plasmons

in graphene at terahertz frequencies. The plasmons supported by nanoribbons have

infrared frequencies used in telecommunications, thus providing strong motivation

for their study. However, the physics becomes more complex because graphene

plasmons in the infrared region interact with optical phonons.

The dominant decay mechanism of plasmon losses is Landau damping (the

damping of longitudinal space charge waves in plasma or a similar environment),

in which a plasmon emits an electron-hole pair. This damping can be eliminated

by using doping to increase the carrier concentration, as the Pauli principle then

prohibits such transitions in a large region of the (q,ω) space. In contrast to bulk
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three-dimensional metallic structures, two-dimensional graphene can be doped by

applying an electrostatic gate voltage. This leads to exciting and intriguing possi-

bilities for potential applications as gating can be used to change dispersion or even

turn plasmons on and off.

2.1.4 Edges, Nanoribbons and Quantum Dots

It is crucial to open a band gap in semimetallic graphene in order to realize cer-

tain potential applications of graphene in industry (so that graphene can behave

as insulator for certain frequency). A number of approaches, such as dimensional

confinement, structural engineering, chemical/physical modifications, introducing

point or linear defects into graphene, electric-field engineering graphene with few

layers, and interacting with external substrates, have proven to be able to open a

band gap in graphene. However, most of these approaches lead to a reduction in the

carrier mobility by several orders of magnitude. Cutting graphene into nanoribbons

(GNRs) is one of the few approaches that are able to open a band gap and maintain

graphene’s high mobility.

Graphene Nanoribbons (GNRs), are strips of graphene with ultra-thin width

(< 50 nm), which were introduced as a theoretical model by Mitsutaka Fujita and

coauthors to examine the edge and nanoscale size effect in graphene. Based on

their edge configuration, GNRs can be classified into three types: armchair-GNR

(AGNR); zigzag-GNR (ZGNR); and chiral-GNR (CGNR) edges; which are char-

acterized as linear AC or ZZ sites with a periodicity of 0.426 nm, 0.246 nm and a

combination of AC and ZZ sites, respectively (Fig. 2.6).

The electronic states of GNRs largely depend on the edge structure. Among

the three types of GNRs, the ZGNR has distinct magnetic properties because of

its spin polarization. ZGNR are semiconducting and present spin polarized edges.

Their gap opens due to an unusual antiferromagnetic coupling between the mag-

netic moments at opposite edge carbon atoms, because then the nanostructures with

zigzag edges are expected to host spin-polarized electronic edge states and can serve

as key elements for graphene-based spintronics [30]. This gap size is inversely pro-

portional to the ribbon width and its behavior can be traced back to the spatial distri-
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Figure 2.6: Various graphene nanoribbons (GNRs): (a) zigzag GNR (ZGNR); (b) armchair
GNR (AGNR); and (c) chiral GNR (CGNR). The number 1, 2, 3,. in (a) and
(b) indicate the zigzag and armchair chains of the GNRs and their width [32].

bution properties of edge-state wave functions, and the mostly local character of the

exchange interaction that generates the spin polarization. Therefore, the quantum

confinement, inter-edge superexchange, and intra-edge direct exchange interactions

in zigzag GNR are important for its magnetism and band gap.

In addition to the above discussion, a bandgap can also be introduced by cre-

ating graphene quantum structures, such as graphene quantum dots (GQDs). When

graphene is reduced to a size comparable to the exciton Bhor radius, quantum con-

finement effect will become observable, which controls the electron in behavior of

graphene.

Graphene Quantum Dots (GQDs) are defined as single-layer to tens of layers

of graphene of a size less than 30 nm. Due to its exceptional properties, such as

low toxicity, stable photoluminescence, chemical stability and pronounced quantum

confinement effect, GQDs are considered as a novel material for biological, opto-

electronics, energy and environmental applications.

In contrast to graphene, most applications of GQDs have been focused on the

photoluminescence (PL)-related fields since GQDs show a PL (GQDs possess a

strong quantum confinment effect and emits PL from the excited state). In recent

studies, additional excellent properties of GQDs such as high transparency and large

surface area have been proposed for energy and display applications. Because of

the large surface area, electrodes using GQDs are applied for capacitors and batter-
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ies, and the conductivity of GQDs is higher than that of graphene oxide (GO). In

particular, their hole transporting ability is strong, therefore GQDs can be applied

for hole transport layers. In addition, due to their nanometer size, GQDs easily

disperse in various organic solvents to allow many organic reactions and solution

processes. Therefore, with further modifications and with different synthesis con-

ditions GQDs can be modified to show different PL colors, indicating changes in

band gap. For commercially available products, the industrial-scale preparation of

GQDs and simple device fabrication become important issues. For these purposes,

the solution process with well-dispersed GQDs in various solvents is preferred.

Figure 2.7: a) Illustration of general Li ion battery. b) Schematic illustration of the GVG
electrode with bicontinuous electron and Li/Na ion transfer channels for Li/Na
battery. c) Illustration of supercapacitor electrode. d) Solution processed GQDs
with conducting polymer composite. e) Illustration of general mechanism of
solar cell. f) Schematic illustration of Si/GQDs hetero junction solar cell [33].

The solution-process synthesis of GQDs uses a top-down method and energy-

related applications such as capacitors, lithium ion batteries, and solar cells. Figure

2.7 illustrates the unique properties of GQDs with energy related applications.
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2.2 Theory of Photonic Crystals

Photonic crystals (PhCs) are a class of optical media represented by natural or ar-

tificial structures with periodic modulation of the refractive index. Such optical

media have some peculiar properties, which opens up new avenues for a number of

applications to be implemented. This section comprises three parts. The first part

presents the Maxwell equations for periodic structures, then the second part intro-

duces the basic properties of 1D, 2D and 3D PhCs, whereas the properties of the

band structures of three kinds of PhCs were discussed at the end of this section.

2.2.1 Maxwell Equations in Periodic Structures

Propagation of light in photonic crystals is described by Maxwell’s equations:

∇ ·D(r, t) = ρ(r, t) (2.6a)

∇ ·B(r, t) = 0 (2.6b)

∇×E(r, t) =−∂B(r, t)
∂ t

(2.6c)

∇×H(r, t) = J(r, t)+
∂D(r, t)

∂ t
(2.6d)

where E and H are the electric and magnetic field, respectively, D is the electric

displacement, B is the magnetic induction, and ρ and J are the charge and cur-

rent densities, respectively. The real-valued electromagnetic (EM) field quantities

depend on the location r and the time t. In the case of a homogeneous isotropic

medium, Maxwell equations are complemented by a set of material constitutive re-

lations, which relate the macroscopic fields E,H,D,B to the electric polarization P

and magnetization M inside the material:

D(r, t) = ε0E(r, t)+P(r, t) (2.7a)

H(r, t) =
1
µ0

B(r, t)−M(r, t) (2.7b)

where ε0 is the electric permittivity and µ0 the magnetic permeability of free space.

The polarization P can also be related to both the bound charge and current density
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via:

∇ ·P(r, t) =−ρ(r, t) (2.8a)

J(r, t) =
∂P(r, t)

∂ t
(2.8b)

The total charge and current density are constrained by the charge conserva-

tion, or continuity, equation:

∇ ·J(r, t)+ ∂ρ(r, t)
∂ t

= 0 (2.9)

a relation that can be easily derived from Maxwell’s equations above. Moreover,

in linear and isotropic media, the electric field E and the magnetic field H can be

related to the electric and magnetic inductions D and B by the constitutive relations:

D(r, t) = ε0εrE(r, t) (2.10a)

B(r, t) = µ0µrH(r, t) (2.10b)

where εr and µr are the relative permittivity and permeability of the medium, respec-

tively. Eqs. (2.10a) and (2.10b), in conjunction with the material Eqs. (2.7a) and

(2.7b), also show that the electric polarization and magnetization are proportional to

the electric and magnetic field, respectively. This can be expressed by introducing

the electric and magnetic susceptibilities χe and χm, respectively, namely P= ε0χeE

and M = µ0χmH. From Eqs. (2.10a) and (2.10b), the relative permittivity and per-

meability can then be related to the susceptibilities by:

εr = 1+χe (2.11a)

µr = 1+χm (2.11b)

It is worth noting here that a non-magnetic material, namely a medium in which

M = 0, is characterized by χm = 0 and µr = 1. In particular, most optical media are



2.2. Theory of Photonic Crystals 50

non-magnetic at optical frequencies.

One of the most important features of Maxwell’s equations is that they allow

for traveling wave solutions that carry energy. Consider for simplicity an infinite

medium with no sources (i.e. ρ = 0 and J = 0), which has a constant spatial distri-

bution of the permittivity ε and permeability µ . Then, taking the curl of Eq. (2.6c)

leads to:

∇×∇×E(r, t) =−µ
∂

∂ t
∇×H(r, t) (2.12)

which according to Eq. (2.6d) without sources can be written:

∇×∇×E(r, t) =−µε
∂ 2E(r, t)

∂ t2 (2.13)

Finally, using the vector relation ∇× (∇×E) = ∇(∇ ·A)−∇2A, where A is any

vector function of r, Eq. (2.13) can now be written:

∇
2E(r, t)−µε

∂ 2E(r, t)
∂ t2 = 0 (2.14)

which is the electromagnetic wave equation for the electric field. Here, we have

also made use of the fact that the divergence ∇ ·D = 0 when no sources are present.

For the magnetic field, the same line of reasoning can be followed, the result being

that the dynamics of B can be described by Eq. (2.14), too.

One of the simplest solutions of Eq. (2.14) is the transverse plane wave. As-

suming a harmonic spatial and temporal dependence of the fields, E ∼ ei(k·r−ωt),

Eq. (2.14) can be rewritten as:

∇
2E−µεω

2E = 0 (2.15)

which is the Helmholtz equation. The wave vector k is related to the frequency

ω and properties of the medium by k2 = µεω2, which implies a phase velocity

of ν ≡ ω/k = 1/
√

εµ . The phase velocity can also be expressed in terms of the

refractive index, n, and the speed of light in vacuum, c, as v = c/n, which leads to

the expression for the refractive index, n =
√

εrµr.
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Bloch States

Figure 2.8: a) and b) Two dimensional crystal lattices and corresponding lattice vectors. c)
and d) First Brillouin zones corresponding to the configurations of a) and b).

To transfer the Maxwell equations from general cases to the periodic media,

we need to follow the Bloch theory to derive the Maxwell equations. As shown in

Fig. 2.8 a) and b), the black regions denote the presence of a material with higher

permittivity. And we can always associate their first irreducible Brillouin zone as

the shaded regions in Fig. 2.8 c) and d), where a1 and a2 are the basic vectors

of the primitive cell. The first Brillouin zone is a uniquely defined primitive cell

in reciprocal space, and the reciprocal lattice represents the Fourier transform of

another lattice.

In the periodic medium, we now know that the field can be written in Bloch

states as:

Hk(r) = eik·ruk(r) (2.16a)

uk(r+R) = uk(r) (2.16b)

where uk(r) is a periodic function. We denote the Brillouin zone by K. Our
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Maxwell equations above read

∇k× ε
−1

∇k×u = ω
2u ∈Ω (2.17a)

∇k×u = 0 ∈Ω (2.17b)

where Ω is the Bloch space (an important analytic function space for holomorphic

functions defined on the open unit disc D).

2.2.2 Definition and Basic Properties of Photonic Crystals

Photonic crystals are periodic optical structures that affects the motion of photons in

much the same way that ionic lattices affect electrons in solids. Depending on ge-

ometry of the structure, PhCs can be divided into three broad categories, namely

one-dimensional (1D), two-dimensional (2D) and three-dimensional (3D) struc-

tures. Examples are shown in Fig. 2.9.

Figure 2.9: Schematic diagram of a) 1-D, b) 2-D, and c) 3-D photonic crystals.

One-dimensional PhCs in the form of periodic dielectric stacks have been

used for a wide range of applications including high-efficiency mirrors, Fabry-

Perot cavities, optical filters and distributed feedback lasers [1]-[3]. As illustrated in

Fig.2.9 a), the simplest PhC is an alternating stack of two different dielectric materi-

als. When light is incident on such a stack, each interface reflects some of the field.

If the thickness of each layer has a specific value, the reflected fields can combine in

phase, resulting in constructive interference and strong reflectance, also known as

Bragg reflection. In contrast to two- and three-dimensional PhCs, 1D Bragg reflec-

tion occurs regardless of the index contrast, although a large number of periods is
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required to achieve a high reflectance if the contrast is small. Since the absorption

in dielectric optical materials is very low, mirrors made from dielectric stacks are

extremely efficient, and can be designed to reflect almost 100% of the incident light

within a small range of frequencies. The main limitation of these dielectric mirrors

is that they only operate for a limited range of angles close to normal incidence.

Two-dimensional PhCs typically consist of an array of dielectric cylinders

in a homogeneous dielectric background material. If the refractive index contrast

between the cylinders and the background is sufficiently large, 2D bandgaps can

occur for propagation in the plane of periodicity perpendicular to the rods. Light

at a frequency within the bandgap experiences Bragg reflection in all directions

due to the periodic array of cylinders. As in semiconductor devices, much of the

interest in photonic crystals actually arises not from the ability to create localised

defect states within the bandgap by introducing a structural defect into an otherwise

regular lattice. For example, the removal of a single cylinder from a 2D PhC creates

a point-like defect or resonant cavity, and the removal of a line of cylinders can

create a waveguide that supports propagating modes. Many potential applications

(like Bragg mirrors, quantum cascade lasers and optical trapping) based on this

concept have been proposed and demonstrated.

Three-dimensional PhCs has permittivity modulation along all three direc-

tions. Because of this, the number of possible PhC configurations is much larger

than in case of 1D or 2D PhC. Also, 3D PhCs have proved to be the most challeng-

ing PhC structures to fabricate. For this reason, it was more than three years after

the initial proposal for 3D band gap materials before a structure was calculated to

exhibit a bandgap for all directions and all polarizations [52]. The design consisted

of dielectric spheres positioned at the vertices of a diamond lattice. Since these

early studies, a wide range of 3D PhC geometries exhibiting complete bandgaps

have been demonstrated both in theory and experiment. Due to the challenges in-

volved in fabricating high-quality structures with features on the scale of optical

wavelengths, early photonic crystal experiments were performed at microwave and

mid-infrared frequencies [49]. With the improvement of fabrication and materi-
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als processing methods, smaller structures have become feasible, and in 1999 the

first 3D PhC with a bandgap at telecommunications frequencies was reported [50].

Since then, various lattice geometries have been reported for operation at similar

frequencies [51].

2.2.3 Photonic Band Structures of 1D, 2D and 3D Photonic

Crystals

A complete photonic band gap is a range of frequencies in which there are no prop-

agation solutions of Maxwell equations, surrounded by propagating states above

and below the gap. We will discuss the band structure of 1D, 2D and 3D photonic

crystals in the following subsections.

1D PhCs

Figure 2.10: The multilayer film, one-dimensional photonic crystal. The dielectric func-
tion ε(z) varies along z direction. Here we assume that each layer extends to
infinity along the x and y directions.

The simplest possible photonic crystal, shown in Fig. 2.10, is made of alternat-

ing layers of material with different dielectric constants. For now, consider waves

that propagate entirely in the z direction at normal incidence. We plot ωn(k) for

three different multilayer films as displayed in Fig. 2.11.

The first case (Fig. 2.11 (a)) is for a homogeneous dielectric medium. The

TE/TM modes lie along the light line (light line is a useful tool to distinguish be-

tween guided and non-guided modes in the photonic structures), given by ω(k) =

ck/
√

ε . Since k repeats outside the Brillouin zone (the primitive cell in reciprocal

space), the light line folds back into the zone when it reaches an edge, which can be

regarded as a way of replacing k+2π/a by k. The second case (Fig. 2.11 (b)), looks
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Figure 2.11: The band structures for three different multilayer films. The blue lines indicate
the optical bands of the photonic structure. a) each layer has the dielectric
constant ε = 13. b) layers alternate between ε of 13 and 12. c) layers alternate
between ε of 13 and 1 [52].

like the homogeneous one with an essential difference: there is a gap in frequency

between the upper and lower branches of the lines. There is no allowed mode in

the crystal that has a frequency within the gap, regardless of k. We name this gap

as photonic band gap. In the third case (Fig. 2.11 (c)), the band gap broadened

because of the increased dielectric contrast.

2D PhCs

Figure 2.12: a two-dimensional photonic crystal of air colomns in a dielectric substrate
(which we assume to extend infinity in the z direction. The left inset illustrates
a view of the triangular lattice from above, with the unit cell framed in red,
with the lattice constant of a.)

A 2-D PhC is periodic along two of its axes and homogeneous along the third

axis. A typical such PhC consists of a triangular array of air columns drilled in

a dielectric substrate (ε = 13). In this case, two-mode (TM and TE) band gaps

appears. By arranging the dimensions of the lattice, we can make the band gaps to
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Figure 2.13: The band structures for modes of a triangular array of air columns in a dielec-
tric substrate [52].

overlap, leading to a complete band gap for all polarizations. As shown in Fig. 2.13,

the band structure has photonic band gaps for both the TE and TM polarizations.

As a matter of fact, for the specific radius r/a = 0.48 and dielectric constant ε = 13,

these gaps overlap, and we obtain an 18.6% complete photonic band gap.

Localization of light by point defects

Figure 2.14: Schematic diagram of point defect in 2-D PhC.

Two-dimensional photonic crystals with band gaps were found for in-plane

propagation . Within the band gap, no modes are allowed; the density of states (the

number of possible modes per unit frequency) is zero. By perturbing a single lattice

site, we can create a single localized mode or a set of closely space modes that have

frequencies within the gap.
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As depicted in Fig. 2.14, we can remove a single column from the crystal,

or replace it with another material different from the original. Perturbing just one

site breaks the translational symmetry of the lattice. Because the perturbation is

localized to a particular point in plane, we refer to this perturbation as a point defect.

Removing one column may give rise to a peak into the crystal’s density of

states within the photonic band gap. If this defect cavity has an approximate size

and refractive index to hold a mode in the band gap, then the light inside cannot

escape, and we could attribute the mode to the defect. More details of defect mode

within a PhC will be discussed later in Chapter 4.

3D PhCs

Figure 2.15: Band structure for the lowest bands of a diamond lattice of air spheres within
a high dielectric (ε = 13) medium (inset). [52]

Similar to what we explained in the former section, a 3-D PhCs is a dielectric

structure that is periodic along three different axes. They have different properties

of band gaps and defect modes compared to 1-D and 2-D cases. Some examples of

3-D PhCs are a diamond lattice of air holes, a woodie stack of orthogonal dielectric

columns and a stack of alternating 2-D crystals of rods and holes. Here we just

focus on the first one: diamond lattice of air spheres.

The first structure with a complete 3-D photonic band gap by considering a

diamond lattice of spheres was found by scientists in 1990 [53]. The band structure
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for a lattice of air spheres within a dielectric material is shown in Fig. 2.15. To

maximize the size of the band gap, the sphere radius r is chosen to be 0.325 a,

where a is the lattice constant of the cubic supercell. Most of this strucuture (81%

by volume) is air. The diameter of the spheres exceeds the spacing between them,

resulting in the air spheres superimposing. This eliminates the need for linking any

”bonds” between them.

2.3 Fundamentals of Stimulated Raman Scattering
Raman scattering is the inelastic scattering of a photon by molecules (atoms) which

are excited to higher energy levels. It can be used in Raman spectroscopy to perform

analysis on a given sample. When an sample is exposed to a monochromatic light

in visible region, the sample absorbs light and the major portion of the light gets

transmitted through the sample. However, a minute part of the light is scattered by

the samples in all the directions. One can observe the scattering at right angle to the

incident beam. The incident light has a particular frequency. If the scattered light

has the frequency same as the incident light, then scattering is called as Rayleigh

scattering. However, it has been discovered that about 1% of scattered light occurs

at frequencies different from the incident frequency. This is called Raman scatter-

ing.

2.3.1 Stokes and Anti-Stokes Raman Scattering

The Raman scattering can be thought as a two photon process. As shown in

Fig. 2.16, there are three different possibilities of light scattering: Rayleigh scat-

tering, Stokes Raman scattering, anti-Stokes Raman scattering.

The electrons have different vibrational levels. When an incident monochro-

matic light interacts with an electron in the sample, the electron absorbs energy

from the incident photon and rises to a virtual state of energy. The energy trans-

ferred is given by the formula E = hν , where ν is the frequency of incident light.

The electron then falls back to an energy level by losing energy. Depending upon

the final vibrational level of the electron, the Raman scattering leads to two pos-

sible outcomes. One is that the medium absorbs energy and the emitted photon
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Figure 2.16: Schematic diagram of different possibilities of light scattering: Rayleigh scat-
tering (the incident and scattered photon have the same energy), Stokes Ra-
man scattering (the scattered photon has less energy than the incident photon)
and anti-Stokes Raman scattering (scattered photon has more energy than the
incident photon).

has a lower energy than the incident photon, which is labeled Stokes Raman scat-

tering. Another outcome is that the material loses energy and the emitted photon

has a higher energy than the absorbed photon, which is labeled anti-Stokes Raman

scattering. Based on the final Raman spectrum we detected, the molecules of the

sample can be identified.

The Raman transition from one state to another happens only if the molecule

has anisotropic polarizability, namely the molecular polarizability of those states is

different. Specifically, in atoms the polarizability is isotropic, then the atom acts

like an antenna and re-radiates at the incident frequency – Rayleigh Scattering. In

molecules the polarizability may be anisotropic, and depends in the rotational and

vibrational coordinates. This circumstance can give rise to the Raman scattering.

2.3.2 Stimulated Raman Scattering and Raman Amplification

The Raman scattering first takes place spontaneously, which is called spontaneous

Raman scattering. The stimulated Raman scattering takes place when injecting

Stokes photons together with the original light. Stimulated Raman scattering is

a nonlinear optical effect. It can be described using a third-order nonlinear suscep-
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tibility. The Raman nonlinear optical response of a medium can be determined by

the nonlinear Raman polarization at the Stokes frequency:

PPPR(ωS;rrr) =
3
2

ε0χχχ
(3)
R (r)

...EEE(ωp;r)EEE∗(ωp;r)EEE(ωS;r) (2.18)

where χχχ
(3)
R is the Raman susceptibility, PPPR(ωS;r) is the Raman polarization at ωS,

and EEE(ωp;r) and EEE(ωS;r) are the optical fields at the pump and Stokes frequencies,

respectively.

The Raman amplification is based on the stimulated Raman scattering phe-

nomenon. When a stokes photon induces the inelastic scattering of a pump photon

in the nonlinear medium, another stokes photon is produced, with the excess energy

resonantly passed to the vibrational states of the medium. In this case, the total

Raman scattering rate is increased beyond that of spontaneous Raman scattering,

namely, pump photons are converted more rapidly into additional Stokes photons.

This process allows all-optical amplification, which is exploited in Raman ampli-

fiers and Raman lasers.

The Raman laser is a specific type of laser whose fundamental light amplifica-

tion mechanism is the stimulated Raman scattering, while most conventional lasers

(such as the ruby laser) rely on stimulated electronic transitions. The first Raman

laser, which was realized in 1962, was intra-cavity-pumped inside a Q-switching

ruby laser using nitrobenzene as the gain medium [54]. The biggest difference be-

tween Raman lasers and general lasers is that the Raman laser does not produce

population inversion (more members in the excited state than in the lower energy

state exist in a system). More recently, Raman lasing has been demonstrated by

research group in UCLA utilizing the silicon photonics in 2004 [55]. In 2005, the

second generation of silicon laser technology, continuous wave silicon laser, was

demonstrated by Intel [56]. These developments received much attention because it

was the first time that a laser was realized in silicon [57].

Another important application on the Raman effect is the Raman spectroscopy,

which is used for substances analysis. The spectrum of the Raman scattered light

depends on the constituents and state of the molecule, which can be used for mate-
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rial identification and analysis. The Raman spectroscopy can be used to analyze a

wide range of materials, such as gases, liquids, and solids. Many highly complex

materials such as biological organisms and human tissue can also be analyzed by

Raman spectroscopy [58].

2.4 Fundamentals of Metamaterials
In the past years, there have been increasing interest in metamaterials. In this sec-

tion, we explain what metamaterials are and describe the recent progress of metama-

terials. We will also summarize the significant developemnts and future of metama-

terials, including the optical transformation, effective medium theory for periodic

structures, broadband and low-loss metamaterials, rapid design of metamaterials,

and potential applications. The basics of computational electromagnetics on meta-

materials are briefly discussed, too.

2.4.1 Introduction

Metamaterials, arranged in repeating patterns at scales that are smaller than the op-

erating wavelengths, possess many useful functions due to both the structural archi-

tecture and the chemical composition. If the metamaterial is regarded as an effective

medium (representative of the system with average optical properties), there is an

additional requirement that the cell is smaller than or equal to the subwavelength.

In this part, the metamaterials are required to have sub-wavelength for the unit cell

so that they can be described using the effective medium theory [59].

Figure 2.17 shows two typical metamaterial structures in the microwave

regime, in which Fig. 2.17(a) is a periodic structure that is equivalent to a homoge-

neous medium and Fig. 2.17(b) is a non-periodic structure that is equivalent to an

inhomogeneous (gradient) medium. The microwave metamaterials are fabricated

onto printed circuit boards (PCB) by making different metal architectures on PCB.

The properties of such metamaterials are mainly due to the architecture, and also

dependent on the PCB substrates. The dependence of metamaterial properties on

the architecture provides great flexibility to control metamaterials. One can create

new materials which are unavailable in nature but can be realized in practice us-
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Figure 2.17: Two typical metamaterial structures within the microwave region. (a) A pe-
riodic structure, which is equivalent to a homogeneous medium (above). (b)
A non-periodic structure, which is equivalent to an inhomogeneous (gradient)
medium (below).

ing metamaterial structures. This is the biggest advantage of metamaterials. There

are many important uses for metamaterials nowadays, for example, metamaterials

enable ultra-fast data processing and could reduce the size of chips so that they

would be tiny and speedy. Also, metamaterials have become the building blocks

for a high-speed fiber-optic telecommunications network. Not only can they beam

the internet to airplanes, metamaterials can make up the internet itself. Another im-

portant application is that the metamaterial technology could create better lenses in

generalones that can do things existing lenses cannot.

Usually, the material properties are characterized by an electric permittivity

(ε) and a magnetic permeability (µ). The relative permittivity and permeability of

a material are defined as εr = ε/ε0 and µr = µ/µ0 (ε0 is the electric permittivity

of air and µ0 is the magnetic permeability of air, respectively), which define an-
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other important material parameter, the refractive index, as n =
√

εrµr. In nature,

most materials have the permeability µ0 and permittivity larger than ε0 (electric

permittivity of air). The metamaterial opens a door to realize all possible material

properties by designing different cellular architectures and using different substrate

materials.

Figure 2.18: All possible properties of isotropic materials in the ε-µ domain.

Figure 2.18 illustrates all possible properties of isotropic and lossless materials

in the ε-µ domain. In Fig. 2.18, the first quadrant (ε > 0 and µ > 0) represents right-

handed materials (RHM), which support the forward propagating waves. From the

Maxwells equations, the electric field E, the magnetic field H, and the wave vector k

form a right-handed system. The second quadrant (ε < 0 and µ > 0) denotes electric

plasma, which support evanescent waves. The third quadrant (ε < 0 and µ < 0) is

the left-handed materials (LHM), which supports the backward propagating waves.

The fourth quadrant (ε > 0 and µ < 0) represents magnetic plasma, which supports

evanescent waves.

In Fig. 2.18, most natural materials only occur at certain discrete points on the

line µ = µ0 and ε ≥ ε0, and seldom natural electric plasma and magnetic plasma

occur in very small parts in the second and fourth quadrants. Most of material

properties have to be realized using metamaterials, even for right-handed materials.
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Metamaterials have much broader scope than left-handed materials, as shown in

Fig. 2.18. In the ε-µ domain, there are several special lines and points indicating

special material properties. For example, the point µ =−µ0 and ε =−ε0 represents

an anti-air in the left-handed materials region, which will produce perfect lens (an

ideally corrected glass element that is free of aberration and focuses light onto a

single point); the line µ = ε in both right-handed material and left-handed material

regions represents impedance-matching materials, which have perfect impedance

matching with air, resulting no reflections. Also, the vicinity of µ = 0 is called µ-

near zero (MNZ) material, and the vicinity of ε = 0 is called as ε-near zero (ENZ)

material.

Actually, metamaterials have much more features beyond those shown in Fig.

2.18. Metamaterials can be designed as weakly and highly anisotropic, depending

on different requirements. The flexibility to design various material properties to-

gether with the optical transformation makes it possible to control electromagnetic

waves at will using metamaterials.

2.4.2 Negative Refractive Index Metamaterials

Negative-refractive index materials are extensively studied nowadays [61, 62, 63].

For backward wave propagation, an adequate choice of the sign of the refractive

index n(ω) given by n(ω) = ±
√

ε(ω)µ(ω) is necessary. The determination of

the sign in front of the square root is done thanks to causal properties which the

solutions of wave propagation should respect the energy conservation principles.

The choice of this sign allows to define, among other parameters, the direction of

the outgoing wave with respect to an interface between a negative-refractive index

material and a conventional material.

To demonstrate that for a material with (ε(ω) < 0,µ(ω) < 0), the sign of the

refractive index should be negative, let us consider a current surface in x = x0. The

radiation of this surface current in the medium (ε(ω) < 0,µ(ω) < 0) is then stud-

ied as shown on figure 2.19. The wave equation in the medium can be written as

following:
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Figure 2.19: Surface current J0 in x = x0 radiating in the medium ( ε(ω)< 0,µ(ω)< 0 ).
The current distribution is considered uniform and infinite in the YoZ plane.

∂ 2

∂x2 E(x)+ k2E(x) =− jωµJ0(z) (2.19)

where E(x) is the electric field component along x, and J0 = i0δ (x− x0)z. The

solution of this equation is given by:

E(x) = αexp( jk|x− x0|) (2.20)

To determine α , let us first calculate:

∂ 2E(x)
∂x2 =−αk2exp( jk|x− x0|)+2 jαkδ (x− x0) (2.21)

substitute the expressions 2.21 and 2.20 in equation 2.19, α is then given by:

α =−µωi0
2k0n

=− i0λ0

2
µr

n
(2.22)

and the wave equation becomes:

E(x) =− i0λ0

2
µr

n
exp( jk|x− x0|) (2.23)
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However, if the power P delivered by the current J0 to the volume V is calculated,

the following equation can be obtained:

P =−1
2

∫
V

−→
E ·−→J ∗0dV =

i20λ0

2
µr

n
(2.24)

This equation represents the work done by the source and it must be positive, which

implies that P > 0. The ratio µr/n must also be positive. If µr is negative, then

n must also be negative. An equivalent demonstration can be done for εr. For a

propagative medium, the solution retained for the wave equation verifies backward

wave propagation.

To determine the constraints with respect to the sign choice of the imaginary

part of the refractive index, let us consider the electric field
−→
E (−→r ,ω) in a medium

with n = n′− jn′′ for a time dependence in exp( jωt):

−→
E (−→r , t) = Re

[
|−→E (−→r )|exp(−

−→
k 0 ·−→r n′′)exp[ j(ωt−

−→
k 0 ·−→r n′)]−→u E

]
(2.25)

where
−→
k 0 is the free space wave vector and−→u E is the unit vector along the direction

of the E-field vector
−→
E . If a stable propagation is to be ensured, the magnitude of

Re[
−→
E (−→r , t)] must decrease with time. This implies that the term

−→
k 0 ·−→r n′′ must be

positive and:

n′′ > 0 (2.26)

Wave impedance Z is a physical interpretation based on the analogy between

the impedance of a medium for wave propagation and the impedance of a transmis-

sion line in circuit.

The complex wave impedance of a medium is strongly related to the flux of

energy of the wave propagating in the medium. This is why there are fundamental

limitations to the values that Z can admit; one of the limitations is directly linked to

the passivity of the medium. These limitations apply to both positive and negative

refractive index medium.
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Figure 2.20: Direction of the field vectors (E,H,k) and the energy flux S for the interaction
of a plane wave at the interface of (a) two conventional materials with posi-
tive refractive index, and (b) a conventional material and a negative refractive
index material.

The passivity of absence of activity within a medium implies that a plane pro-

gressive electromagnetic wave, the mean energy flux must be directed inside the

medium in which the wave propagates. The directions of the vectors (
−→
E ,
−→
H ,
−→
k ) and

the energy flux
−→
S for a plane progressive wave at the interface between conven-

tional material and negative-refractive index material is shown in Fig. 2.20.

The wave impedance is defined as the ratio of the electric field to the magnetic

field component in the propagation plane. The real part is thus given by:

Re[Z(ω)] = Re
[

E(ω)

H(ω)

]
= cos(ϕH−ϕE) (2.27)

where E(ω) = |E(ω)|exp(− jϕE) and H(ω) = |H(ω)|exp(− jϕH). Equation 2.27

is verified for both positive and negative refractive indices. The sign of Re[Z(ω)]
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depends only on the term cos(ϕH−ϕE).

The mean of Poynting’s vector
−→
S av is calculated:

−→
S av(
−→r ,ω)=

1
2

Re|−→E (−→r ,ω)×−→H ∗(−→r ,ω)|= 1
2
|−→E (−→r ,ω)||−→H (−→r ,ω)|cos(ϕH−ϕE)

−→u S

(2.28)

where
−→
E (−→r ,ω) = |−→E (−→r ,ω)|exp(− jϕE),

−→
H (−→r ,ω) = |−→H (−→r ,ω)|exp(− jϕH) and

−→u S is the unit vector of
−→
S av(
−→r ).

Knowing that passivity of a medium implies that the energy flux must be di-

rected inside the medium implies that
−→
S av(
−→r ,ω) > 0. The term cos(ϕH −ϕE) is

thus always positive for all medium irrespective of the sign of their refractive index.

There is no particular sign restriction on the imaginary part of the wave impedance.

The complex wave impedance provides information not only on wave propagation

but it also allows physical understanding when there is no wave propagation in a

medium as to which the field component is cancelled. This information is indeed

interesting for the design of artificial magnetic medium. If the imaginary part of Z

is negative, the medium can be said to be capacitive and there is no wave propaga-

tion because of H-field filtering. The response of the medium to an applied mag-

netic field is thus non-negligible and it can be considered as an artificial magnetic

medium.

The concept of effective medium for the description of heterogeneous systems

by a homogeneous one is very attractive in different fields of physics. Homoge-

nization procedures allowing the definition of an effective macroscopic response

from physical parameters characterizing the heterogeneous system are generally

well developed mature techniques. In our case, from the microscopic parameters

(geometrical and physical definitions) of the metamaterial, a macroscopic electro-

magnetic response can be obtained. If this macroscopic definition is performed in

accordance with the electrodynamics of continuous media, they can afterwards be

used in Maxwell equations to predict propagation phenomena and provide physi-

cal insight into the design of metamaterial-based microwave and optical devices.
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In this part, the negative refractive index (NRI) metamaterials considered are as-

sumed periodic and based on resonant inclusions such as the combination of split

ring resonator and wire medium.

2.4.3 Nonlinear Optics with Metamaterials

A large portion of the experimental results on metamaterials reported thus far are

focused on the linear response of metamaterials to external electromagnetic radia-

tion. However, nonlinear optical effects in metamaterials have become an emerging

field of study. A range of nonlinear phenomena in a variety of metamaterials, es-

pecially negative-index materials (NIMs), have been theoretically investigated to

a considerable extent. The studied topics include general treatments for nonlinear

wave propagation and nonlinear Schrodinger equations in negative-index materi-

als, as well as specific nonlinear processes such as second-harmonic generation and

parametric amplification.

The linear responses of metamaterials have substantially augmented the lin-

ear properties available from naturally-occurring materials. In the same way, the

studies of nonlinear metamaterials have a significant impact on the entire field of

nonlinear optics. Conventional studies of nonlinear optics are mainly focused on

exploration of various high-order processes in different crystals. The capability to

design custom nonlinear materials, which is possible in metamaterials, is bound to

open entirely new outlooks for nonlinear light-matter interactions.

The optical properties of nonlinear metamaterials are sensitive to the strength

of external fields. At microwave frequencies, such reconfigurable metamaterials

can be achieved by introducing power-dependent lumped elements such as varactor

diodes. Several microwave metamaterials based on the varactor devices have been

experimentally reported, ranging from tunable split-ring resonators as notch filters

to second-harmonic generation in transmission-line negative-index materials.

Nonlinear effects also provide hope for better, low-loss optical metamateri-

als. It has been suggested that the power absorption in negative-index materials

can be efficiently compensated via different schemes, including optical parametric

amplification and resonant four-wave mixing. In addition, nonlinear metamaterials
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may help in the development of a perfect lens that is more robust against material

imperfections such as chromatic dispersion and power dissipation. With an appro-

priate quadratic nonlinear response, an image of the second-harmonic field with

subwavelength resolution can be achieved even for a slab lens that is opaque at

the fundamental frequency. The wave-mixing in second-order nonlinear negative-

index materials can also be used for terahertz wave generation from optical signals.

The efficiency of most nonlinear wave-mixing processes critically depends on the

phase-matching of the participating waves.

2.5 Basic Concepts of Quantum Optics
In this section we presents the fundamental ideas of quantum optics, which com-

prises three parts. This first part is about the quantum mechanism of radiation. The

electromagnetic field is expanded in the normal modes and then quantized. The

second part deals with the Hamiltonian which describes the interaction of a radia-

tion field and a single atom. In the third part, we describe the quantum theory of

damping, which is due to the interaction between a system and reservoir.

2.5.1 Quantum Theory of Radiation

What is quantum theory of radiation? The distribution of energy in the spectrum of

radiation emitted by a hot body should be explained by the quantum theory of radi-

ation rather than the classical concepts of physics. Max Planck gave an explanation

of his quantum theory of radiation. His theory says:

a) The radiant energy is always in the form of tiny bundles of light called

quanta.

b) Each quantum has some definite energy E, which depends upon the fre-

quency of radiation. E = hν (E is the energy of each quantum, ν is the frequency

of radiation, h is known as Planck’s constant)

c) The energy emitted or absorbed by a body is always an entire multiple of a

quantum.

First of all, we now think about the electric field dependence appropriate for

a cavity resonator of length L (Fig. 2.21). We set the electric field to be linearly
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Figure 2.21: Electromagnetic field of frequency ν inside a cavity. The field is assumed to
be transverse with the electric field polarized in the x direction.

polarized in the x direction and expand it in the normal modes of the cavity:

Ex(z, t) = ∑
j

A jq j sin(k jz) (2.29)

where q j is the normal mode amplitude with the dimension of a length k j = jπ/L,

with j = 1,2,3, ..., and

A j =

(
2ν2

j m j

V ε0

)1/2

(2.30)

with ν j = jπc/L being the cavity eigenfrequency, V = LA (A is the transverse area

of the optical resonator) is the volume of the resonator and m j is a constant with the

dimension of mass. The constant m j has been included only to set up the analogy

between the dynamical problem of a single mode of electromagnetic field and that

of the simple harmonic oscillator. The equivalent mechanical oscillator will have a

mass m j, and Cartesian coordinate q j. The nonvanishing component of the magnetic

field Hy in the cavity is obtained from Eq. (2.29):

Hy = ∑
j

A j

(
q jε0

k j

)
cos(k jz) (2.31)

The classical Hamiltonian for the field is

H =
1
2

∫
V

dτ(ε0E2
x +µ0H2

y ) (2.32)

where the integration is over the volume of the cavity. Substituting from Eq. (2.29)



2.5. Basic Concepts of Quantum Optics 72

and (2.31), the Hamiltonian can be rewritten as:

H =
1
2 ∑

j
(m jν

2
j q2

j +m jq2
j) (2.33)

Equation (2.33) expresses the Hamiltonian of the radiation field can be viewed as a

sum of independent oscillator energies. Each mode of the field thus corresponds to

a mechanical harmonic oscillator.

The above dynamical problem can be quantized by identifying q j and p j as

operators which follow the commutation relations:

[q j, p j′] = ih̄δ j j′ (2.34a)

[q j,q j′] = [p j, p j′] = 0 (2.34b)

It is convenient to employ a canonical transformation to operators a j and a†
j :

a je−iν jt =
1√

2m jh̄ν j
(m jν jq j + iq j) (2.35a)

a†
je

iν jt =
1√

2m jh̄ν j
(m jν jq j− iq j) (2.35b)

In terms of a j and a†
j , the Hamiltonian becomes

H = h̄∑
j

ν j

(
a†

ja j +
1
2

)
(2.36)

The commutation relations between a j and a†
j can be derived from those between

q j and p j:

[a j,a j′] = δ j j′ (2.37a)

[a j,a j′] = [a†
j ,a

†
j′] = 0 (2.37b)

The operators a j and a†
j represent the annihilation and creation operators, respec-

tively.
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2.5.2 Atom-field Interaction

Instead of concerning the interaction of a classical field with matter, we now assume

a quantized field, because in many instances a classical field fails to explain exper-

imentally observed results, such as spontaneous emission in an atomic system. In

this part, we thus discuss the interaction of the quantized radiation field with the

two-level atomic system described by a Hamiltonian in the dipole and the rotating

wave approximation.

The interaction of a radiation field E with a single electron atom can be de-

scribed by the following Hamiltonian in the dipole approximation:

H = HA +HF − er ·E (2.38)

Here HA and HF are the Hamiltonians of the atom and the radiation field, respec-

tively, and r is the position operator of the electron. In the dipole approximation,

the field is assumed to be uniform over the whole atom.

The Hamiltonian of the free field HF is given in terms of the creation and

annihilation operators by:

HF = ∑
k

h̄νk

(
a†

kak +
1
2

)
(2.39)

We can describe HA and er on the basis of the atom transition operators:

σi j = |i〉〈 j| (2.40)

{|i〉} refers to a complete set of atomic energy eigenstates, i.e., ∑i |i〉〈i| = 1. Fol-

lowing the eigenvalue equation HA|i〉= Ei|i〉, HA then becomes

HA = ∑
i

Ei|i〉〈i|= ∑
i

Eiσii (2.41)

Also,

er = ∑
i, j

e|i〉〈i|r| j〉〈 j|= ∑
i, j

℘i jσi j (2.42)
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where ℘i j = e〈i|r| j〉 is the electric-dipole transition matrix element. Due to the

radiation field in terms of the plane waves (E(r, t) = ∑k ε̂kE ake−iνkt+ikr+H.c.), the

electric field can be rewritten as

E = ∑
k

ε̂kEk(ak +a†
k) (2.43)

where Ek = (h̄νk/2ε0V )1/2.

It follows, on substituting for HF , HA, er, and E, the Hamiltonian becomes

H = ∑
k

h̄νka†
kak +∑

i
Eiσii + h̄∑

i, j
∑
k

gi j
k σi j(ak +a†

k) (2.44)

where

gi j
k =−

℘i j · ε̂kEk

h̄
(2.45)

We now proceed to the case of a two-level atom. For ℘ab =℘ba, we can know

gk = gab
k = gba

k (2.46)

The following form of the Hamiltonian is obtained

H = ∑
k

h̄νka†
kak +(Eaσaa +Ebσbb)+ h̄∑

k
gk(σab +σba)(ak +a†

k) (2.47)

The second term in Eq. (2.47) can be written as

Eaσaa +Ebσbb =
1
2

h̄ω(σaa−σbb)+
1
2
(Ea +Eb) (2.48)

where we use (Ea−Eb) = h̄ω and σaa +σbb = 1. The constant energy term (Ea +

Eb)/2 can be ignored. If we use the notation

σz = σaa−σbb = |a〉〈a|− |b〉〈b| (2.49a)

σ+ = σab = |a〉〈b| (2.49b)

σ− = σba = |b〉〈a|(a†
ja

†
j′−a†

j′a
†
j) = 0 (2.49c)
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Then the Hamiltonian takes the form

H = ∑
k

h̄νka†
kak +

1
2

h̄ωσz + h̄∑
k

gk(σ++σ−)(ak +a†
k) (2.50)

In the matrix notation, σ−, σ+, and σz are given by

σ− =

0 0

1 0

 , σ+ =

0 1

0 0

 , σz =

1 0

0 −1

 (2.51)

The σ− operator takes an atom in the upper state into the lower state whereas σ+

takes an atom in the lower state into the upper state.

The interaction energy in Eq. (2.50) consists of four terms. The term a†
kσ−

describes the process in which the atom is taken from the upper state into the lower

state and a photon of mode k is created. The term akσ+ describes the opposite

process. The energy is conserved in both the processes. The term akσ− describes

the process in which the atom makes a transition from the upper to the lower level

and a photon is annihilated, leading to the loss of 2h̄ω in energy. Likewise, a†
kσ+

contributes to the gain of 2h̄ω in energy. According to the rotating-wave approxi-

mation, the final simplified Hamiltonian is

H = ∑
k

h̄νka†
kak +

1
2

h̄ωσz + h̄∑
k

gk(σ+ak +a†
kσ−) (2.52)

This form of the Hamiltonian describing the inter action of a single two-level atom

with a multi-mode field is the origin of many calculations in the area of quantum

optics.

2.5.3 Quantum Theory of Damping - Density Operator and

Wave Function Approach

In many physical systems pertaining to quantum optics, damping plays an important

role, for instance, the decay of an atom in an excited state to a lower state as well

as the decay of the radiation field inside a cavity with partially transparent mirrors.

In short, damping of a system is described by its interaction with a reservoir with a
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large number of degrees of freedom.

Here, we first present a theory of damping based on the density operator where

the reservoir variables are excluded by applying the reduced density operator for

the system in the Schrodinger (interaction) picture.

Reservoir Theory

We now think about a system denoted by S interacting with a reservoir denoted

by R. The combined density operator is denoted by ρSR. The reduced quantum

state operator for the system ρS is obtained by taking a trace over the reservoir

coordinates,

ρS = TrR(ρSR) (2.53)

Assuming the system-reservoir interaction energy is given by γ(t), the equation of

motion for ρSR then becomes

ih̄ρ̇SR = [γ(t),ρSR(t)] (2.54)

Integrating this equation,

ρSR(t) = ρSR(ti)−
i
h̄

∫ t

ti
[γ(t ′,ρSR(t ′))]dt ′ (2.55)

Here ti is the initial time when the interaction begins. Substituting ρSR(t) back into

Eq. (2.54), the equation of motion can be written as

ρ̇SR =
i
h̄
[γ(t),ρSR(ti)]−

1
h̄2

∫ t

t i
[γ(t), [γ(t ′),ρSR(t ′)]]dt ′ (2.56)

If the interaction energy γ(t) is zero, the system and reservoir are independent and

the density operator ρSR would factor as a direct product ρSR(t) = ρS(t)⊗ ρR(ti)

where we assume the reservoir at equilibrium. Since γ is small, we look for a

solution of Eq. (2.56) of the following form:

ρSR(t) = ρS(t)⊗ρR(ti)+ρc(t) (2.57)
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where ρc(t) is of higher order in γ . To obey Eq. (2.53), we require

TrR[ρc(t)] = 0 (2.58)

Substituting for ρSR(t) from Eq. (2.57) into Eq. (2.56), and remaining terms up to

order γ2, we now have

ρ̇S =−
i
h̄

TrR[γ(t),ρS(ti)⊗ρR(ti)]−
1
h̄2 TrR

∫ t

ti
[γ(t), [γ(t ′),ρs(t ′)⊗ρR(ti)]]dt ′

(2.59)

The reduced density operator ρS(t), which defines the statistical properties of

the system, depends upon its past history from t = ti to t ′. Since damping destroys

memory of the past, there is an assumption that the Markovian process occurs and

the system density matrix ρS(t ′) can be replaced by ρS(t). The above Eq. (2.59)

now can be cast in the following form

ρ̇S =−
i
h̄

TrR[γ(t),ρS(ti)⊗ρR(ti)]−
1
h̄2 TrR

∫ t

ti
[γ(t), [γ(t ′),ρs(t)⊗ρR(ti)]]dt ′ (2.60)

This is a valid equation for a system determined by ρS interacting with a reservoir

described by ρR.

Atomic Decay

We first consider the radiative decay of a two-level atom damped by a reservoir

of harmonic oscillators described by annihilation (and creation) operators bk (and

b†
k respectively) and the density distributed frequencies νk = ck. In the interaction

picture and the rotating-wave approximation, the Hamiltonian is

γ(t) = h̄∑
k

gk

[
b†

kσ−e−i(ω−νk)t +σ+bkei(ω−νk)t
]

(2.61)

where σ−= |b〉〈a| and σ+= |a〉〈b| based on the excited (|a〉) and ground (|b〉)states.

Inserting the interaction Hamiltonian γ Eq. (2.61) in the equation of motion Eq.
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(2.59), we get

ρ̇atom =−i∑
k

gk〈bk〉[σ−,ρatom(ti)]e−i(ω−νk)t

−
∫ t

ti
dt ′∑

k,k′
gkgk′{[σ−σ−ρatom(t ′)−2σ−ρatom(t ′)σ−+ρatom(t ′σ−σ−)]

× e−i(ω−νk)t−i(ω−νk′)t
′
〈b†

kb†
k′〉+[σ−σ+ρatom(t ′)−σ+ρatom(t ′)σ−]

× e−i(ω−νk)t−i(ω−νk′)t
′
〈b†

kbk′〉+[σ+σ−ρatom(t ′)−σ−ρatom(t ′)σ+]

× e−i(ω−νk)t−i(ω−νk′)t
′
〈bkb†

k′〉}+H.c. (2.62)

where the expectation values refer to the initial state of the reservoir.

For instance, we suppose that the reservoir variables are spread in the uncorre-

lated thermal equilibrium mixture of states. The reservoir reduced density operator

is the multi-mode extension of the thermal operator, expressed as

ρR = ∏
k

[
1− exp

(
− h̄νk

kBT

)]
exp

(
−

h̄νkb†
kbk

kBT

)
(2.63)

where kB is the Boltzmann constant and T is the temperature. The thermal average

boson number

nk =
1

exp
(

h̄νk
kBT −1

) (2.64)

It can easily be shown that

〈bk〉= 〈b†
k〉= 0 (2.65a)

〈b†
kbk′〉= nkδkk′ (2.65b)

〈bkb†
k′〉= (nk +1)δkk′ (2.65c)

〈bkbk′〉= 〈b†
kb†

k′〉= 0 (2.65d)
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Inserting the above four equations into Eq. (2.66), we obtain

ρ̇atom =−
∫ t

ti
dt ′∑

k
g2

k{[σ−σ+ρatom(t ′)−σ+ρatom(t ′)σ−]nke−i(ω−νk)(t−t ′)

+[σ+σ−ρatom(t ′)−σ−ρatom(t ′)σ+](nth +1)e−i(ω−νk)(t−t ′}+H.c. (2.66)

With regard to the decay of a mode of electromagnetic field of frequency ν

inside a cavity, we now use an interaction Hamiltonian of the following form:

γ = h̄∑
k

gk

[
b†

kae−i(ν−νk)t +a†bkei(ν−νk)t
]

(2.67)

where a (and a†) are the annihilation (and creation) operators of the mode of inter-

est, the operators b and b† indicate modes of the reservoir which damp the field.

Since the field equation of motion for reduced density operator parallels the

one for atomic system, by replacing σ− and σ+ by the field operators a and a†,

respectively, in Eq. , we can easily obtain the result as follows:

ρ̇ =−E

2
nth(aa†

ρ−2a†
ρa+ρaa†)− E

2
(nth +1)(a†aρ−2aρa† +ρa†a) (2.68)

where the modes bk are initially in the thermal equilibrium mixture of states, and E

is the decay constant and nth = nk0 is the mean number of quanta (at frequency ν)

in the thermal reservoir. Here ρ refers to the reduced density operator for the field.

Particularly, when the temperature equals to zero (nth = 0),

ρ̇ =−E

2
(a†aρ−2aρa† +ρa†a) (2.69)

In this section, we first demonstrate the quantum theory of radiation, which de-

scribes the field with quantum theory rather than the classical concepts of physics.

Then the Hamiltonian of atom-field interaction was demonstrated. Lastly the quan-

tum theory of damping based on density operator and wave function approach,

which is important for quantum computation in the open system. All the concepts

in this section will be used in chapter 6.
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Chapter 3

Giant enhancement of the effective

Raman susceptibility in metasurfaces

made of silicon photonic crystal

nanocavities

3.1 Introduction

Metasurfaces, which are artificial optical thin films structured at subwavelength

scale, have become widely used tools to engineer in unique ways light-matter in-

teraction at the nanoscale [1, 2, 3, 4, 5]. These developments have been primarily

facilitated by recent advancements in nanofabrication techniques, and have made

possible to achieve planar structures that resonantly interact with light at specific

frequencies. Compared to three-dimensional (3D) metamaterials, two-dimensional

(2D) metasurfaces allow the manipulation of light using more compact devices

[6] and exhibit lower optical power loss [7]. In addition, key nonlinear optical

functionalities (including high-harmonics generation and frequency mixing) can be

more easily implemented using metasurfaces [8, 9, 10, 11], since usually one does

not have to be concerned with satisfying phase-matching conditions. These and

other unique optical properties of metasurfaces have been opening up new avenues

to pursue promising applications in areas such as quantum information processing
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[12, 13] and photonic integrated circuits [14, 15].

There are two main approaches towards nonlinear metasurfaces, namely

metasurfaces based on metallic (plasmonic) [8, 10, 16, 29, 18] and dielectric

[4, 19, 20, 21] materials. Plasmonic metasurfaces can generate strong optical near-

field enhancement, a key feature for nonlinear optics applications. This comes,

however, at the price of relatively large optical losses, which reduces their conver-

sion efficiency. Dielectric metasurfaces, on the other hand, are characterized by

small optical losses but their limitations stem from the fact that the enhancement of

the optical near-field is smaller than that achieved with plasmonic metasurfaces. In

order to overcome this shortcoming of all-dielectric metasurfaces, one could engi-

neer their primary building blocks so that they possess resonant optical modes with

high quality- (Q) factor. These specially engineered modes are different in nature

from Mie resonances of dielectric particles [22, 23], which are characterized by

relatively small Q-factor. Due to the large set of parameters that can be tuned to op-

timize their Q-factor, photonic crystal (PhC) cavities represent an excellent choice

for designing optical resonators with high Q-factor, although other solutions, such

as whispering-gallery modes of resonators made of silica or other dielectric materi-

als, are possible, too.

In order to illustrate this idea, in this chapter we demonstrate that the effective

Raman susceptibility of a metasurface consisting of a periodic array of PhC cavities

in a silicon PhC slab waveguide can be enhanced by more than 4 orders of magni-

tude, as compared to the intrinsic Raman susceptibility of silicon. This is achieved

by designing a silicon PhC cavity that possesses two high-Q optical modes sepa-

rated spectrally by the Raman frequency of silicon, Ω/2π = 15.6THz [52]. The

effective Raman susceptibility of the metasurface is calculated using a new homog-

enization procedure based on the effective-medium theory, an approach that is valid

beyond the subwavelength unit cell regime. Importantly, this procedure can be ap-

plied to other multi-wavelength nonlinear optical interactions, such as four-wave

mixing, optical parametric amplification, and second-harmonic generation, simply

by designing PhC cavities that possess optical modes at the required frequencies.
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The chapter is organized as follows. In the next section we present the geometri-

cal configuration and optical properties of the nonlinear metasurface. Then, in Sec.

3.3 we introduce the homogenization method used to calculate the effective Raman

susceptibility of the metasurface, whereas in Sec. 3.4 we present and discuss the

main results. Finally, in Sec. 3.5 the main conclusions are summarizad.

3.2 Geometrical configuration and properties of the

nonlinear metasurface
The nonlinear photonic metasurface and the homogenization procedure used to

compute the corresponding effective Raman susceptibility are schematically illus-

trated in Fig. 3.1. It comprises of a rectangular array of PhC cavities in a PhC

slab waveguide made of silicon (nSi = 3.4). This structure can be fabricated with

current technology readily. The slab waveguide consists of a 2D hexagonal lat-

tice of air holes in a silicon slab, with lattice constant, a, hole radius, r = 0.29a,

and slab thickness, t = 0.6a. The bandgap with these optical parameters is around

the telecommunication wavelength. Moreover, in this study we use L5 PhC cav-

ities, namely they are formed by filling in 5 consecutive holes located on a line

oriented along the ΓK symmetry axis of the lattice. The center-to-center distance

between adjacent PhC cavities along the longitudinal (x) and transverse (y) direc-

tions is dl = 17a and dt = 6
√

3a, respectively. In order to increase the Q-factor of

the optical modes of the cavity the end holes are shifted by sl = 0.15a [25].

The photonic band structure of the PhC slab waveguide and the frequencies

of the cavity modes were computed using RSoft’s BandSOLVE [26] and are pre-

sented in Fig. 3.2, whereas the Q-factors of the cavity modes were determined using

MEEP [27], a freely available software that implements the finite-difference time-

domain algorithm. Thus, the PhC cavity possesses two optical modes with normal-

ized frequencies (measured in units of 2πc/a) of ω̄p = 0.2778 and ω̄S = 0.2605

and Q-factors of Qp = 1804 and QS = 1.12× 105. These cavity modes lie in the

transverse-magnetic band-gap of the PhC slab waveguide, as per Fig. 3.2(b), the

field profiles of the two optical modes being shown in this figure, too. Moreover,
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if the lattice constant is a = 333nm, the frequencies of the two cavity modes are

ωp = 1572.5THz and ωS = 1474.6THz, that is they are separated by the Raman

frequency of silicon, ωp−ωS = Ω = 2π × 15.6THz. Under these circumstances,

the PhC cavity can be viewed as a “meta-molecule” possessing strong Raman re-

sponse, as schematically illustrated in Fig. 3.2(a).

Consider now that such PhC cavities are arranged in a rectangular 2D array,

such that one creates a nonlinear metasurface that can potentially generate strongly

enhanced stimulated Raman scattering as compared to that of intrinsic silicon. This

is so because the existence of the two cavity modes ensures an effective optical

coupling between the incident optical wave and the cavity mode at the pump fre-

quency and provides an efficient mechanism for the Raman signal to be radiated in

the continuum via the excitation of the cavity mode at the Stokes frequency. We

have computed the effective Raman susceptibility of such a nonlinear optical meta-

surface using a newly developed homogenization technique, which we present in

the next section.

= 0.
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homogenization
 

x

z
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Figure 3.1: Schematic of a silicon nonlinear metasurface for enhancement of stimulated
Raman scattering. The metasurface consists of a rectangular array of PhC cav-
ities in a hexagonal PhC slab waveguide made of silicon. Also illustrated is the
homogenization procedure used to compute the corresponding effective Raman
susceptibility, χχχ

(3),eff
R , of a homogeneous slab with the same thickness, t, from

the intrinsic Raman susceptibility of silicon, χχχ
(3)
R .
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Figure 3.2: (a) Schematic diagram of stimulated Raman scattering: a pump photon with
frequency ωp interacts with a Raman-active optical medium and generates a
Stokes photon with frequency ωS and a phonon with frequency Ω = ωp−ωS.
(b) Transverse-magnetic band structure of the photonic crystal and the two cav-
ity modes. The field profile of the cavity modes are shown in the right panels.

3.3 Homogenization approach for calculation of the

effective Raman susceptibility
The most common approach to homogenize a metasurface is based on the effective-

medium theory [28, 29, 30, 31]. Generally speaking, this approach amounts to

averaging the electromagnetic field over the unit cells of the metasurface. Through

the homogenization procedure, the photonic system is reduced to a slab of homoge-

neous optical medium characterized by effective electric permittivity and magnetic

permeability [32, 33, 34]. On the other hand, in the nonlinear case, the nonlinear

effective susceptibilities are calculated from a spatial overlap integral among fields

excited in the structure by probing waves at pump and higher-harmonics, weighted

by the local nonlinear susceptibility tensor and averaged over the volume of the unit

cell [35, 36, 37, 38].

Before describing our homogenization method, we would like to point out that

whereas the linear effective optical constants, such as the electric permittivity and

magnetic permeability, can be calculated in an unambiguous way, in the case of the

effective nonlinear susceptibilities the large number of nonvanishing components of

these tensor quantities could lead to certain ambiguity in how they are defined and

calculated. To be more specific, in most cases homogenization methods for non-

linear metasurfaces rely on the condition that the averaged nonlinear polarization
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of the metasurface is equal to the nonlinear polarization in the nonlinear homog-

enized slab of material. As mentioned, this approach results in ambiguities in the

determination of the effective nonlinear susceptibility because three relations that

ensure that the two nonlinear polarizations are identical must be used to determine

a much larger number of components of the nonlinear susceptibility tensor. The key

novel aspect of our homogenization approach is that the calculated effective non-

linear susceptibility is unique. This is achieved by imposing the condition that the

averaged nonlinear polarization of the metasurface and the nonlinear polarization

in the homogenized slab are term-wise identical (term by term identical) when ex-

pressed in terms of the components of the nonlinear susceptibilities and the electric

field components.

The Raman nonlinear optical response of the metasurface is determined by the

nonlinear Raman polarization at the Stokes frequency, ωS [39]:

PR(ωS;r) =
3
2

ε0χχχ
(3)
R (r)

...E(ωp;r)E∗(ωp;r)E(ωS;r), (3.1)

where χχχ
(3)
R (r) is the Raman susceptibility, PR(ωS;r) is the Raman polarization at

ωS, and E(ωp;r) and E(ωS;r) are the optical fields at the pump and Stokes fre-

quencies, respectively. These fields correspond to plane-wave excitation at the

two frequencies, such that standard experimental conditions are replicated. In

order to avoid unnecessary complications, we assume that the cavities are dis-

tributed in a 2D rectangular array, with the symmetry axes of the array coin-

ciding both with the x- and y-coordinates and with the principal axes of silicon.

Then, the nonzero components of χχχ
(3)
R are χ

(3)
R,i ji j = χ

(3)
R, ji ji = χ

(3)
R, jii j = χ

(3)
R,i j ji, with

i, j = x,y,z and i 6= j, the value at resonance of the only independent component

being χ
(3)
R,1212 =−i11.2×10−18 m2 V−2 [40].

The position-dependent Raman polarization defined by Eq. (3.1) can be used

to calculate the spatially averaged effective Raman polarization:

PR,eff(ωS) =
1
V

∫
V

PR(ωS;r)dr, (3.2)
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where the volume integration is taken over the unit cell of the metasurface. On the

other hand, if one replaces the metasurface with a homogenized slab of nonlinear

optical medium with the same thickness as that of the PhC slab, the corresponding

effective Raman polarization can be written in terms of an effective Raman suscep-

tibility, χχχ
(3),eff
R , as:

P̄R,eff(ωS) =
3
2

ε0χχχ
(3),eff
R

...Ēeff(ωp)Ē∗eff(ωp)Ēeff(ωS). (3.3)

In this equation and in what follows, the bar symbol indicates that the field cor-

responds to the homogenized medium. Moreover, we stress that in Eq. (3.3) the

fields Ēeff(ωp) and Ēeff(ωS) are the effective optical fields at the pump and Stokes

frequencies, respectively, generated by an input field that is equal to the field that

excites the metasurface. They are given by:

Ēeff(ωα) =
1
V

∫
V

Ē(ωα ;r)dr, (3.4)

where α = p,S.

The nonlinear optical response of the metasurface and homogenized slab are

identical if the effective Raman polarizations described by Eqs. (3.2) and (3.3) are

equal, which leads to three equations (one for each component). Note, however,

that in the general case the effective Raman susceptibility tensor, χχχ
(3),eff
R , has 81

independent components, so that the corresponding system of equations is overde-

termined. In order to circumvent this issue, we impose the condition that the r.h.s.

of Eqs. (3.2) and (3.3) are term-wise identical. Using this constraint, it can be seen

that the components of the effective Raman susceptibility tensor are determined by

the following relations:

χ
(3),eff
R,i jkl =

1
V

∫
V

χ
(3)
R,i jkl(r)E j(ωp;r)E∗k (ωp;r)El(ωS;r)dr

Ē j,eff(ωp)Ē∗k,eff(ωp)Ēl,eff(ωS)
. (3.5)

Note that the components of χχχ
(3),eff
R and χχχ

(3)
R cancel for the same set of indices i, j,

k, and l.
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The remaining physical quantities needed to calculate the effective Raman

susceptibility given in Eq. (3.5) are the effective fields in the homogenized slab.

They can be calculated analytically (see the Appendix), but before this one needs

to determine the effective electric permittivity of the slab. This can be calculated

by imposing the condition that the spatially averaged electric displacement in the

metasurface, Di(ωα) = (1/V )∑ j
∫

V εi j(r)E j(ωα ;r)dr, where εi j(r) = ε0n2
Siδi j and

εi j(r) = ε0δi j for r in the silicon and air regions, respectively, with δi j being the

Kronecker delta, is equal to the effective electric displacement in the homogenized

slab, D̄i(ωα) = (1/V )∑ j ε̄eff
i j (ωα)

∫
V E j(ωα ;r)dr. If the two electric displacement

fields are equal on a term by term basis, the effective permittivity is given by:

ε̄
eff
i j (ωα) =

∫
V

εi j(r)E j(ωα ;r)dr∫
V

E j(ωα ;r)dr
. (3.6)

This equation implies that the effective electric permittivity of the homogenized

slab is described by a diagonal matrix, but the diagonal elements are not necessarily

the same.

Finally, the effective permittivity in Eq. (3.6) is used to determine analytically

the effective electric field in the homogenized slab. The details of these calculations

are provided in the Appendix, so that here we only give the final result:

Ēi,eff =
i(1+ρi)

kit

(
1− 1−σi +2σieikit

e−ikit +σieikit

)
Ei,0. (3.7)

Here, Ei,0, i = x,y, is the amplitude of the incident field and

σi =
Z0−Zi

Z0 +Zi
, ρi =

(
Z2

i −Z2
0
)

tan(kit)
2iZiZ0 +

(
Z2

i +Z2
0
)

tan(kit)
, (3.8)

where Z0 =
√

µ0/ε0 is the vacuum impedance, Zi =
√

µ0/ε̄eff
ii , and ki(ωα) =

ωα

√
µ0ε̄eff

ii .

Before we move on to illustrate how this homogenization method can be ap-

plied to our metasurface, we stress that although the method can be successfully
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used to describe metasufaces with period comparable or larger than the wavelength

of the interacting beams, the resulting effective permittivity and effective nonlinear

Raman susceptibility would depend on the polarization of the interacting beams and

the angle of incidence. Thus, it is known that when the wavelength is comparable

to the characteristic length of a photonic structure, e.g. the lattice constant of a PhC,

physical quantities related to the spatial average of the microscopic electromagnetic

field depend not only on the frequency but also on the wave vector, k. This means

that, for example, the dispersion relation of the electric permittivity has a more com-

plex form, ε = ε(ω,k). This is valid for the nonlinear optical response of photonic

structures, too, so that the nonlinear susceptibilities depend on the direction of prop-

agation and polarization of the interacting fields. This is expected because when the

wavelength is comparable to the characteristic length of a photonic structure the

local fields, which determine the nonlinear polarization of the medium, depend on

the direction of propagation and polarization of the incident fields.

3.4 Results and discussion

We have applied the homogenization procedure described in the preceding section

to our nonlinear metasurface. The first step in our analysis was to compute the field

distribution at the pump and signal frequencies of the corresponding cavity modes

under plane-wave excitation conditions. The calculations were performed using the

frequency-domain finite element method implemented in CST Studio, a commer-

cially available software [41]. Thus, we first determined the spectral response of the

metasurface and then, using a normally incident plane-wave excitation source po-

larized at π/4 with respect to the x-axis and with excitation frequency equal to the

pump and Stokes frequencies we determined the field profiles at the corresponding

resonance frequencies. The spectral response of the metasurface has been deter-

mined in the frequency domain ranging from 200 THz to 300 THz, that is a spectral

domain that contains the two resonances of interest, by determining the frequency

dependence of the electric field at an arbitrary point in the metasurface. Despite the

fact that the spectrum varies with the position of the point in the metasurface where
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the electric field is probed, the location of the resonances does not depend on this

choice.

We present in Fig. 3.3 the spectrum calculated using this approach, as well as

the profiles of the field amplitude corresponding to the two cavity modes located

at the pump and Stokes frequencies. These are the same modes shown in the inset

of Fig. 3.2(b) and, as mentioned, were calculated using BandSOLVE. It can be

seen that the spectral separation between the two resonances is equal to the Raman

frequency, ∆ν = νR = 15.6THz, a result that validates our design approach.

Due to the symmetry properties of the metasurface and the orientation of the

cavity array with respect to the principal axes of silicon, the only non-zero compo-

nent of the effective Raman susceptibility is χ
(3),eff
R,1212. Therefore, in order to compute

it, one only needs to calculate the effective permittivity components ε̄eff
i j , i, j = x,y.

Note that the effective permittivity must be calculated both at the pump and Stokes

frequencies. The effective permittivity is determined using Eq. (3.6), the results be-

ing ε̄xx(ωs) = 8.777+0.367i, ε̄yy(ωs) = 9.034−0.003i, ε̄xx(ωp) = 9.000+0.044i,

ε̄yy(ωp) = 8.921+0.049i, and ε̄xy(ωs) = ε̄yx(ωs) = ε̄xy(ωp) = ε̄yx(ωp) = 0. As ex-

pected, the effective permittivity is a complex, diagonal matrix, and the diagonal

Figure 3.3: Spectrum of the optical response of the metasurface.
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elements are not identical.

The last step of the homogenization procedure is to use Eq. (5.20) to calculate

the effective Raman susceptibility of the metasurface, χ
(3),eff
R,1212. For the nonlinear

metasurface made of L5 PhC cavities described in Fig. 3.1 our calculations show

that χ
(3),eff
R,1212 = −i18.8×10−14 m2 V−2, that is the effective Raman susceptibility is

enhanced by η = |χ(3),eff
R,1212/χ

(3)
R,1212|= 1.67×104 as compared to that of silicon. In-

terestingly enough, similar values of the enhancement of the Raman interaction in

silicon photonic structures have been observed in the case of silicon PhC waveg-

uides operated in the slow-light regime [42].

In order to understand the dependence of the effective Raman susceptibility on

the size of the unit cell of the metasurface, we varied the number of holes, N, located

along the x-direction between the end of the cavity and the boundary of the unit cell.

As illustrated in Fig. 3.4, in which we plot this dependence, the effective Raman

susceptibility of the nonlinear metasurface decreases when N increases and remains

practically unchanged for N ≥ 4.5. The maximum enhancement is η = 4.22×104,

that is an additional increase by a factor of about 3. This dependence is readily

explained by the fact that as N decreases there are more cavities per unit area and

consequently the nonlinear optical response of the metasurface increases. It should

be noted, however, that as the cavities are more closely packed together the mutual

optical coupling can lead to a frequency shift of the resonance frequencies of the

modes and thus to a decrease of the efficiency of the Raman interaction. This can be

avoided by simply designing the cavity such that the frequency difference between

the modes differs from the Raman frequency by exactly the frequency shift induced

by the optical coupling between the cavities.

3.5 Conclusions

In conclusion, by designing a nonlinear optical metasurface made of a two-

dimensional periodic array of silicon photonic crystal cavities, we have demon-

strated that the effective nonlinear Raman susceptibility of the metasurface can be

enhanced by more than 4 orders of magnitude as compared to that of silicon. In
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Figure 3.4: The enhancement of the effective Raman susceptibility of the nonlinear meta-
surface relative to the intrinsic Raman susceptibility of silicon vs. the number
of holes located along the x-direction between the end of the nanocavity and
the boundary of the unit cell.

order to achieve this dramatic enhancement of the nonlinear optical response of

the metasurface, the photonic crystal cavities are designed so as to possess two

optical cavity modes spectrally separated by the Raman frequency of silicon. Im-

portantly, the linear and nonlinear optical response of the metasurface have been

quantified using a new homogenization method, which is valid even when the pe-

riod of the metasurface is comparable or larger than the wavelength of the inter-

acting beams. The ideas presented in this chapter have wide applicability, as they

can be easily extended to other nonlinear optical interactions of practical interest,

including second- and third-harmonic generation, four-wave mixing, and sum- and

difference-frequency generation.

Appendix: Average electric field in a homogeneous

slab of material
In this Appendix we present a derivation for the averaged electric field in a slab

of homogeneous material. The corresponding electromagnetic structure and field

configuration are presented in Fig. 3.5. Thus, we assume that a homogeneous slab,

Medium 2, with permittivity ε2 is sandwiched in-between two media, Medium 1
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and Medium 3, which have permittivities ε1 and ε3, respectively. For simplicity, we

assume that all media have the same permeability, µ1 = µ2 = µ3 = µ0. Moreover,

incident on the slab is a plane wave propagating along the z-axis, with the elec-

tric and magnetic fields written as E1i(z) = îE1ieik1z and H1i(z) = ĵ(E1i/Z1)eik1z,

respectively, where Z1 =
√

µ0/ε1 and k1 = ω
√

µ0ε1. Note that in this derivation

we assume that ε2 is diagonal but the diagonal elements are not necessarily equal.

Under these circumstances, the fields in the three regions can be written as:

Medium 1:

E1(z) = E1i(z)+E1r(z) = î
(

E1ieik1z +E1re−ik1z
)
, (3.9)

H1(z) = H1i(z)+H1r(z) = ĵ
1
Z1

(
E1ieik1z−E1re−ik1z

)
. (3.10)

Medium 2:

E2(z) = E2+(z)+E2−(z) = î
(

E2+eik2(z−t)+E2−e−ik2(z−t)
)
, (3.11)

H2(z) = H1+(z)+H1−(z) = ĵ
1
Z2

(
E2+eik2(z−t)−E2−e−ik2(z−t)

)
. (3.12)

Medium 3:

E3(z) = E3t(z) = îE3teik3z, (3.13)

H3(z) = H3t(z) = ĵ
E3t

Z3
eik3z. (3.14)

To simplify the notations, let us introduce the reflection coefficients at z = 0,

Γ(0) = E1r/E1i, and at z = t, Γ(t) = E2−/E2+. Then, the fields in Medium 1 and
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Figure 3.5: Wave configuration corresponding to a homogeneous slab (Medium 2) with
thickness, t, sandwiched in-between two media (Medium 1 and Medium 3).

Medium 2 can be expressed as:

E1(z) = îE1i

(
eik1z +Γ(0)e−ik1z

)
, (3.15)

H1(z) = ĵ
E1i

Z1

(
eik1z−Γ(0)e−ik1z

)
, (3.16)

E2(z) = îE2+

(
eik2(z−t)+Γ(t)e−ik2(z−t)

)
, (3.17)

H2(z) = ĵ
E2+

Z2

(
eik2(z−t)−Γ(t)e−ik2(z−t)

)
. (3.18)

The continuity of the tangent components of the fields at z = 0 and z = t re-

quires that:

Γ(0) =
Z2(Z3−Z1)− i(Z2

2−Z1Z3) tan(k2t)
Z2(Z3 +Z1)− i(Z2

2 +Z1Z3) tan(k2t)
; Γ(t) =

Z3−Z2

Z3 +Z2
. (3.19)

In addition, using Eqs. (3.9)–(3.12) and the continuity of the electric field at z = 0,
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one can find the amplitude of the electric field in Medium 2

E2+ =
1+Γ(0)

e−ik2t +Γ(t)eik2t E1i, (3.20)

and subsequently the z-dependent electric field in Medium 2

E2(z) = î
1+Γ(0)

e−ik2t +Γ(t)eik2t

[
eik2(z−t)+Γ(t)e−ik2(z−t)

]
E0, (3.21)

where we redefined E0 = E1i.

Finally, the effective electric field in Medium 2 is defined as:

Ē2,eff =
1
t

∫ t

0
E2(z)dz. (3.22)

Inserting Eq. (3.21) in the equation above and performing the integral one obtains

Eq. (3.7) with the notations given in Eq. (3.8).
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Chapter 4

Large enhancement of the effective

second-order nonlinearity in

graphene metasurfaces

4.1 Introduction

Metamaterials, which consist of artificial elements (so-called metaatoms or meta-

molecules) usually arranged in a periodic pattern, have been playing an increasingly

important role in applications in which they emulate physical properties that other-

wise cannot be achieved with naturally occurring materials. The broad available

choice of particular geometries and material parameters of the constituents of meta-

materials facilitates their use for the implementation of key functionalities, includ-

ing, inter alia, phase engineering [1-3], light focusing [4-6], and local field enhance-

ment [7-10]. These functionalities are beginning to impact a series of research fields

by finding applications to bio-sensing [11-14], development of efficient absorbers

[15-17], electromagnetic cloaking [18,19], and imaging beyond sub-diffraction lim-

its [20-23]. Among these physical properties of metamaterials, local field enhance-

ment is particularly relevant to nonlinear optics, as in this case the optical response

of a metamaterial-based device depends nonlinearly on the externally applied opti-

cal field and thus can be widely tuned.

In many applications, the two-dimensional (2D) counterpart of metamaterials,
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the so-called metasurfaces, can provide the required functionality, especially in the

case of devices with planar configuration. In addition, metasurfaces have the ad-

vantage of requiring much less laborious fabrication processes. Moreover, in many

applications pertaining to nonlinear optics, especially those related to surface sci-

ence and sensing, achieving the phase-matching of the interacting waves is not a

prerequisite condition, and therefore the constraints imposed on metasurfaces in or-

der to attain optimal energy conversion in nonlinear processes can be greatly relaxed

[24-28].

Broadly speaking, there are two classes of optical metasurfaces: plasmonic

metasurfaces based on metallic particles [29,30] and dielectric metasurfaces [31,32]

relying on Mie resonances of dielectric particles. In the case of plasmonic metasur-

faces, the local field can be dramatically enhanced at plasmon-resonance frequen-

cies [33-36]; however, this effect is usually accompanied by a relatively large opti-

cal loss [37]. On the other hand, dielectric metasurfaces are characterized by much

smaller optical losses but usually provide reduced optical field enhancement.

A promising alternative to plasmonic and all-dielectric metasurfaces is pro-

vided by graphene metasurfaces, as the (plasmon) resonance frequency of graphene

nanostructures lies in the terahertz domain, namely where optical losses of graphene

are relatively small. Equally important, the plasmonic nature of these resonances

ensures that strong field enhancement can be achieved in graphene metasurfaces,

too. In addition, the corresponding resonance wavelength is much larger than the

size of graphene resonators, which means that a large number of such resonators

can be packed inside a domain with size comparable to that of the operating wave-

length. Consequently, the optical response of graphene metasurfaces can be highly

isotropic, when the geometry of graphene unit cell is symmetric. In fact, patterned

graphene has already been employed in the design of terahertz devices, such as per-

fect absorbers, filters, and tunable reflectors [38-43]. In this context, a particularly

appealing physical property of graphene is the tunability of its dielectric constant, a

unique functionality that is highly relevant to the design of active photonic devices.

In this chapter, we propose a powerful and versatile homogenization approach



4.2. Physical configuration and material parameters of graphene metasurfaces 108

for graphene metasurfaces, and subsequently use it to demonstrate that the effective

second-order susceptibility of such metasurfaces can be dramatically increased due

to the field-enhancement effect at plasmon resonances. The novelty of the homog-

enization method used in this study consists in its ability to describe not only meta-

surfaces containing linear and isotropic materials, like the standard field-average

methods, but also those made of anisotropic and nonlinear optical media. In ad-

dition, we find that when a so-called double-resonance phenomenon occurs in a

graphene metasurface [44], the second-harmonic generation (SHG) can be further

enhanced, leading to an overall increase in SHG of more than three orders of mag-

nitude as compared to the SHG of a graphene sheet placed on the same substrate.

The chapter is organized as follows: In the next section, the configurations of

the graphene metasurfaces investigated in this work as well as their material pa-

rameters are described. In Section 4.3, an improved homogenization approach for

retrieving the effective linear and nonlinear properties of graphene metasurfaces is

presented. Then, using this homogenization method, the geometrical parameters

of the graphene metasurfaces are optimized so as to achieve plasmon resonances

at both the fundamental frequency (FF) and second-harmonic (SH). In Section 4.4,

the linear and nonlinear optical spectra of the graphene metasurfaces are calculated

and a comparison of the effective second-order susceptibility of graphene metasur-

faces with the second-order susceptibility of a graphene sheet placed on the same

substrate is provided. Finally, the main conclusions are outlined in Section 4.5.

4.2 Physical configuration and material parameters

of graphene metasurfaces
In this section, we present the configuration of the one-dimensional (1D) and 2D

graphene metasurfaces studied in this work and describe the properties of the lin-

ear and nonlinear optical constants of graphene. Thus, the two generic nonlinear

graphene-based metasurfaces, a 1D periodic metasurface consisting of a periodic

arrangement of graphene ribbons and a 2D metasurface consisting of a rectangular

array of graphene rectangular patches, are schematically illustrated in Figs. 4.1(a)
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and 4.1(b), respectively. The period of the 1D metasurface is Px = 100nm and the

width of the nanoribbons is w, whereas in the case of the 2D metasurface the periods

along the x- and y-axis are Px = Py = 100nm and the length of the graphene patches

along the y-axis is fixed at wy = 30nm. The width of the graphene nanoribbons

and the length of the graphene patches along the x-axis, wx, are free parameters

that will be optimized so as to achieve a double-resonance effect. In both cases

the graphene nanostructures are placed onto a silica substrate with nSiO2 = 1.4 and

are illuminated by a normally incident, x-polarized plane wave with field amplitude

E0 = 1Vm−1 (wave intensity I0 = 4.43×1012 Wm−2). This choice of the wave

polarization ensures that graphene plasmons exist in both metasurfaces.

Due to its metallic characteristics in the terahertz and infrared spectral regions,

graphene supports surface-plasmon polaritons (SPPs), which are collective oscilla-

tions of free electrons. In the case of finite-size graphene nanostructures, the reso-

nance frequency of SPPs is geometry dependent. Therefore, by properly choosing

the size and shape of these graphene nanostructures, one can achieve a double-

resonant phenomenon, namely SPPs exist both at the FF and SH. When this oc-

curs, the optical near-fields at the FF and SH are strongly enhanced, which leads

to a marked increase in the intensity of the SHG. Under these circumstances, one

expects that the graphene metasurface can be viewed as a homogeneous sheet of

nonlinear material with strongly enhanced effective second-order susceptibility.

Before we analyze in more detail the linear and nonlinear optical properties

of the two graphene metasurfaces, we briefly summarize the optical properties of

the main optical constants of graphene. Since graphene is a 2D semimetal, a sur-

face optical conductivity, σs, is generally used to describe its main linear physical

properties at optical frequencies. ( The term optical conductivity means the conduc-

tivity arising from the optical excitation instead of applied electrical field.) Based

on Kubo’s formula derived within the random-phase approximation [46], σs can be

expressed as the sum of the intra-band (σintra) and inter-band (σinter) contributions,

σs = σintra +σinter. The intra-band part is given by:
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Figure 4.1: (a) Schematics of a 1D graphene metasurface, with the period Px and width of
graphene ribbons, w. (b) Schematics of a 2D graphene metasurface, with peri-
ods Px and Py, and side-length of the graphene patches of wx and wy. The two
graphene metasurfaces are illuminated by an x-polarized plane wave normally
incident onto the metasurfaces.

σintra =
e2kBT τ

π h̄2(1− iπτ)

[
µc

kBT
+2ln(e−

µc
kBT +1)

]
, (4.1)

where µc is the chemical potential, τ is the relaxation time, T is the temperature, e

is the electron charge, kB is the Boltzmann constant, and h̄ is the reduced Planck’s

constant. Throughout our analysis, we use µc = 0.6eV, τ = 0.25ps, and T = 300K.

Moreover, if µc � kBT , which usually holds at room temperature, the inter-band
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Figure 4.2: Relative electric permittivity of a graphene sheet with heff = 0.3nm.

part can be approximated as:

σinter =
ie2

4π h̄
ln
[

2|µc|− (ω + iτ−1)h̄
2|µc|+(ω + iτ−1)h̄

]
. (4.2)

If we assume that the effective thickness of graphene is heff, the relative electric

permittivity can be calculated from the conductivity through the relation:

εgr(ω) = 1+
iσs

ε0ωheff
. (4.3)

The relative electric permittivity of graphene is depicted in Fig. 4.2 (the εgr in the

above equation indicates the εgr in this figure), where heff = 0.3nm has been used.

Similar to the case of three-dimensional (3D) bulk optical media, the nonlinear

optical properties of 2D materials are generally determined by the symmetry prop-

erties of their atomic lattice and are quantified by (bulk) nonlinear susceptibility ten-

sors, χχχ(n)(Ω;ω), where ω and Ω are the frequencies at the FF and higher-harmonic,

respectively, and n is the order of the nonlinear optical process, or, equivalently, by

surface nonlinear optical conductivities, σσσ
(n)
s (Ω;ω). These two physical quantities

are related via the following relation:

χχχ
(n)(Ω;ω) =

i
ε0Ωheff

σσσ
(n)
s (Ω;ω). (4.4)
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Free-standing graphene is a centrosymmetric material and therefore second-

order nonlinear optical processes and, in particular, SHG, are forbidden. If a

graphene sheet, however, is placed onto a homogeneous substrate the inversion

symmetry is broken and (dipole) SHG is allowed. In particular, such an optical

configuration is characterized by a surface second-order nonlinear optical conduc-

tivity tensor, σσσ
(2)
s (Ω;ω), where Ω = 2ω . Symmetry considerations based on the

fact that graphene belongs to the D6h symmetry group lead to the conclusion that

this tensor has three independent nonzero components, σ
(2)
s,⊥⊥⊥, σ

(2)
s,‖‖⊥ = σ

(2)
s,‖⊥‖,

and σ
(2)
s,⊥‖‖, where the symbols ⊥ and ‖ refer to the directions perpendicular onto

and parallel to the plane of graphene, respectively. The values of these parame-

ters used in this paper are σ
(2)
s,⊥⊥⊥ = −9.71i×10−16 AmV−2, σ

(2)
s,‖‖⊥ = σ

(2)
s,‖⊥‖ =

−2.56i×10−16 AmV−2, and σ
(2)
s,⊥‖‖ = −2.09i×10−16 AmV−2, [45,46] and cor-

respond to graphene placed on a silica substrate. Note that similar to the case of

surface nonlinear second-order susceptibility of nobel metals, the dominant com-

ponent of the surface nonlinear second-order conductivity (susceptibility) is the

σ
(2)
s,⊥⊥⊥ (χ(2)

s,⊥⊥⊥) component.

4.3 Theory of linear and nonlinear homogenization

In this section, we describe a theoretical method we recently introduced [47] for

the homogenization of the linear and nonlinear optical response of graphene meta-

surfaces. In particular, we present an approach for extracting the effective linear

and nonlinear optical coefficients of a homogenized layer of material, which in the

far-field has the same linear and nonlinear optical response as that of the graphene

metasurface. To be more specific, we use this method to compute the effective elec-

tric permittivity of the two generic graphene metasurfaces, as well as the effective

surface second-order susceptibility of graphene metasurfaces, when they are opti-

mized to achieve maximum nonlinearity enhancement. Note that although the ho-

mogenized metasurfaces can be characterized by effective surface quantities, such

as linear and nonlinear surface conductivities [48,49], in this work we consider that

the homogenized metasurfaces have a finite thickness, heff, and thus are described
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by bulk effective permittivities and nonlinear susceptibilities.

In order to develop a general homogenization method, we extend the traditional

field-averaged method to include nonlinear optical effects and anisotropic 2D ma-

terials. Thus, the constitutive relation of a linear anisotropic material is expressed

Figure 4.3: (a) Effective relative permittivity of homogenized graphene-nanoribbon meta-
surface with w = 57.5nm. In insets, the spatial profile of |Ex|, calculated at
the resonance wavelength λ = 6.74µm (top panel) and at λ = 4µm (bottom
panel). (b) The same as in (a), but calculated for the 2D graphene metasurface
with wx = 42.5nm. The resonance wavelength for the 2D graphene metasurface
is λ = 6.93µm
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as:

Di = ∑
j

εi jE j, (4.5)

where D and E are the electric displacement and electric field, respectively, and the

subscripts i, j = x,y,z. Then, we introduce the averaged fields, defined as:

Deff(ω) =
1
V

∫
V

D(r,ω)dr, (4.6a)

Eeff(ω) =
1
V

∫
V

E(r,ω)dr, (4.6b)

where V is the volume of the unit cell of the (1D or 2D) metasurface. More

specifically, the integration domains for the 1D and 2D metasurfaces are V =

[0,Px]× [0,heff] and V = [0,Px]× [0,Py]× [0,heff], respectively. Using Eqs. (4.5)

and (4.6), the effective electric permittivity tensor of the metasurface, defined by

the constitutive relation Di,eff = ∑ j ε i j,effE j,eff, can be written as:

εεε i j,eff(ω) =

∫
V

Di(r,ω)dr∫
V

E j(r,ω)dr
=

∫
V

ε(r)Ei(r,ω)dr∫
V

E j(r,ω)dr
, (4.7)

where ε(r) = ε0 if r is in air and ε(r) = εgr if r is in graphene. The formula above

has been derived for metasurfaces made of isotropic optical materials, but it can be

easily extended to anisotropic ones.

In order to assess the validity of our homogenization method, we have calcu-

lated the effective permittivity given by Eq. (4.7) and then compared the optical

response of the homogenized metasurfaces, i.e., the absorption, A, transmittance,

T , and reflectance, R, with that of the two graphene metasurfaces. The optical near-

fields needed to calculate εεε i j,eff(ω), as well as the absorption, transmittance, and

reflectance of the two graphene metasurfaces, were computed using an in-house

developed code [50,51].

The effective permittivities of the homogenized metasurfaces, εxx,eff(ω), re-

trieved using the algorithm just described, are presented in Fig. 4.3. The 1D and 2D

metasurfaces considered here were optimized for maximum nonlinear response us-



4.3. Theory of linear and nonlinear homogenization 115

Figure 4.4: Linear response comparison of absorption, A, reflectance, R, and transmittance,
T , calculated for the two graphene metasurfaces whose effective permittivities
are presented in Fig. 4.3 (depicted with solid curves) and A, R, and T corre-
sponding to their homogenized counterparts (depicted with dotted curves).

ing an approach that will be described in the next section, the corresponding values

of the geometrical parameters being w = 57.5nm and wx = 42.5nm, respectively.

In contrast to the intrinsic permittivity of a homogeneous graphene sheet shown in

Fig. 4.2, the effective permittivities of the homogenized metasurfaces exhibit an ev-

ident Lorentzian resonant response around a wavelength of about 6.8 µm, which is

reminiscent of the linear optical response of an optical medium containing Lorentz-

type resonators (An applied electric field interact with the charge of the electron,

causing stretching or compression of the spring-like force, which would set the
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electron into oscillating motion).

The field profiles presented in the insets of Figs. 4.3(a) and 4.3(b) suggest that

at resonance the optical near-field is strongly enhanced, which is one of the main

physical properties of SPPs (The SPPs are excited by the incident plane wave).

Moreover, Fig. 4.3 shows that in addition to this main resonance, few other higher-

order resonances exist at smaller wavelengths. These higher-order resonances cor-

respond to the excitation of higher-order plasmon modes in the graphene nanorib-

bons or graphene patches. Interestingly, although graphene has metallic charac-

teristics in the frequency range considered in our calculations, near the resonance

Re(εεεxx,eff) > 0, which means that the homogenized metasurfaces behave as a di-

electric around this frequency.

The main aim of a homogenization theory is to reduce a patterned metasurface

to a homogeneous sheet characterized by certain effective optical constants. A reli-

able way to assess the validity of this procedure is to compare the optical response of

the homogenized metasurface and the original one, as quantified by physical quan-

tities such as absorption, reflectance, and transmittance. We performed this analysis

for the two graphene metasurfaces whose effective permittivities are presented in

Fig. 4.3, the corresponding results being summarized in Fig. 4.4. This comparison

clearly demonstrates that the linear response of the homogenized sheets perfectly

agrees with that of the original graphene metasurfaces, thus proving the accuracy

of the proposed linear homogenization approach (computing with the simulation

results from CST studio). This is explained by the fact that the wavelengths con-

sidered in our computations, including those at which the graphene metasurfaces

are strongly resonant, are much larger than the characteristic size of the graphene

constituents of the metasurfaces, so that the two optical structures are operated deep

in the metasurface regime.

We now extend the homogenization method to the nonlinear regime, and use

SHG as an illustrative nonlinear optical process. Thus, this nonlinear optical inter-
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action is determined by the following nonlinear polarization:

P(Ω;r) = ε0χχχ
(2)(Ω;r) : E(ω;r)E(ω;r), (4.8)

where Ω = 2ω and χχχ(2)(Ω;r) = χχχ
(2)
gr (Ω) if r is in graphene and χχχ(2)(Ω;r) = 0 if r

is in air. Based on Eq. (4.8), the components of the SH polarization can be evaluated

as:

Pi = ε0 ∑
jk

χ
(2)
i jk E jEk ≡∑

jk
qi jk, (4.9)

where we have introduced the auxiliary quantities, qi jk = ε0χ
(2)
i jk E jEk. The averaged

value of these auxiliary quantities are:

qi jk(Ω) =
1
V

∫
χ
(2)
i jk (Ω;r)E j(ω;r)Ek(ω;r)dr. (4.10)

Similarly to Eq. (4.8), the nonlinear SH polarization in the homogenized meta-

surfaces can be written as:

Peff(Ω) = ε0χχχ
(2)
eff (Ω) : Eeff(ω)Eeff(ω), (4.11)

where χχχ
(2)
eff (Ω) is the effective second-order susceptibility of the homogenized meta-

surface.

The homogenized metasurface and the original one will have the same nonlin-

ear optical response in the far-field if the averaged nonlinear polarization in Eq. (4.8)

is termwise equal to the effective nonlinear polarization described by Eq. (4.11).

Using this condition, the effective second-order susceptibility of the homogenized

metasurface can be evaluated as:

χχχ
(2)
eff,i jk(Ω) =

qi jk(Ω)

Eeff, j(ω)Eeff,k(ω)
. (4.12)



4.4. Results and Discussion 118

4.4 Results and Discussion
In this section, we describe our approach to optimize the nonlinear optical response

of graphene metasurfaces and quantify the nonlinearity enhancement of the opti-

mized metasurfaces. In particular, we calculate the effective second-order suscepti-

bility of the graphene metasurfaces and compare it to the second-order susceptibility

of a graphene sheet placed onto the same silica substrate.

4.4.1 Linear optical response of 1D and 2D graphene metasur-

faces

One effective approach to achieve a significant enhancement of the SHG in

graphene metasurfaces is to engineer their geometrical parameters so as plasmons

Figure 4.5: (a) Absorption spectra of the 1D graphene metasurface presented in Fig. 4.1(a),
calculated for the optimum width, w = 57.5nm, for which a double-resonance
phenomenon occurs, and for w = 85nm. (b) Dispersion map of absorption.
Dashed curves indicate the plasmon bands, whereas the green curve indicates
the half-wavelength of the fundamental plasmon band. The vertical line indi-
cates that there is a double-resonance effect for w = 57.5nm.
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exist at both the FF and SH. Under these conditions, the incoming light would in-

couple effectively into the metasurface, as plasmons exist at the FF, which would

lead to a strong enhancement of the optical near-field at the FF, and, as per Eq. (4.8),

of the nonlinear polarization. Moreover, if plasmons exist at the SH, too, the non-

linear sources will radiate efficiently into the continuum, the graphene metasurface

behaving in these conditions as an efficient nanoantenna.

One particularly useful tool for optimizing the linear and nonlinear optical re-

sponse of graphene metasurfaces is the dispersion map of the absorption, namely

the dependence of the optical absorption spectra on a certain parameter, such as the

width of a graphene nanoribbon. Because the optical absorption increases when

plasmons are excited in the structure, the absorption dispersion map provides valu-

Figure 4.6: (a) Absorption spectra of the 2D graphene metasurface presented in Fig. 4.1(b),
calculated for the optimum side-length, wx = 42.5nm, for which a double-
resonance phenomenon occurs, and for wx = 60nm. (b) Dispersion map of
absorption. Dashed curves indicate the plasmon bands, whereas the green curve
indicates the half-wavelength of the fundamental plasmon band. The vertical
line shows that there is a double-resonance effect for wx = 42.5nm.
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able information about the frequency dispersion of the plasmon modes. The cor-

responding absorption spectra have been calculated using a computational method

[50,51] that rigorously incorporates both the frequency dispersion and nonlinearity

of graphene.

We begin our analysis with the 1D graphene metasurface presented in

Fig. 4.1(a). Thus, we show in Fig. 4.5(a) the linear absorption spectra deter-

mined for the optimum width of the graphene nanoribbons, w = 57.5nm (we will

explain letter how this value was determined) and for some other arbitrary value,

w = 85nm. Moreover, the dispersion map of the optical absorption correspond-

ing to this metasurface is plotted in Fig. 4.5(b). It can be seen in Fig. 4.5(a) that

the absorption spectra present a series of plasmon resonances, whose amplitude

decreases as the resonance wavelength decreases. These resonances appear in the

absorption map as a series of geometry-dependent plasmon bands, indicated with

dashed curves, with the resonance wavelength increasing with the increase of the

width of the nanoribbons. Importantly, Fig. 4.5(b) suggests that for w = 57.5nm

the nanoribbons support a (fundamental) plasmon at the FF and a second-order

plasmon at the SH, namely the metasurface possesses a double-resonance feature.

Similar conclusions can be drawn in the case of the 2D graphene metasurface.

Thus, similarly to the data summarized in Fig. 4.5, we present in Figs. 4.6(a) and

Figure 4.7: The same as in Fig. 4.6(b) but determined for an y-polarized incident plane
wave.
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4.6(b) two linear absorption spectra determined for the optimum side-length of the

graphene patches, wx = 42.5nm, and for an arbitrary value, wx = 60nm, as well

as the corresponding dispersion map of the optical absorption, respectively. It can

be seen that in the 2D case, too, the resonance wavelength of the plasmon bands

increases with wx and that the double-resonance phenomenon also occurs in 2D

graphene metasurfaces. To be more specific, if wx = 42.5nm plasmon resonances

exit at both the FF of λFF = 6.93µm, which is a fundamental plasmon, and at the SH

of λSH = λFF/2 = 3.47µm. Note that, as illustrated in Fig. 4.1(b), the 2D graphene

metasurface is normally illuminated by an x-polarized plane wave.

The 2D graphene metasurface is anisotropic and therefor the optical absorption

spectra depend on the polarization of the incident light. This idea is validated by

the dispersion map of the optical absorption shown in Fig. 4.7, which has been

determined for a normally incident, y-polarized incident plane wave. Thus, for this

wave polarization the wavelength of fundamental-plasmon band increases with wx,

whereas the wavelength of the higher-order plasmon bands decrease with wx.

It can also be seen that when wx varies, the plasmon bands are more disper-

sive for x-polarized incident waves as compared to those in the case of y-polarized

waves. This finding is explained by the fact that the wavelength of the plasmon

resonance is primarily determined by the size of the patch along the direction of

the electric field. More importantly, however, the results in Fig. 4.7 suggest that

the double-resonance effect does not occur for y-polarized incident plane waves.

In our analysis, we have only considered x- and y-polarized incident plane waves,

chiefly because the conclusions for other polarizations can be derived from the re-

sults corresponding to the linear superposition of these two primary polarizations.

4.4.2 Nonlinear optical response of 1D and 2D graphene meta-

surfaces

We now turn our attention to SHG in 1D and 2D graphene metasurfaces and investi-

gate the influence of plasmon excitation at the FF and SH on the nonlinear optical re-

sponse of the two graphene metasurfaces. To this end, we used a generalized-source
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Figure 4.8: (a) Normalized SHG intensity spectra, ISHG, of the 1D graphene metasurface
presented in Fig. 4.1(a), calculated for the optimum width, w = 57.5nm, and
for w = 85nm. (b) Dispersion map of ISHG. The dashed curve indicates the
fundamental-plasmon band. The inset shows the dependence of ISHG vs. w, de-
termined for the case when the wavelengths of the FF and fundamental plasmon
are the same.

FDTD numerical method [51], to rigorously compute the SHG in the graphene

metasurfaces. Since we want to compare the SHG intensity corresponding to differ-

ent values of the width of the nanoribbons and rectangular patches, we normalize

the SHG intensity to the area of the graphene structure contained in a unit cell (note

that the periods Px and Py are not changed, so that the area of the unit cells do not

vary). More specifically, the normalized SHG intensity spectra, ISHG, were calcu-

lated as follows: in the 1D case we computed the SHG power per unit length and

then divided the result by the corresponding area of the graphene nanoribbon. In

the 2D case, we computed the SHG power coresponding to the unit cell with area
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Figure 4.9: (a) Normalized SHG intensity spectra, ISHG, of the 2D graphene metasurface
presented in Fig. 4.1(b), calculated for the optimum side-length, wx = 42.5nm
and for wx = 60nm. (b) Dispersion map of ISHG. Dashed curve indicates the
fundamental-plasmon band. The inset shows the variation of ISHG with wx,
computed for the case when the wavelengths of the FF and fundamental plas-
mon are the same.

Px×Py and divided the result to the area of the graphene patch, wx×wy. Note that

the normalized SHG intensity represents the sum of the SHG signals emitted in the

transmission and reflection directions.

The results of these calculations are presented in Fig. 4.8 and Fig. 4.9 and

correspond to the 1D and 2D metasurfaces, respectively. As Eq. (4.8) shows, the

nonlinear polarization is proportional to the square of the optical near-field at the

FF and therefore the SHG intensity is proportional to the FF field amplitude to the

fourth. As a result, the resonance peaks of normalized SHG intensity spectra and

the plasmon bands of the corresponding dispersion maps of the normalized SHG
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intensity should be observed at exactly the half-wavelength of the resonance peaks

of linear optical absorption spectra and the corresponding plasmon bands of the

dispersion maps of the linear optical absorption. This prediction is fully validated by

a comparison between the results presented in Fig. 4.5 and Fig. 4.8 on the one hand,

results that correspond to the 1D graphene metasurface, and, on the other hand,

the results plotted in Fig. 4.6 and Fig. 4.9, which correspond to the 2D graphene

metasurface.

Importantly, the insets in Fig. 4.8(b) and Fig. 4.9(b) demonstrate the SHG

enhancement due to the double-resonance mechanism. Indeed, it can be inferred

from these plots that for the 1D graphene metasurface maximum SHG intensity is

achieved for a width of the graphene nanoribbons of w = 57.5nm, whereas in the

case of the 2D graphene metasurface the optimum value of the side-length of the

graphene patch that leads to maximum SHG intensity is wx = 42.5nm. This clearly

proves that in addition to plasmon-enhanced SHG, the double-resonance mecha-

nism can be employed to achieve further significant enhancement of the nonlinear

optical response of graphene metasurfaces.

4.4.3 Enhancement of the effective second-harmonic suscepti-

bility of 1D and 2D graphene metasurfaces

A suitable physical quantity that measures the enhancement of the nonlinear optical

response of a nonlinear optical system is the nonlinear susceptibility. Therefore, we

have used the homogenization method described in Sec. 4.3 to calculate the effective

second-order susceptibility of the two graphene metasurfaces. In particular, we

retrieved the three independent components of this nonlinear susceptibility, χ
(2)
eff,zzz,

χ
(2)
eff,xxz, and χ

(2)
eff,zxx. The results of these calculations are summarized in Fig. 4.10

and Fig. 4.11, and correspond to the 1D and 2D metasurfaces, respectively. The

Fresnel coefficient has been taken into account by the numerical method in our

research work.

One important conclusion that can be inferred from the data presented in these

figures is that, similar to the case of the effective permittivity of the homogenized

graphene metasurfaces, all components of the effective second-order susceptibilities
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show a resonant behavior around the plasmon resonance wavelength (fundamental

and higher-order wavelength), which means that the enhancement of the nonlin-

earity of the graphene metasurfaces can be traced to the excitation of graphene

SPPs. The maximum enhancement occurs when the fundamental plasmon is ex-

cited. Moreover, the spectra of these components of the second-order susceptibil-

Figure 4.10: Wavelength dependence of the three independent components of the effective
second-order susceptibility, χχχ

(2)
eff , of the 1D graphene metasurface.
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ities are similar to those of a nonlinear optical medium containing resonators of

Lorentzian nature, which suggests that the graphene nanostructures that constitute

the building blocks of the two metasurfaces can be viewed as metaatoms responsible

for the effective nonlinear optical response of these optical nanostructures. Since

Figure 4.11: The same as in Fig. 4.10, but corresponding to the 2D graphene metasurface.
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Figure 4.12: (a) Wavelength dependence of the enhancement factor of the dominant com-
ponent of the effective second-order susceptibility, determined for the opti-
mized 1D graphene metasurface for several values of the angle of incidence,
θ . (b) The same as in (a), but determined for the 2D optimized graphene
metasurface.

the size of these metaatoms is much smaller than the resonance wavelength at the

SH, one can conclude that the nonlinear graphene gratings investigated in this study

operate in the metasurface regime, too.

In order to further analyze the characteristics of the magnitude of the enhance-

ment of the nonlinear optical response of the two graphene metasurfaces, we also

calculated the enhancement factors ηzzz = |χ(2)
eff,zzz/χ

(2)
gr,zzz|, ηxxz = |χ(2)

eff,xxz/χ
(2)
gr,xxz|,

and ηzxx = |χ(2)
eff,zxx/χ

(2)
gr,zxx| for several different values of the angle of incidence,

θ . In these definitions, χχχ
(2)
gr is the surface second-order susceptibility of a uniform

graphene sheet placed on top of a silica substrate.
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The results of this analysis are summarized in Fig. 4.12, where we show the

data corresponding to the enhancement ηzzz of the dominant component of χχχ
(2)
eff

of the 1D and 2D metasurfaces. This figure demonstrates a remarkable enhance-

ment of the second-order nonlinearity of the two metasurfaces, especially near the

plasmon resonance. In particular, the dominant component χ
(2)
eff,zzz of the homoge-

nized graphene metasurfaces is larger by more than three orders of magnitude than

the corresponding component χ
(2)
gr,zzz of a graphene sheet placed on the same silica

substrate. It can also be observed that ηzzz only slightly decreases as the angle of

incidence increases, which further proves that the graphene elements of the meta-

surfaces behave as true metaatoms. We also stress that despite the fact that the

nonlinear optical losses are enhanced as well around plasmon resonances, one ex-

pects that this is not a particularly detrimental effect as the graphene metasurfaces

investigated in this work are not meant to be employed in applications where large

propagation distances are required.

4.5 Conclusion

In summary, in this study we investigated the optical response of one- and two-

dimensional graphene metasurfaces and their homogenized counterparts. In partic-

ular, using a recently developed homogenization technique, we retrieved the effec-

tive permittivity and effective second-order susceptibility of the homogenized meta-

surfaces and compared the values of several physical quantities characterizing the

original and homogenized metasurfaces, such as the optical absorption, transmit-

tance, and reflectance. Our analysis revealed that for metasurfaces whose graphene

constituents have characteristic size of a few tens of nanometers there is an ex-

cellent agreement between the predictions of the homogenization method and the

results obtained by rigorously solving the Maxwell equations. This was explained

by the fact that the characteristic size of graphene resonators is much smaller than

their resonance wavelength.

Our theoretical analysis of the two types of homogenized graphene metasur-

faces showed that their nonlinear response can be greatly enhanced when surface
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plasmons are excited in their graphene constituents. Additional nonlinearity en-

hancement is achieved when plasmons exist at both the fundamental-frequency and

second-harmonic, the overall effect of this double-resonance effect being an en-

hancement of the effective second-order susceptibility of the graphene metasurfaces

by more than three orders of magnitude. Moreover, it should be noted that this

double-resonance phenomenon could also be observed in other more complex con-

figurations, e.g. when plasmons are excited in different plasmonic materials, such as

metasurfaces containing coupled metallic-graphene nanostructures. Equally impor-

tant, the proposed homogenization method can be readily extended to other cases,

too, such as three-dimensional configurations or incident waves with arbitrary po-

larization and angle of incidence, which further underscores the importance of the

results reported in this study.
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Chapter 5

Comparison of homogenization

approach of graphene and

silicon-based metasurfaces

5.1 Introduction

Metamaterials, whose emergence has opened up exciting new opportunities to cre-

ate novel media with pre-designed physical properties, have been proven to have

a significant impact on the development of new approaches and devices for con-

trolling light interaction with matter and achieving key functionalities, including

light focusing [1, 2, 3], perfect lensing [4, 5], perfect absorption [6, 7, 8, 9, 10],

electromagnetic cloaking [11, 12, 13], imaging with sub-diffraction resolution

[14, 15, 16, 17, 18], and optical sensing [19, 20, 21, 22]. One of the most im-

portant functionalities provided by metamaterials is the enhancement of the local

optical field [23, 24, 25, 26, 27, 28, 29, 30]. This feature is particularly relevant

to nonlinear optics since nonlinear optical interactions grow nonlinearly with the

applied field. Promising applications of metamaterials can be found in a broad

area of science and engineering, including optical filters, sensing and infrastructure

monitoring, medical devices, remote aerospace applications, and smart solar power

management.

As research in metamaterials advanced, it became clear that the two-
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dimensional (2D) counterpart of metamaterials, the so-called metasurfaces, would

offer the fastest route to functional devices and applications. This is so chiefly

because most nanofabrication techniques can conveniently be applied to the pla-

nar configuration of metasurfaces. These ultrathin and lightweight optical devices

are generally made of sub-wavelength dielectric or metallic elements arranged in

one-dimensional (1D) or 2D periodic arrays. Equally important from a practical

perspective, the single-layer characteristics of photonic devices based on metasur-

faces make them particularly amenable to system integration. Because of their

small thickness, light-matter interaction occurs in a reduced volume and as such

optical losses in metasurfaces are relatively small. Importantly in nonlinear optics

applications, this reduced light propagation distance in metasurfaces means that

phase-matching requirements can be relaxed, which greatly reduces the design con-

straints of nonlinear optical devices based on metasurfaces [31, 32, 33, 34, 35, 36].

Metasurfaces can mainly be divided into two categories, namely metallic (plas-

monic) [37, 38] and dielectric metasurfaces [39, 40]. Plasmonic metasurfaces,

which exploit the resonant excitation of surface plasmons at specific frequencies

[41, 42, 43], can greatly enhance the local optical field, but this phenomenon is usu-

ally accompanied at optical frequencies by large dissipative losses. Dielectric meta-

surfaces, on the other hand, experience much smaller optical losses but only provide

limited optical field enhancement. Moreover, another difference between the two

classes of metasurfaces, which is directly related to the magnitude of the optical

losses, is that whereas the resonances in the plasmonic metasurfaces are relatively

broad, the (Mie) resonances associated to dielectric metasurfaces are particularly

narrow. As a result, dielectric metasurfaces are usually much more dispersive than

the plasmonic ones. One effective approach to study metasurfaces is using homog-

enization methods, which reduce the metasurface to a homogeneous material with

specific linear and nonlinear retrieved optical coefficients. These effective physi-

cal quantities are determined in such a way that the metasurface and homogenous

layer of material have the same optical response, which is useful to deal complex

structures with simple method considering only the homogeneous material.
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In this chapter, we propose a homogenization method and investigate its accu-

racy when applied to plasmonic and dielectric metasurfaces. As plasmonic meta-

surface we consider a graphene metasurface [44, 45, 46] consisting of a square

array of free-standing graphene cruciform patches, whereas the dielectric metasur-

face is made of a rectangular array of photonic crystal (PhC) cavities possessing

high-Q optical modes, embedded in a silicon PhC slab waveguide. The rationale

for our choice is that the two metasurfaces capture the general characteristics of the

two main classes of metasurfaces, i.e. plasmonic and dielectric metasurfaces. In

particular, the cruciform graphene patches possess strong plasmon resonances char-

acterized by highly confined, enhanced optical near-field. As optical nonlinearity,

we consider second-harmonic generation (SHG) by the nonlocal nonlinear polar-

ization, as symmetry considerations imply that the SHG by the the local nonlinear

polarization is zero [47, 48]. Moreover, the silicon PhC cavities were designed so

as to possess two high-Q optical cavity modes separated by the Raman frequency

of silicon, which ensures a strong effective Raman nonlinearity of the metasurface

[49].

The remainder of the chapter is organized as follows: In the next section we

present the geometrical configurations and material parameters characterizing the

two metasurfaces considered in this work. Then, in Sec. 5.3, we introduce the linear

and nonlinear homogenization method used to extract the constitutive parameters of

the metasurfaces, whereas in Sec. 5.4 we apply our homogenization approach to the

two metasurfaces and derive general principles regarding the conditions in which

the predictions of the homogenization method are valid. In particular, we extract

the linear and nonlinear constitutive parameters of the metasurfaces and then com-

pare the optical response of the metasurfaces with that of their homogenized coun-

terparts. Finally, we conclude this chapter by summarizing the main findings of our

study and discussing some of their implications to future developments pertaining

to metamaterials research.
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5.2 Description of the graphene and silicon metasur-

faces

In this section, we describe the geometrical configuration and material parameters

of the two metasurfaces investigated in this work, namely the graphene cruciform

metasurface illustrated in figure 5.1(a) and the silicon PhC nanocavity metasurface

shown in figure 5.1(b). In addition, we explain the rationale for our choice of meta-

surfaces by presenting their main physical properties.

5.2.1 Geometrical configuration of the graphene and silicon

metasurfaces

The graphene metasurface lies in the x-y plane and consists of a square array of

cruciform graphene patches. The symmetry axes of the array coincide with the x-

and y-axes and are oriented along the arms of the crosses, as per figure 5.1(a). The

length and width of the arms of the crosses along the two axes are Lx (Ly) and wx

(wy), respectively, whereas the corresponding periods of the metasurface are Px and

Py. In this work, unless otherwise specified, Lx = Ly = 60nm, wx = wy = 30nm,

and Px = Py = 100nm.

The relative electric permittivity of graphene is given by the relation:

εg = 1+
iσs

ε0ωhg
, (5.1)

where hg = 0.3nm is the thickness of graphene, ω is the frequency, and the graphene

surface conductivity, σs, is described by the Kubo’s formula [50]:

σs =
e2kBT τ

π h̄2(1−iωτ)

[
µc

kBT +2ln
(

e−
µc

kBT +1
)]

+ ie2

4π h̄ ln 2|µc|τ/h̄−i(1−iωτ)
2|µc|τ/h̄+i(1−iωτ) . (5.2)

Here, µc, T , and τ are the chemical potential, temperature, and relaxation time,

respectively. In this study, we use µc = 0.6eV, τ = 0.1ps, and T = 300K.

The wavelength dependence of the real and imaginary parts of graphene per-
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mittivity, as described by Eq. (5.1) in conjunction with Eq. (5.2), are depicted in

figure 5.2. It can be seen in this figure that Im(εg) > 0 and Re(εg) < 0, which are

spectral characteristics shared by most noble metals.

The silicon metasurface, illustrated in figure 5.1(b), consists of a rectangular

array of PhC cavities embedded in a PhC slab waveguide made of silicon (nSi = 3.4)

[49]. The PhC slab waveguide comprises a 2D hexagonal lattice of air holes in a

Figure 5.1: Schematic of homogenization of two metasurfaces. (a) Geometry of a graphene
metasurface consisting of a 2D array of graphene crosses. The unit cell is ho-
mogenized into a uniform layer of material characterized by effective parame-
ters. (b) Geometry of a silicon metasurface consisting of a rectangular array of
silicon PhC nanocavities in a hexagonal PhC slab waveguide made of silicon.
The unit cell is homogenized into a uniform layer of material with effective
parameters.
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Figure 5.2: Wavelength dependence of the real (blue curve) and imaginary (red curve) parts
of the graphene relative permittivity.

silicon slab with the hole radius r = 0.29a and slab thickness t = 0.6a, where a is

the lattice constant. Moreover, the optical nanocavities are the so-called L5 PhC

cavities, namely they are created by filling in 5 consecutive holes oriented along the

ΓK symmetry axis of the hexagonal lattice. The periods of the PhC metasurface,

defined as the center-to-center distance along the x- and y-axes between adjacent

PhC cavities, are dl = 17a and dt = 6
√

3a, respectively. In order to increase the

Q-factor of the optical modes of this PhC nanocavity, we shifted outwardly the end-

holes of the cavity by 0.15a [51].

The PhC cavity is designed in such a way that it possesses two optical

modes whose frequencies are separated by the Raman frequency of silicon, Ω =

2π × 15.6THz [52]. This ensures a very strong nonlinear coupling between the

two optical modes, both because of the large optical field enhancement inside the

cavities and also due to favorable spatial overlap between the two optical modes.

Consequently, one can achieve an efficient Raman interaction between the two op-

tical modes. This means that the PhC nanocavities can be viewed as artificially

engineered, strongly nonlinear “silicon meta-atoms”, which when arranged in some

spatial pattern give rise to photonic metasurfaces with large Raman nonlinearity. In

particular, if one chooses the lattice constant a = 333nm, the resonance frequency
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of the pump and Stokes modes are ωp = 1572.5THz and ωS = 1474.6THz, respec-

tively, and therefore the condition ωp−ωS = Ω is fulfilled. Expressed in terms

of normalized frequency of 2πc/a, the frequencies of the two optical modes are

ωp = 0.2778 and ωS = 0.2605. Also, the Q-factors of the two modes are Qp = 1804

and QS = 1.12×105. Note that the photonic band structure of the PhC slab and the

corresponding cavity modes were computed with RSoft’s BandSOLVE [53], with

the cavity modes lying in the transverse-magnetic bandgap of the PhC slab waveg-

uide (see figure 5.3).

The linear optical response of graphene and silicon metasurfaces is presented

in figures 5.4(a) and 5.4(b), respectively, and correspond to an x-polarized plane

wave normally incident onto the metasurface. This figure clearly shows that, in the

Figure 5.3: a) Transverse-magnetic band structure of the PhC and two optical modes of the
PhC cavity withe frequencies of ωp and ωS. The dashed lines indicate light
lines. b) Diagrammatic representation of the stimulated Raman scattering. c)
The field profiles of the optical modes at the pump and Stokes frequencies.
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Figure 5.4: a) Wavelength dependence of absorption, reflectance, and transmittance of the
graphene metasurface. b) The same as in a), but determined for the silicon
metasurface.

case of the graphene metasurface, absorption, A, reflectance, R, and transmittance,

T , have a series of spectral resonances occurring at common wavelengths. These

resonances are due to the generation of localized surface plasmons in the graphene

crosses, the resonance wavelength of the fundamental plasmon being λ = 5.88µm.

Moreover, it can be seen that the excitation of surface plasmons is accompanied by

a large increase of the optical absorption, which suggests that at the corresponding

resonance wavelengths the optical near-field is significantly enhanced. Moreover,

the spectra of the silicon metasurface show two resonances at the frequencies of the

two cavity modes, the width of these resonances being much smaller than that of

plasmon resonances.
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5.3 Linear and nonlinear homogenization method

In this section, we present first the homogenization approach used to describe the

effective optical response of the metasurfaces investigated in this paper and retrieve

their effective permittivities and nonlinear susceptibilities and then compare the lin-

ear optical response of the original and homogenized metasurfaces so as to clarify

the circumstances in which our homogenization approach is accurate.

5.3.1 Theory of the effective permittivity of metasurfaces

The general linear homogenization method presented here amounts to establishing

a relationship between the averaged electric displacement field, D, and the elec-

tric field, E, and is known as the field averaging method. It will be expanded later

on to the nonlinear case. As it is well known, the constitutive relation of a linear

anisotropic material is expressed as Di = ∑ j εi jE j, where εi j is the permittivity ten-

sor and the subscripts i, j = x,y,z. The field-average method relies on this relation,

the effective permittivity of the medium being defined via a similar relation between

the electric field and the electric displacement field:

E(ω) = 1
V
∫

V E(r,ω)dr, (5.3)

D(ω) = 1
V
∫

V D(r,ω)dr. (5.4)

This method is particularly suitable for describing metasurfaces, because in this

case the averaging domain can be naturally defined as the unit cell of the meta-

surface. Therefore, in the equations above, V is the volume of the unit cell of the

metasurface.

According to the field averaging method, for an isotropic medium whose per-

mittivity tensor is diagonal, the effective permittivity is evaluated as ε i = Di/E i.

This definition can be extended to anisotropic media as follows: First, one defines

an auxiliary quantity, di j = εi jE j, and express the displacement field as Di = ∑ j di j,
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and then calculate the averaged value of each component of the auxiliary quantity:

di j(ω) =
1
V

∫
V

di j(r,ω)dr =
1
V

∫
V

εi j(r,ω)E j(r,ω)dr.

(5.5)

If we assume that the averaged fields are related by a constitutive relation sim-

ilar to that corresponding to the local fields, namely Di = ∑ j ε i jE j, and by requiring

that the average of the field D(r,ω) of the metasurface and the field D(ω) in the

homogenized layer of material are termwise equal, the effective permittivity is de-

termined by the following equation:

ε i j(ω) =
di j(ω)

E j(ω)
=

∫
V

εi j(r,ω)E j(r,ω)dr∫
V

E j(r,ω)dr
. (5.6)

This formula has been used to determine the effective permittivity of both metasur-

faces. Before moving on to the calculation of the effective nonlinear susceptibilities

of the metasurfaces, we note that in the case of the graphene metasurface the volume

integrals can be reduced to surface integrals across the midsection of the graphene

sheet because the fields across the ultrathin graphene layer vary only slightly.

5.3.2 Calculation of effective second-order susceptibility of

graphene metasurfaces

As we assume that the graphene crosses are free standing, symmetry considerations

imply that the dipole (local) nonlinear polarization at the second harmonic (SH) ex-

actly cancels. Consequently, the lowest order SHG is due to the nonlocal nonlinear

polarization whose sources are magnetic dipoles and electric quadrupoles oscillat-

ing at the SH frequency (The nonlocal SHG can be ignored in this case). It should

be noted that if the graphene patches lie onto a substrate the inversion symmetry is

broken and consequently the generated SH is due to the dipole nonlinear polariza-

tion. The homogenization of such graphene metasurfaces has been recently studied

[54].
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This nonlinear polarization and the associated nonlinear surface current in the

case of graphene metasurfaces characterized by nonlocal nonlinear polarization can

be expressed as [47]:

P(r,Ω) = ε0χχχ
(2)
g (Ω;ω,ω)

...E(r,ω)∇E(r,ω), (5.7)

Js(r,Ω) = σσσ
(2)
g (Ω;ω,ω)

...E(r,ω)∇E(r,ω), (5.8)

where χχχ
(2)
g (Ω;ω,ω) and σσσ

(2)
g (Ω;ω,ω) are the bulk nonlinear second-order suscep-

tibility and surface nonlinear second-order optical conductivity, respectively, and

are related by the following formula:

χχχ
(2)
g (Ω;ω) =

i
ε0Ωhg

σσσ
(2)
g (Ω;ω). (5.9)

We stress that instead of a bulk nonlinear susceptibility one can use a surface

one, defined as χχχ
(2)
s,g = hgχχχ

(2)
g = (i/ε0Ω)σσσ

(2)
g , but we decided to use bulk quanti-

ties so that it is more convenient to compare these nonlinear optical coefficients of

graphene with those of other centrosymmetric materials.

The surface nonlinear second-order optical susceptibility of graphene has been

recently derived in [55] and is given by the following equation:

σ
(2)
g,i jkl(Ω;ω) = σ

(2)
g,Ω(ω)

(
δikδ jl−

5
3

δi jδkl−
1
3

δilδ jk

)
,

(5.10)

where the scalar part of the surface second-order conductivity tensor is:

σ
(2)
g,Ω(ω) =

3e3v2
Fτ3

8π h̄2(1− iωτ)3 . (5.11)

where νF is Fermi velocity and τ is the relaxation time. Componentwise, the non-
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linear polarization can be evaluated as:

Pi(r,Ω) = ε0 ∑
jkl

χ
(2)
g,i jklE j(r,ω)∇kEl(r,ω)≡∑

jkl
qi jkl,

(5.12)

where we introduced a new nonlinear auxiliary quantity defined as qi jkl =

ε0χ
(2)
g,i jklE j∇kEl . Moreover, the spatial average of this quantity is:

qi jkl(Ω) =
1
V

∫
V

ε0χ
(2)
i jkl(r)E j(r,ω)∇kEl(r,ω)dr, (5.13)

where χ
(2)
i jkl(r) = χ

(2)
g,i jkl if r corresponds to a point inside the graphene crosses and

χ
(2)
i jkl(r) = 0 if r is in the air region.

If we express the nonlinear polarization in the homogenized metasurface as:

Pi(Ω) = ε0 ∑
jkl

χ
(2)
i jklE j(ω)∇kEl(ω), (5.14)

where χ
(2)
i jkl is the effective nonlinear second-order susceptibility of the homoge-

nized metasurface, and impose the condition that the spatial average of the nonlin-

ear polarization described by Eq. (5.12) is termwise equal to the polarization in Eq.

(5.14), we obtain the following formula for the effective nonlinear susceptibility:

χ
(2)
i jkl(Ω;ω) =

qi jkl

E j∇kEl
. (5.15)

In this formula and in Eq. (5.14), the quantity ∇iE j is defined as:

∇iE j =
1
V

∫
V

∇iE j(r,ω)dr. (5.16)
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5.3.3 Theory of effective Raman susceptibility of silicon meta-

surfaces

The calculation of the effective Ramman susceptibility of the silicon based PhC

metasurface described in Sec. 5.2 is similar to that of the effective second-order

susceptibility presented in the preceding subsection, so that here we present only

the main steps. A more detailed derivation can be found in [49].

We start our analysis with the nonlinear Raman polarization at the Stokes fre-

quency, PR(r,ωS), which can be written as:

PR(r,ωS) =
3
2

ε0χχχ
(3)
R (r)

...E(r,ωp)E∗(r,ωp)E(r,ωS), (5.17)

where χχχ
(3)
R (r) is the Raman susceptibility and E(r,ωp) and E(r,ωS) are the optical

fields at the pump and Stokes frequencies, respectively. For the sake of simplicity,

we assume that the symmetry axes of the array of PhC cavities coincide both with

the x- and y-axes and with the principal axes of silicon. Under these circumstances,

the nonzero components of χχχ
(3)
R are χ

(3)
R,i ji j = χ

(3)
R, ji ji = χ

(3)
R, jii j = χ

(3)
R,i j ji, with i, j =

x,y,z and i 6= j. The value at resonance of the only independent component is

χ
(3)
R,1212 =−i11.2×10−18 m2 V−2 [56].

We then define the spatially averaged effective Raman polarization:

PR(ωS) =
1
V

∫
V

PR(r,ωS)dr, (5.18)

where the volume integration is taken over the unit cell of the metasurface, together

with the effective Raman polarization in a homogenized slab of nonlinear optical

medium with the same thickness as that of the PhC slab:

Peff
R (ωS) =

3
2

ε0χχχ
(3)
R

...E(ωp)E
∗
(ωp)E(ωS). (5.19)

Here, χχχ
(3)
R is the effective Raman susceptibility of the homogenized metasurface.

As in the case of the graphene metasurface, we cannot simply impose the con-

dition that the components of the nonlinear polarizations in Eq. (5.18) and Eq.
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(5.19) are equal because in the general case the effective Raman susceptibility ten-

sor, χχχ
(3)
R , has 81 independent components, so that the corresponding system of equa-

tions is overdetermined, meaning that there are more unknown equations than the

equations. Consequently, we impose the condition that the r.h.s. of equations Eq.

(5.18) and Eq. (5.19) are termwise identical. Using this constraint, it can be seen

that the components of χχχ
(3)
R are determined by the following relations:

χ
(3)
R,i jkl =

1
V

∫
V

χ
(3)
R,i jkl(r)E j(r,ωp)E∗k (r,ωp)El(r,ωS)dr

E j(ωp)E
∗
k(ωp)E l(ωS)

.

(5.20)

Note that the components of χχχ
(3)
R and χχχ

(3)
R cancel for the same set of indices i, j, k,

and l.

5.4 Results and Discussions
In this section, we study the circumstances in which our method produces accurate

results and use it to understand the main differences between the physical properties

of graphene and silicon PhC metasurfaces. Since the two metasurfaces have gen-

eral structures, we expect the conclusions applied to other dielectric and graphene

metasurfaces.

5.4.1 Effective permittivities of the graphene and silicon pho-

tonic crystal metasurfaces

Based on our theoretical analysis, the effective permittivity of the two metasurfaces

investigated in this work can be calculated using Eq. (5.6). The results of our calcu-

lations, corresponding to the graphene and silicon PhC metasurfaces, are presented

in Fig. 5.5(a) and Fig. 5.5(b), respectively. These figures show some similarities

between the two spectra but also significant differences. Thus, the effective permit-

tivity of graphene metasurface displays a series of spectral resonances of Lorentzian

nature, which occur at the plasmon resonance wavelengths of the graphene crosses.

This means that the graphene crosses behave as meta-atoms that possess a series
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of resonant states, the overall optical response of the metasurface being primarily

determined by these resonances. The main reason for this behavior can be traced to

the size of the graphene crosses relative to the resonance wavelengths of the plas-

mons of the graphene crosses. Specifically, since the size of the crosses is much

smaller than the plasmon wavelengths, the overall optical response of the graphene

metasurface can be viewed as a superposition of the response of weakly interacting

Lorentz-type oscillators.

The spectrum of the effective permittivity of the silicon PhC metasurface, on

the other hand, presents a series of complex features, which are the result of several

phenomena. Thus, the two main resonances of the effective permittivity are due to

the excitation of the two optical modes of the PhC cavity. The spectral separation

between the frequencies of the two cavity modes is relatively small and this leads to

Figure 5.5: a) Spectra of the real and imaginary parts of the effective permittivity of the
graphene metasurface. b) The same as in a), but calculated for the silicon meta-
surface.
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interference features in the spectrum of the effective permittivity. The other, weaker

spectral peaks are due to leaky modes of the PhC slab.

5.4.2 Validation of the homogenization approach

In order to validate the conclusions drawn in the preceding subsection and to inves-

tigate the situations in which our homogenization method is accurate, we calculated

the absorption, A, reflectance, R, and transmittance, T of both metasurfaces and

their homogenized counterparts. The main results of these calculations are summa-

rized in Fig. 5.6 and they reveal several important ideas. Thus, it can be seen in this

Figure 5.6: a) Wavelength dependence of absorption, reflectance, and transmittance of the
graphene metasurface (solid lines) and its homogenized counterpart (marked
with circles). b) The same as in a), but determined for the silicon metasurface.
The spectra corresponding to the homogenized metasurface are depicted with
dotted lines.
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figure that in the case of the graphene metasurface the resonances of the transmit-

tance occur at the same wavelengths as the resonances of the effective permittivity,

whereas for the silicon PhC metasurface the two sets of resonances differ to some

extent. In order to explain these results, one should note that generally the reso-

nances of the transmittance of a planar optical system correspond to excitation of

bound modes of the optical system. In the cases investigated here, the bound modes

are localized surface plasmons of graphene crosses for the graphene metasurface

and optical modes of the PhC cavities and leaky modes of the PhC slab. Moreover,

the excitation of these resonances induces a resonant response of the medium, via

the polarization of the medium, which in turn leads to resonances in the spectrum

of the effective permittivity of the homogenized metasurfaces.

Fig. 5.6(b) also shows that whereas the linear optical responses of the graphene

metasurface and its homogenized counterpart are almost identical, in the case of the

silicon PhC metasurface they markedly differ from each other. The main reason

for this dichotomy is that the graphene crosses are much smaller than the operat-

ing wavelength, which makes them respond to the incident optical field as if they

were point-like resonators. By contrast, the size of the PhC cavities is comparable

to the resonance wavelength of the cavity modes, which renders our homogeniza-

tion method to be less accurate in this case. It should also be noted, however, that

although the homogenization approach for silicon PhC metasurface cannot provide

extremely accurate quantitative values for the effective permittivity, it can still pro-

vide us with valuable qualitative insights into the governing physics.

These ideas are further illustrated by the dependence of the linear optical re-

sponse of the graphene metasurface on the angle of incidence, θ , of the incoming

plane wave, which is presented in Fig. 5.7. Thus, it can be observed that the spec-

tral resonances of the graphene metasurface, calculated for θ = 0◦, 30◦ and 60◦,

only slightly varies with θ , whereas the values of A, R, and T at the resonance

wavelengths depend more pronouncedly on θ . These findings are explained by the

fact that the plasmon resonances depend chiefly on the shape of the graphene nano-

patches, and thus are independent of θ , whereas the particular values of A, R, and



5.4. Results and Discussions 151

Figure 5.7: Spectra of absorption, reflectance, and transmittance, calculated for different
values of the incident angle: a) θ = 0, b) θ = 30◦, and c) θ = 60◦.

T depend on the coupling between the incident field and graphene crosses, more

specifically on the spatial overlap between the incident wave and the optical field of

the graphene plasmons, which is obviously θ -dependent.

5.4.3 Effective second-harmonic susceptibility of graphene

metasurfaces

Let us now consider the nonlinear optical properties of the two optical structures

and start with the graphene metasurface. The excitation of graphene localized plas-
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Figure 5.8: Spectrum of optical absorption at FF (blue curve) and SH (red curve).

mons at the fundamental frequency (FF) induces a strong optical near-field and

consequently enhanced nonlinear polarization, which is the source of the gener-

ated SH. This phenomenon can be clearly seen in Fig. 5.8, where we present the

absorption spectra at the FF and SH. In particular, it can be observed in this fig-

ure that the occurrence of a resonance at the FF is accompanied by a resonance at

half of its wavelength in the SH spectrum. For example, the plasmon resonance

at the FF of λFF = 5.878µm has a corresponding response in the SH spectrum at

λSH = λFF/2 = 2.939µm.

As can be easily inferred from Eq. 5.9 and Eq. 5.10, the dominant com-

ponents (in absolute value) of the second-order susceptibility of graphene are

χ
(2)
g,xxyy = χ

(2)
g,yyxx. The value of this component, determined for a FF wavelength

λ = 1µm, is χ
(2)
g,xxyy = (−8.37+0.133i)×10−19 m2 V−1. Moreover, as a conse-

quence of our approach to the calculation of the effective second-order susceptibil-

ity, it is equal to zero for the same set of indices for which the graphene second-order

susceptibility is equal to zero. Therefore, in order to quantify the enhancement of

the nonlinear optical response of the graphene metasurface, we computed the en-
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hancement factor, ηSH = |χ(2)
xxyy/χ

(2)
g,xxyy|, for several values of the angle of incidence,

θ = 0◦, 30◦ and 60◦. We summarize the results of these calculations in Fig. 5.9.

The most important conclusion of this analysis is that, at the wavelength of

the fundamental plasmon, the effective second-order susceptibility of the homoge-

nized graphene metasurface is enhanced by 175×, which means that the maximum

value of the effective second-order susceptibility of the homogenized graphene

metasurface is |χ(2)
xxyy| = 1.46×10−16 m2 V−1. For comparison, the bulk second-

order susceptibility of two centrosymmetric materials widely used in nonlinear op-

tics, gold and silicon, are γ = 7.13×10−21 m2 V−1 (gold at λ = 810nm) [57] and

γ = 1.3×10−19 m2 V−1 (silicon at λ = 800nm) [58]. Moreover, it can be inferred

from Fig. 5.9 that the enhancement factor is smaller for higher-order plasmons, as

in this case the plasmon-induced field enhancement decreases. Another feature re-

vealed by Fig. 5.9 is that the enhancement factor decreases as the angle of incidence

increases, a finding explained by the fact that when θ increases the spatial overlap

between the incident wave and the plasmon mode becomes less favorable and thus

the enhancement of the local optical field decreases.

5.4.4 Effective Raman susceptibility of the silicon photonic crys-

tal metasurface

Due to the symmetry properties of the silicon PhC metasurface and the orien-

tation of the cavity array with respect to the principal axes of silicon, the only

non-zero component of the effective Raman susceptibility of the metasurface is

χ
(3)
R,1212 ≡ χ

(3)
R . Therefore, similarly to the case of the graphene metasurface, we de-

fine the enhancement factor ηR = |χ(3)
R /χ

(3)
R |, where χ

(3)
R ≡ χ

(3)
R,1212 is the dominant

component of the Raman susceptibility of silicon. The parameter ηR quantifies the

enhancement of the Raman nonlinearity of the silicon PhC metasurface. Moreover,

in order to investigate the dependence of the enhancement factor on the angle of

incidence, these calculations were performed for θ = 0◦, 30◦ and 60◦.

Following the procedure we just described, we found out that for the values

of the incidence angle of 0◦, 30◦ and 60◦, the enhancement factor was 2.29×104,

3.19×103 and 1.99×103, respectively. Thus, it can be seen that a giant enhance-
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Figure 5.9: Enhancement of effective SH susceptibility of the graphene metasurface, de-
termined for different values of the incident angle, θ . The blue, red, and black
curves correspond to θ = 0◦, 30◦ and 60◦, respectively.

ment of the effective Raman susceptibility of the silicon PhC metasurface of more

than 4 orders of magnitude can be achieved at normal incidence. In order to un-

derstand the main reason for this remarkable nonlinearity enhancement, one should

note that due to the large Q-factor of the pump and Stokes cavity modes the field is

significantly enhanced as compared to the amplitude of the incident wave, which in

conjunction with the fact that the Raman intensity is proportional to the local field

to the power of 6, leads to the extremely large resonant enhancement of the Raman

response of the silicon PhC metasurface. Moreover, the cavity field enhancement

decreases when the angle of incidence increases, due to a weaker coupling between

the incoming wave and the cavity modes, which results in reduced nonlinearity en-

hancement at larger θ .

As a final remark, it should be noted that the specific design of our meta-

surface ensures a particularly efficient Raman amplification. To be more specific,

let us compare the spectral width of Raman interaction in silicon, ∆νR = 105GHz

[59], with the spectral width of the cavity mode at the Stokes frequency, ∆νS =
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ωS/(2πQS) = 2.1GHz. Thus, since ∆νS� ∆νR, an efficient Raman interaction can

be achieved.

5.5 Conclusion
In summary, two generic metasurfaces, a graphene metasurface based on graphene

cruciform patches and a silicon metasurface with photonic crystal cavities as build-

ing blocks, are studied using a versatile and powerful homogenization method. In

particular, in order to quantify the linear and nonlinear optical response of the two

metasurfaces, we computed their effective permittivities and nonlinear susceptibili-

ties. Our calculations revealed that, in both cases, the nonlinear optical response of

the metasurfaces was enhanced by several orders of magnitude at the resonances of

the metasurface building blocks. Moreover, by comparing the optical response of

the metasurfaces and their homogenized counterparts, we showed that the homog-

enization approach is more suitable for graphene-based metasurfaces, because in

this case the size of the resonant graphene nanostructures is much smaller than the

operating wavelength. Even though the homogenization approach for silicon-based

metasurfaces appeared to be less accurate, it could still provide valuable qualitative

insights into their nonlinear optical response.

It should be noted that our homogenization approach is rather general, in that

it can be readily extended to metasurfaces of different configurations or made of

optical media with various dispersive and nonlinear optical properties. Moreover,

the ideas presented in this chapter have broad applicability, as they can be eas-

ily extended to other nonlinear optical interactions of practical interest, including

third-harmonic generation, four-wave mixing, and sum- and difference frequency

generation.
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Chapter 6

Light transport in two-mode Raman

quantum waveguides made of

coupled photonic crystal nanocavities

6.1 Introduction

Quantum optics [1] has completely changed our classical view of light and con-

tributed to the development of powerful new technologies [2, 3, 4, 5, 6, 7]. In recent

years, it has played an essential part in the emerging science of nanophotonics and

quantum information. As photons are the carriers of information, quantum manip-

ulation of photons is at the heart of quantum communication and quantum informa-

tion processing [8, 9, 10, 11, 12, 13, 14]. In particular, new approaches for control-

ling the propagation of photons at a quantum level have been developed over the

past decade [15, 16, 17, 18, 19, 20]. Among them, photonic nanocavities are the fo-

cus of much interest because of their ability to confine light at deep-subwavelength

scale [21, 22, 23, 24].

Photonic crystal (PhC) nanocavities, which in our case are implemented in a

PhC slab waveguide by introducing structural defects, have attracted much attention

because they can facilitate strong light-matter interactions [25, 26, 27, 28]. In addi-

tion, they can have extremely high quality (Q) factor, ranging from tens of thousands

to millions, together with ultrasmall volume. This is particularly favorable to optical
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devices, contributing to excellent sensitivity, low operating power, and enhancement

of the strength of nonlinear process [29, 30]. Since such photonic nanocavities con-

fine light in the spatial domain and filter it in the frequency space, they are instru-

mental in manipulating photons for different practical applications. Thus, it is well

known that the photons propagating in free space do not mix, making them efficient

carriers for quantum information communications over long distances. Photonic

nanocavities are key photonic devices, which boost nonlinear optical processes and

enable the interaction among photons [31, 32, 33, 34, 35, 36]. Many nonlinear opti-

cal processes are available for different information-processing purposes, including

sum- and difference-frequency generation, second-harmonic generation, four-wave

mixing, and Raman amplification [37, 38, 39, 40, 41, 42, 43, 44, 45].

In this chapter, we design a PhC nanocavity that facilitates enhanced stimu-

lated Raman scattering (SRS), namely, in this process a photon with the frequency

ωp emits another photon with ωS and a phonon inside the PhC nanocavity. Then

we consider a chain of such coupled PhC nanocavities, namely a so-called quantum

waveguide, and explore the photon propagation through the waveguide when the in-

put nanocavity is optically pumped. The cavities have large Q-factors, especially at

the Stokes frequency, which leads to particularly strong Raman interaction between

the cavity modes. In addition, because of the strong optical coupling between the

cavities, the group velocities of the propagating modes can be slowed down greatly,

to less than 10−6 of the speed of light. The influence of the slow-light effects on the

photon dynamics in the waveguide are also investigated.

The chapter is organized as follows. In the next section, we present the ap-

proach used to design the PhC nanocavities, the aim being to optimize the cavity

configuration so as to maximize the SRS interaction between the cavity modes.

Then, in Sec. 6.3, the coupling constants with different spacings between nanocavi-

ties are calculated. In Sec. 6.4, we construct the Hamiltonian describing the photon

dynamics in a quantum waveguide consisting of optically coupled PhC nanocavities

and derive the corresponding equations of motions for the photon numbers charac-

terizing each cavity and solve the equations that describe their quantum dynamics.
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Figure 6.1: Schematic depiction of the photonic structure investigated in this work. It rep-
resents a quantum waveguide made of coupled PhC nanocavities. ωp and ωs

indicate the pump and signal (Stokes) frequencies, respectively, Ω is the fre-
quency of phonons, d the thickness of the slab waveguide, r the radius of air
holes, and a the lattice constant. The schematics of the energy levels involved
in the stimulated Raman scattering is also shown.

In Sec. 6.5 we present the main results regarding the physical properties of our

quantum waveguides, and discuss the implications of these results to practical ap-

plications. The main conclusions of our study, together with some perspectives on

future possible developments of our ideas, are presented in the last section.

6.2 Design of Photonic Crystal Nanocavities
In this section, we present the approach we used to design a PhC nanocavity with

two defect modes at a pump and Raman frequency of silicon, and calculate the cor-

responding quality factors, resonance frequencies, lattice constant, and other system

parameters.

The basic structure considered in this study is a PhC slab waveguide which

contains a series of PhC optical nanocavities. The PhC slab waveguide consists of

a two-dimensional (2D) hexagonal array of cylinders in a homogeneous dielectric

background material. If the refractive index contrast between the cylinders and

background is sufficiently large, a photonic bandgap will be formed. In our analysis

we assume that the slab is made of silicon, as this photonic material has large Raman

susceptibility together with other favorable linear and nonlinear optical properties.

A PhC optical nanocavity can be created in a PhC slab waveguide by perturbing
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the crystal around a lattice site. The resulting optical nanocavity confines light at

certain resonance frequencies. As shown in the zoomed region in Fig. 6.1, our

designed PhC cavity has air holes with the radius of 0.29a and the thickness of

0.6a. The cavity is formed by filling five linearly aligned air holes, which is also

termed as L5 cavity. The main guiding principle in designing the optical cavity is

that it has two optical modes separated by the Raman frequency of silicon.

The photonic band structure of the PhC slab waveguide was calculated with

BandSOLVE [46, 47, 48], a commercially available software, the results being

shown in Fig. 6.2. The shadowed region represents the first bandgap of the PhC

slab waveguide, and indicates the range of frequency where the light cannot prop-

agate through the structure. Next, we set up the L5 optical cavity and compute its

optical modes, indicated by flat lines (colored in blue and orange) located inside the

band gap. The two plots on the right of Fig. 6.2 are the corresponding electric field

profile of the pump and Stokes modes, respectively. Moreover, using MEEP [49],

a computational tool based on the FDTD method, we calculate the corresponding

Q-factors and resonance frequencies of the optical cavity modes. These calculations

were performed for different values of the shift, Sl , of the end air holes of the cav-

Figure 6.2: Band structure of the photonic crystal and the spatial profiles of the optical
modes of the PhC nanocavity.



6.2. Design of Photonic Crystal Nanocavities 167

Figure 6.3: Quality factor, Q, lattice constants a and resonance frequencies f (wavelength
λ ) with different shifts of air holes Sl .

ity, as shown in Fig. 6.3(a). Note that by varying Sl , the Q-factors can be increased

significantly.

Following this procedure, we designed a PhC nanocavity that has pump and

Stokes modes separated by the frequency of optical phonons in crystalline silicon,

namely fp− fs = Ω = 15.6 THz. The resonance frequencies (wavelengths) can

be tuned by adjusting the value of Sl and other parameters of the PhC. Note that

two conditions must be fulfilled in order to determine the resonance wavelengths,

λp and λs, and lattice constant, a: i) the lattice constant depends on the resonance

frequencies as c( fp− fs)/a=Ω; ii) the resonance wavelength λp = a/ fp, λs = a/ fs.

The above procedure can also be used to design nanocavities for anti-Stokes cavity-

enhancement; however, the anti-Stokes process generally presents much weaker

Raman scattering.

As can be seen in Fig. 6.3(b), in which we summarize the results of these

calculations, when the shift Sl of the two air holes at cavity edge increases, the

lattice constant and resonance wavelengths of the optical modes decreases. The

Q-factors of the pump and signal modes, Qp and Qs, respectively, also increase

because the field profile in the nanocavity overlaps less with the radiative modes

of the PhC slab waveguide. In addition, Qs is significantly larger than Qp (there is

much lower power leakage for the Stokes mode). Considering the current state-of-
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Figure 6.4: Coupling constant between two L5 PhC cavities, determined for different val-
ues of the cavity separation distance.

the-art in nanofabrication of photonic structures [50, 51, 52], the Q-factors used in

our calculation can be readily realized experimentally.

6.3 Coupling between Nanocavities
In this section, we calculate the coupling constant between PhC optical cavities,

which is a key parameter defining the system Hamiltonian. The coupling constant

between two cavities is a physical quantity that measures the strength of the inter-

action between the optical fields in the cavities, and can be expressed in terms of

the optical modes of cavities as follows:

Cqp =
1

4
√

WqWp

∫
V

[
µh∗q ·hp + ε

q
c e∗q · ep

]
dr, (6.1)

where hp,q and ep,q are the magnetic and electric fields, respectively, of the p,qth

cavity, µ and ε
q
c are the magnetic permeability and electric permittivity distributions

of the photonic system containing a single PhC cavity located at the position of the

qth cavity, respectively, and Wp,q is the electromagnetic energy of the p,qth cavity.

This energy of the optical mode is given by:

Wp =
1
4

∫
V

ε(r,ω)|ep(r,ω)|2 +µ(r,ω)|hp(r,ω)|2dr. (6.2)

Note that in our case the PhC slab waveguide is made of non-magnetic material, so

that µ(r,ω)≡ µ0 is the vacuum permeability.
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Figure 6.5: Quantum system with coupled cavities. ai, bi, and ci are annihilation operators
of pump photon, Stokes photons, and phonons in the ith cavity, respectively,
with a†

i , b†
i , and c†

i being the corresponding creation operators. The strength
of the SRS is described by the constant G, ωq is the frequency of the harmonic
oscillators of the heat bath, κp =

ωp
Qp

(κs =
ωs
Qs
) is the damping rate of the optical

field with frequency ωp (ωs) inside the cavity with quality factor Qp (Qs).

In order to calculate the coupling constants and energy of the cavity modes

given by (6.1) and (6.2), respectively, we computed first the magnetic and electric

fields of the two optical modes of the cavity using MEEP. Subsequently, the overlap

integrals in (6.1) and (6.2) were calculated in a computational domain large enough

to achieve convergence. These calculations were performed for different values of

the separation distance between the optical cavities.

The results of these calculations are summarized in Fig. 6.4. From this figure

we can see that, expectedly, when the two cavities completely overlap, the coupling

constants are close to unity within the numerical errors. With increasing cavity

spacing, d = na where n is an integer, the coupling constant rapidly decreases. This

is due to the fact that the optical modes evanescently decay away from the cavity,

and therefore the coupling constant decays exponentially with the separation dis-

tance. Note that the coupling constant could be positive or negative, but as we will

see later on this does not change the photon dynamics in the quantum waveguide.
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6.4 Hamiltonian of the Quantum Waveguide
The photon dynamics in the quantum waveguide is determined by the Hamiltonian

of the system, so in this section we first construct the corresponding Hamiltonian

and subsequently derive the equations of motion describing the photon numbers

corresponding to each cavity.

Considering the interactions in the system, the Hamiltonian can be cast in the

following form:

H0 =∑
i

h̄ωpa†
i ai +∑

i
h̄ωsb

†
i bi +∑

i
h̄Ω

(
c†

i ci +
1
2

)
+∑

q
h̄ωq

(
c†

qcq +
1
2

)
+∑

i

(
h̄Cppa†

i ai+1

+ h̄C∗ppa†
i+1ai + h̄Cssb

†
i bi+1 + h̄C∗ssb

†
i+1bi

)
+G∑

i

(
a†

i bici +aib
†
i c†

i

)
. (6.3)

The first four terms in the equation above describe the pump and signal photons,

the phonons, and the heat bath composed of a continuum of harmonic oscillators,

respectively, the fifth term describes the coupling of pump and signal photons lo-

cated in adjacent optical cavities (due to the exponential decay with the separation

distance between cavities of the coupling constant, only nearest-neighbor coupling

is considered), and the sixth term describes two processes: a pump photon is de-

stroyed simultaneously with the creation of a Stokes photon and a phonon, and the

reverse process in which a Stokes photon and a photon combine to generate a pump

photon.

Similar to how the Schrodinger equation describes how pure quantum states

evolve in time, the von Neumann equation (also known as Liouville-von Neumann

equation) describes how the density operator evolves in time. The von Neumann

equation reads:

ih̄
∂ρ

∂ t
= [H,ρ] = Hρ−ρH, (6.4)

where the brackets denote a commutator.

Since our model is an open system, we introduce the collapse operator C,
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which describes the energy leakage from the cavities:

C =
√

2κp

N

∑
i

ai +
√

2κs

N

∑
i

bi. (6.5)

Under these conditions, (6.4) can be rewritten in the standard Lindblad form:

∂ρ

∂ t
=− i

h̄
(Hρ−ρH)+CρC†− 1

2
C†Cρ− 1

2
ρC†C. (6.6)

Given the density operator ρ , finding the expectation value of the number

operatorN = a†a reduces to the calculation of the following trace:

〈N〉= Tr(ρN). (6.7)

Thus, for example, if we want to determine the expected pump photon number in

the ith cavity, we will have (here we put a hat on the operators below to differentiate

them from their expected values)

∂ρaa
ii

∂ t
=Tr

∂ ρ̂aa

∂ t
· N̂aa

ii

=Tr
(
− i

h̄
(Ĥρ̂

aa− ρ̂
aaĤ)+Ĉρ̂

aaĈ†− 1
2

Ĉ†Ĉρ̂
aa− 1

2
ρ̂

aaĈ†Ĉ
)
· N̂aa

ii

=− i
h̄

(
TrĤρ̂

aaN̂aa
ii −Trρ̂

aaĤN̂aa
ii

)
+TrĈρ̂

aaĈ†N̂aa
ii −

1
2

TrĈ†Ĉρ̂
aaN̂aa

ii

− 1
2

Trρ̂
aaĈ†ĈN̂aa

ii (6.8)

Applying the invariant cyclic permutations of the trace operation, we can cast

the equation above in the following form:

∂ρaa
ii

∂ t
=− i

h̄

(
Trρ̂

aaN̂aa
ii Ĥ−Trρ̂

aaĤN̂aa
ii

)
+Trρ̂

aaĈ†ĈN̂aa
ii −

1
2

Trρ̂
aaN̂aa

ii Ĉ†Ĉ

− 1
2

Trρ̂
aaĈ†ĈN̂aa

ii

=− i
h̄

(
〈N̂aa

ii Ĥ〉−〈ĤN̂aa
ii 〉
)
+ 〈Ĉ†ĈN̂aa

ii 〉−
1
2
〈N̂aa

ii Ĉ†Ĉ〉− 1
2
〈Ĉ†ĈN̂aa

ii 〉 (6.9)
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Applying a similar analysis for the density matrix ρi j for the pump and Stokes

modes, we can obtain the equations describing their dynamics:

ρ̇
aa
i j =− i

h̄

[
h̄Cpp(ρ

aa
i, j+1−ρ

aa
i−1, j)+ h̄C∗pp(ρ

aa
i, j−1−ρ

aa
i+1, j)+G(a†

i b jc−a jb
†
i c†)

]
−2κpρ

aa
i j

(6.10)

ρ̇
bb
i j =− i

h̄

[
h̄Css(ρ

bb
i, j+1−ρ

bb
i−1, j)+ h̄C∗ss(ρ

bb
i, j−1−ρ

bb
i+1, j)+G(−a†

i b jc+a jb
†
i c†)

]
−2κsρ

bb
i j

(6.11)

Moreover, since the equation of motion for ρi j introduces new variables, namely

a†
i b jc, aib

†
jc

†, and c†c other than density matrix for the pump and Stokes modes, the

equations of motion for these variables must be derived as well. Simple operators

manipulations lead to the following expressions:

if i 6= j,

∂ 〈a†
i b jc〉
∂ t

=− i
h̄
{h̄Cpp(−a†

i−1b jc)+ h̄C∗pp(−a†
i+1b jc)+ h̄Css(a

†
i b j+1c)+ h̄C∗ss(a

†
i b j−1c)

+G[ρaa
i j (ρ

bb
j j +ρcc +1)−ρ

bb
i j (ρcc−ρ

aa
ii )]}− (κp +κs)a

†
i b jc (6.12)

∂ 〈aib
†
jc

†〉
∂ t

=− i
h̄
{h̄Cpp(ai+1b†

jc
†)+ h̄C∗pp(ai−1b†

jc
†)+ h̄Css(−aib

†
j−1c†)+ h̄C∗ss(−aib

†
j+1c†)

+G[ρbb
ji (ρcc−ρ

aa
ii )−ρ

aa
ji (ρ

bb
j j +ρcc +1)]}− (κp +κs)aib

†
jc

† (6.13)

if i = j,

∂ 〈a†
i b jc〉
∂ t

=− i
h̄
{h̄Cpp(−a†

i−1b jc)+ h̄C∗pp(−a†
i+1b jc)+ h̄Css(a

†
i b j+1c)+ h̄C∗ss(a

†
i b j−1c)

+G[ρaa
i j (ρ

bb
j j +ρcc +1)−ρ

bb
ii ρcc]}− (κp +κs)a

†
i b jc (6.14)

∂ 〈aib
†
jc

†〉
∂ t

=− i
h̄
{h̄Cpp(ai+1b†

jc
†)+ h̄C∗pp(ai−1b†

jc
†)+ h̄Css(−aib

†
j−1c†)+ h̄C∗ss(−aib

†
j+1c†)

+G[ρbb
ii ρcc−ρ

aa
ji (ρ

bb
j j +ρcc +1)]}− (κp +κs)aib

†
jc

† (6.15)

Finally, the equation of motion for phonons is:

ρ̇
i
cc = G

N

∑
i

(
−a†

i bici +aib
†
i c†

i

)
. (6.16)



6.5. Results and Discussion 173

6.5 Results and Discussion

Once we obtained the general expressions for the dynamics of density matrix of

pump photons, Stokes photons and phonons, as well as the dynamics for the opera-

tors a†
i b jc and aib

†
jc

†, we can determine the time evolution for the photon numbers

of the two cavity modes simply integrating the corresponding system of ordinary

differential equations.

Let us first consider a waveguide formed of N = 8 cavities, and characterized

by a transfer coefficient, G = 0.05 and incident pump rate I = 0.05. The initial

condition is ρaa
11 = 1 (one pump-mode photon in the first cavity), other ρii for pump

and Stokes modes being set to zero for all the other cavities. Also, we normalized

the photon resonant frequency ω , coupling constant C, and the damping rate κ so

that we could get generally applicable results and not conclusions valid exclusively

for silicon. The physical quantity used in the normalization process is the pump

frequency, ωp.

The time evolution of the number of photons in the pump and Stokes modes, in

cavities 1, 4, and 7, is presented in Fig. 6.6. As suggested by this figure, the photons

propagate from the first to the last cavity in the waveguide due to the fact that the

cavities are optically coupled. Moreover, due to the Raman scattering, photons can

transfer from the pump to the Stokes mode while generating a phonon in the cavity.

With increasing time, the photon numbers in each cavity asymptotically reach a

steady state, when no longer depend on time. In this steady state, there is a balance

between the energy transferred to the system by the pump beam and the energy lost

via damping. The incident pump beam at the first cavity ensures there is an energy

flow in the waveguide, as in the absence of this pump beam the photon numbers in

each cavity would eventually decay to zero.

To enhance the amount of photons in each cavity of the quantum waveguide,

we only need to increase the input pump rate at the first cavity. This process leads to

an increase of the photon flux and in turn in each cavity increases the intensity of the

pump and Stokes modes. These ideas are validated by our calculations of the photon

numbers in the steady state, determined for different values of the input pump rate.
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The results of these calculations are presented in Fig. 6.7, and correspond to the

seventh cavity. From this figure it can be clearly observed that the steady state

photon numbers in the seventh cavity increase practically linearly with the input

power rate in the first cavity. It should be noted that this conclusion remains valid

for each cavity in the waveguide. In addition, the difference in photon numbers

between the pump and Stokes mode increases when the input pump rate increases,

Figure 6.6: Time evolution of pump and Stokes photon numbers at cavity 1, 4, and 7 in
a waveguide consisting N = 8 cavities. The mode interaction coefficient G =
0.05 and incident pump rate I = 0.05. Initially, there is one pump-mode photon
in the first cavity. Quality factors are Qp = 1804 and Qs = 111693.
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Figure 6.7: Dependence of steady state photon numbers in the seventh cavity on the input
pump rate. The waveguide parameters are the same as those in Fig. 6.6.

that is, the number of Stokes photons is larger than the number of pump photons by

a quantity that increases with the input pump rate.

In addition to the input pump rate, there are other relevant physical quantities

that affect the steady state photon numbers in each cavity in the waveguide, e.g.

quality factors, coupling constants, and mode transfer coefficient. In what follows,

we will discuss the dependence of the steady state photon numbers on these physical

quantities, in the case when the input pump rate at the first cavity is 0.1.

Our quantum waveguide is an open quantum system, which means that it trans-

fers energy to the outside environment, leading to energy damping. The system

energy could be prevented from decreasing too quickly by either inputting energy

into the system, as described above, or by decreasing the damping rate of the sys-

tem. This latter approach can be achieved by increasing the quality factors of the

nanocavities in the quantum waveguide.

We investigate this effect by first fixing the quality factor of Stokes mode, and

then increase the quality factor of the pump mode so as to analyse the dependence

of steady state photon numbers on the quality factor of the pump mode. The results,

presented in Fig. 6.8(a), demonstrate that when Qp increases from 1,000 to 20,000,

the steady state photon numbers increase linearly. As Qp further increases from

20,000 to 40,000, the rates at which the photon numbers increase are becoming

smaller. Additionally, the dependence of steady state photon numbers on Qs is
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Figure 6.8: (a) Dependence of steady state photon numbers in the seventh cavity on the
quality factor Qp when Qs = 111,693. (b) Dependence of steady state photon
numbers in the seventh cavity on the quality factor Qs when Qp = 1,804.

presented in Fig. 6.8(b). The steady state photon numbers increase sharply when

Qs varies from 10,000 to 50,000, and after Qs reaches 200,000, the photon numbers

reach a plateau. From these results, it is concluded that there is a significant positive

correlation between the steady state photon numbers and the quality factors when

the Q-factors have relatively small values. After the Q-factors increases beyond

certain values, the dependence of the steady state photon numbers on Q becomes

rather weak.

A common approach of improving the quality factor is to increase the size of

the nanocavity so that the electromagnetic field profile in the Fourier space is formed

primarily of plane waves whose wave vector lies outside the light cone. This reason
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Figure 6.9: (a) Dependence of the steady state photon numbers in the seventh cavity on the
coupling constant Cpp when Css = 0.0662−0.0001i. (b) Dependence of steady
state photon numbers in the seventh cavity on the coupling constants Css when
Cpp =−0.0349.

is behind the cavity tuning described in Sec. 6.2, where the shift of the air holes

at the two ends of the cavity is fine-tuned so as to increase the size of the photonic

crystal nanocavity, and also the Q-factor of the cavity.

As photons propagate through the waveguide due to the cavity optical cou-

pling, a larger value of the coupling constant will lead to an increase in the photon

flux in the waveguide. In order to validate this idea, we varied the coupling constants

for the pump and Stokes modes separately so as to ascertain the corresponding de-
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Figure 6.10: Dependence of steady state photon numbers in the seventh cavity on the mode
transfer coefficient G.

pendence of the steady state photon numbers at the end of the waveguide on the

coupling constants Cpp and Css. The results of these calculations are summarized in

Fig. 6.9.

It can be clearly observed from Fig. 6.9(a) that the steady state photon num-

bers initially increase steeply when the coupling constant between the pump modes,

Cpp, varies from 0.05 to 0.1, and then remains almost constant when Cpp further in-

creases. Similarly, as shown in Fig. 6.9(b), the steady state photon numbers increase

rapidly when Css rises up to 0.2. In practice, if one requires long propagation dis-

tance in the waveguide, the separation distance between the cavities should be as

large as possible. On the other hand, the smaller the coupling constant, the smaller

the photon number in the steady state, so that an optimum cavity separation distance

between the cavities exists.

In addition to the Q-factor and coupling constant, which facilitate the photon

propagation along the quantum waveguide, the mode transfer coefficient G also in-

fluences the photon transport along the quantum waveguide. Figure 6.10 illustrates

the dependence of steady state photon numbers in the seventh cavity on the mode

transfer coefficient. In the steady state, the pump mode photon number is larger

than the Stokes mode photon for all values of G. This result indicates that the larger
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Figure 6.11: Dependence of steady state photon numbers on the cavity index i.

mode transfer coefficient boosts the transfer process from pump photons to Stokes

photons, which improves the efficiency of the Raman amplification.

In the simulations discussed above, the number of cavities in the quantum

waveguide was set to N = 8. In order to investigate the dependence of the phys-

ical properties of the quantum waveguide on its length we varied the number of

optical cavities in the waveguide. To this end, we considered a quantum waveguide

made of N = 25 optical cavities and simulate the light propagation through this

waveguide. In this case, the input pump rate at the first cavity is 0.5, the quality

factors of the pump and Stokes modes are Qp = 1,804 and Qc = 111,693, respec-

tively, the coupling constant for pump mode and Stokes mode are 0.062 and 0.0349,

respectively, and the mode transfer coefficient G = 0.05. The results of these calcu-

lations are presented in Fig. 6.11. It can be easily inferred from the data plotted in

this figure the the steady state photon numbers decay exponentially with the cavity

index, which suggests that, as expected, the waveguide losses are of a linear nature.

6.6 Conclusion

In conclusion, in this chapter we presented a quantum theoretical model describing

photon propagation along a photonic nanocavity waveguide characterized by the
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quality factors of the cavity modes, coupling constants between the optical modes

of the cavities, and the Raman scattering mode transfer coefficient. Our analysis

started with the construction of the Hamiltonian describing the photon dynamics

in the quantum waveguide. There are many factors that need to be considered:

the photon energy of the two optical modes, inter-cavity coupling, phonon energy,

mode transfer process, and the coupling between the quantum system and a heat

bath. Another significant step in our research was to derive the density operator

expression of photon numbers, so that we can calculate the time evolution of pho-

ton numbers as well as the steady state photon numbers as the two most relevant

physical quantities.

This research work also provides a valuable reference for practical applications

in quantum interconnects and quantum information processing, which aims at guid-

ing light in nanostructures at a quantum level. Dependence results of steady state

photon numbers on the input pump rate give the theoretical values of output in the

open system with different input powers, which is beneficial for the understanding

of the characteristics of light propagation and amplification in such quantum waveg-

uides. Moreover, since our study is performed in a rather general case, where the

parameters of silicon have been normalized, our findings can be applied to other

waveguide structures, including waveguides made of other dielectric materials or

waveguide made of coupled graphene nanoflakes.
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Chapter 7

Quantum computational analysis of

coupled graphene structures

Graphene is the thinnest known material, which is just a single layer of carbon

atoms arranged in a hexagonal lattice. Its behavior follows the laws of quantum

physics. Investigating bigger lattices of graphene via the approach described in

this chapter may lead to observing where lays the boundary between quantum and

classical regimes for these structures.

This chapter will first present a rigorous approach to calculate the energy lev-

els of certain graphene flakes, which accounts for the interactions between all the

atoms in the structure rather than the simple nearest-neighbor model. After simu-

lating simple structures with this rigorous approach, more physical systems, such

as two coupled disks (two graphene pieces with coupling interaction between them)

with different spacings, will be studied in the later section, where we will discuss

about the coupling between two graphene structures. Figuring out how the coupled

system works is very important for us to further explore the photon propagation

along coupled-disks waveguide made of graphene.

7.1 Generation of Graphene Lattice
In order to study the coupling between two graphene disks, we have to determine the

Hamiltonian of the system and find their energy levels as well as the wave functions.

Thus, in this section, a Matlab code was written so as to generate graphene lattice
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of the desired dimensions and pattern.

First of all, we develop an algorithm to create a honeycomb lattice of carbon

atoms in a plane. Distance between neighboring atoms is always the same, which

we set to be 1, therefore all of the coordinates generated will be in units of lat-

tice constant of graphene (≈ 1.42Å). Any point in the honeycomb lattice can be

represented as a sum of multiples of two vectors:

ân = [
√

3/2,1/2], âm = [
√

3/2,−1/2] (7.1)

Figure 7.1 below illustrates the method.

Figure 7.1: The coordinates of carbon atoms in graphene lattice.

In short, the coordinates of a point p can be expressed as p = npân +mpâm

where np and mp are integers. For example, as shown in Fig. (7.1), point 1 has

coordinates of ân + âm i.e.(
√

3,0), point 2 is 2ân + âm i.e.(3
√

3
2 ,0.5) and so on.

In this way, the algorithm creates a lattice of desired dimensions by adding rows

of points. The default shape of generated structure is therefore a zig-zag ribbon.

Armchair ribbon is created by truncating the “pointy ends” and a disk by including

only points within a certain radius relevant to chosen size. Finally various shapes

of graphene nano-disks can be created using the above method.

The simplest structure is a single hexagonal-shaped ring containing six atoms
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- benzene. With larger numbers of atoms other shapes like triangles, ribbons or

circular disks can be formed. Figure 7.2 below shows a few examples of such

simple structures.

Figure 7.2: Various shapes of graphene lattice: a) single benzene ring, b) simple ribbon
consisting of four rings, c) disk, d) zig-zag ribbon, e) triangle, f) armchair rib-
bon. The coordinates are in units of the lattice constant of graphene (≈ 1.42Å).

7.2 Rigorous Approach to Quantum Mechanical

Analysis of Graphene Nanostructures

After the graphene lattice generation was successfully implemented, we can further

take the Hamiltonian matrix calculations, where full quantum approach was to be

applied, including interactions between all the atoms in the structure. The wave-

function can be expressed as:

Ψ =
N

∑
q=1

cqΨq (7.2)

In Eq. (7.2)Ψq is the wavefunction at orbital q and cq is the constant for Ψq. Or

else, more specifically, Ψ can be represented with using radial and angular spherical
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wave functions, where the 2pz orbital are:

Ψ2pz(
−→r ) = R2p(r)Y2pz(θ ,ϕ) (7.3a)

R2p(r) =
1√
6

Zr
na0

(
Z
a0

) 3
2

e−
Zr

na0 (7.3b)

Y2pz(θ ,ϕ) =

√
3

4π
cosθ =

√
3

4π

Z
r

(7.3c)

where Z is the atomic number (Z = 6 for carbon), n the orbital number (n = 2 in this

case) and a0 the Bohr radius. Eqs. (7.3a)∼(7.3c) above are performed in spherical

coordinates. Afterwards, this calculation should convert to cylindrical system since

it is better suited for the geometry of the problem. The Hamiltonian matrix elements

will be calculated for each pair of atoms and will include interactions with all other

atoms in the lattice as well.

H =
N

∑
i=1

Hi (7.4)

where the Hamiltonian for each atom H(i) is expressed as

H(i) =− h̄2

2m
∇

2−→r i
− Ze2

|−→r i−−→r 0α |
(7.5a)

=− h̄2

2m
∇

2−→r i
− Ze2

|−→r i−−→r 0i|
−∑

α 6=i

Ze2

|−→r i−−→r 0α |
(7.5b)

= H0(i)+V0(i) (7.5c)

where H0(i) =− h̄2

2m∇2−→r i
− Ze2

|−→r i−−→r 0i|
and V0(i) =−∑α 6=i

Ze2

|−→r i−−→r 0α |
. The Hamiltonian

operator in turn can be expressed as:

Ĥ =− h̄2

2m2 ∇
2 +V0 (7.6)

The first part of Eq. (7.4) relates to kinetic energy and can be expressed in terms of

orbital energy and overlap integral, which defines how much orbital of two atoms
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coincide. The V0 term is the potential arising from Coulomb interactions between

orbitals of an atom and all the other nuclei in the lattice. For single particle, the

time-independent Schrodinger equation is

HΨ(−→r ) = EΨ(−→r ) (7.7)

where E is the energy level of a single particle. Using Eq. (7.2),

N

∑
q=1

cqHΨq(
−→r ) = E

N

∑
q=1

cqΨq(
−→r ) (7.8)

multiplying
∫

Ψ∗s (
−→r )d−→r on both sides of the equation, and doing the integration

for the wave functions,

N

∑
q=1

cq

∫
Ψ
∗
s HΨqd−→r = E

N

∑
q=1

cq

∫
Ψ
∗
s Ψqd−→r (7.9)

using the representations ĉ = [c1,c2, · · · ,cN ]
T , Ĥ =

∫
Ψ∗s HΨqd−→r and Ŝsq =∫

Ψ∗s Ψqd−→r ,

Ĥĉ = EŜĉ⇒ (Ĥ−EŜ)ĉ = 0⇒ det(Ĥ−EŜ) = 0 (7.10)

Thus for a single atom, the Hamiltonian operator can be expressed as

Ĥ = EŜsq (7.11)

where Ssq =
∫

Ψ∗s (r)Ψq(r)dr. For the system with several atoms, combining above

equations, the Hamiltonian operator can be rewritten as:

Ĥsq = E0Ssq− Ia
sq− Isq (7.12a)

E0 =
Zε0

n2 , ε0 =−13.6eV (7.12b)

where Ssq is the overlap integral, s and q are the orbitals of atoms s and q, α is any

atom in the lattice, Ψ functions are defined with Eq. (7.2), rs, rq, ra, r are position
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vectors (of respective orbitals and atoms), θ is unit charge of an electron and Z the

atomic number, and the Coulomb interactions can be expressed as

Ia
sq = ∑

α 6=s,q
Ze2

∫
Ψ∗s (r)Ψq(r)
|r− ra|

dr (7.13a)

Isq =
Ze2

2

∫ ( 1
|r− rs|

+
1

|r− rq|

)
Ψ
∗
s (r)Ψq(r)dr (7.13b)

7.3 Implementation of Quantum Model
To implement the rigorous approach of Hamiltonian calculation, each carbon should

be coupled to all the atoms in the system, rather than just coupling with the closest

neighbors. This section elaborately clarifies the algorithm of the rigorous model

and presents the simulation results.

Figure 7.3: Graphene in cylindrical coordinate with the lattice in plane with z = 0.

For the purpose of calculating the integrals from Eqs. (7.13a)∼(7.13b), we

use numerical methods because they cannot be calculated analytically. Firstly, we

consider the geometry of the problem and the equations need to be expressed as

functions of three variables: ρ , ϕ and Z, which are the coordinates in cylindrical

system.
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Figure 7.3 shows the graphene lattice in cylindrical coordinate system, while

Fig. (7.4) a), b) and c) show the geometry of the problem and definitions of the

vectors used in calculations.

Figure 7.4: The geometry of the problem showing definitions of the vectors used in further
calculations: a) definition of vectors to calculate the interaction between points
s and q; b) definition of vectors at the plane z = 0.

Based on the geometry presented above in Fig. (7.4), lengths of vectors
−→
Ks and

−→
Kq can be expressed as:

|−→Ks|=
√

ρ2 +d2 +2ρd cos(ϕ)+ z2 (7.14a)

|−→Kq|=
√

ρ2 +d2−2ρd cos(ϕ)+ z2 (7.14b)

where ρ , ϕ and Z are variables corresponding to the cylindrical coordinates system

and d is length of vector d, which is half the distance between points s and q. The

wavefunctions for orbitals s and q can be written as:

Ψs =
1√
8π

Z
na0

(
Z
a0

) 3
2

Ze−
Z

na0
|−→Ks| (7.15)

Ψq =
1√
8π

Z
na0

(
Z
a0

) 3
2

Ze−
Z

na0
|−→Kq| (7.16)

where 1√
8π

Z
na0

( Z
a0
)

3
2 is the normalization constant A. Therefore Ssq, Ia

sq and Isq can
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be expressed as follows:

Ssq =
∫

A2z2e−
Z

na0
(|−→Ks|+|

−→
Kq|)

ρdρdϕdz (7.17a)

Ia
sq =

∫ A2z2e−
Z

na0
(|−→Ks|+|

−→
Kq|)√

ρ2 + |Ra
sq|2−2ρ|Ra

sq|cos(θ)+ z2
ρdρdϕdz (7.17b)

Isq =
∫ ( 1

|−→Ks|
+

1

|−→Kq|

)
A2z2e−

Z
na0 (|

−→
Ks|+|

−→
Kq|)

ρdρdϕdz (7.17c)

where |Ra
sq| is the length of vector

−→
Ra

sq =
−→rsq−−→ra and θ is the angle between vector

−→r and the plane of the lattice.

Equations (7.17a)∼(7.17c) are subsequently plugged into Eq. (7.12a)

and the elements of Hamiltonian matrix can be calculated. Each of the Eqs.

(7.14a)∼(7.17c) are implemented as functions and then Ssq, Ia
sq and Isq are inte-

grated over ρ , ϕ and z in the main program with limits set to 0 to infinity for ρ , 0 to

2π for ϕ , and negative infinity to infinity for Z.

7.3.1 Simulations of Quantum Model

Using this algorithm, we have calculated the energy spectrum of graphene

nanoflakes with different shapes. Figure 7.5 shows the energy spectrum for simple

six-atom ring.

Figure 7.5: Energy level for simple six-atom ring.
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Next, Hamiltonian matrices were calculated for several different shapes and

sizes of graphene lattice and the results are presented below.

Figure 7.6: a) zig-zag and b)armchair ribbons energy levels calculated with the rigorous
model. Inserts: lattice shapes.

Figure 7.7: a) triangle and b)disk lattice shapes and energy levels calculated with the rigor-
ous model.

After simulating simple structures with different atoms, we explored more

complex structures in next section, e.g. two disks at different spacings to observe

how coupling changes the band diagrams.

7.4 Coupling between Graphene Structures
After the rigorous models was successfully implemented, we simulate interactions

between various structures in this section. As using the rigorous method for this

would take a long time, only very small structures were simulated. The simplest

case was considered first, just two benzene rings first right next to each other
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Figure 7.8: Band diagrams of a) two benzene rings merged, b) two benzene rings at 1 unit
cell distance, c) at two unit cells distance, d) at three unit cells distance and d)
a single benzene ring. Insets show lattice shapes.

(merged), then one lattice constant apart, and finally at large enough distance to

be considered as separate structures, which in this case turned to be equal to only

two lattice constants. The resultant band diagrams are shown in Fig. 7.8.

The band diagram for merged rings (a) shows the majority of energy levels

are centered around middle value of around -20 eV, however there are also other

levels much further away than observed for any other small shapes, i.e. at around

0 and -40 eV. In case of one lattice constant separation (b) we can see that the

energy levels have moved away from the center and are at similar values as for the

single or separated structures. The change in band diagrams for those cases confirms

coupling. None of the levels in both of those cases are degenerate. Comparison of

the bands of rings two lattice constants apart (c) and a single one (d) shows that the

energies are of the same values, however the degeneracies have doubled, which is

to be expected as there are twice as many atoms at each level now.
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7.5 Conclusions
In conclusion, in this chapter we focused on investigating the properties of graphene

from the quantum physics point of view. The lattice algorithm was created and

the coordinates for various shapes successfully generated. The rigorous methods

for calculating the Hamiltonian matrix and the energy levels of different structures

were implemented. In addition, the energy bands formation for different graphene

nanoflakes was demonstrated as well as the changes in those due to coupling be-

tween two structures.

I believe that the work presented in this chapter could be useful in the fu-

ture work concerning graphene nanoflakes. It was demonstrated how the graphene

geometrical and electrical properties are tuned with size. The effects of structure

separation were also taken into account to better understand plasmonic properties

of graphene and more realistically simulate its behaviour. More complicated ge-

ometries and arrays could be easily during this project. Plasmonic behavior could

be investigated in devices where graphene arrays are used in combination with other

materials such as gold sheets using models built in this project, as relatively small

adjustments would have to be done to the design. Project continuation would also

involve a closer investigation into the plasmon coupling in graphene arrays using

the commercial simulation software like CST studio, which could further validate

the numerical results. More advanced models could be built based on this project,

which could include temperature dependence and graphene purity to better simulate

real world situations.



Chapter 8

Light interaction with core-gap-shell

nanoparticles

Electromagnetic wave scattering [1, 2, 3] from nanoparticles is an active, interdis-

ciplinary research field with various practical applications ranging from medical

imaging to atomic physics. Particularly, the topic of wave scattering by random

scatterers and rough surfaces exhibits big theoretical challenges due to the large

degree of freedom in these systems. Over the past few decades, crucial theoreti-

cal progress has been made in understanding and clarifying the scattering process

pertaining to such problems [4, 5, 6, 7].

Numerical simulations allow us to solve the Maxwell equations without involv-

ing any approximations imposed in the analytical approaches. In this chapter, we

will also discuss experimental results on scattering, near field intensity and two pho-

ton luminescence (TPL) of core-gap-shell nanoparticles (NPs), and then we present

theoretical and numerical methods that are commonly used to study electromag-

netic wave scattering problems. In the end, we compare the computational results

with the corresponding experimentally measured values.

8.1 Experimental Characterization of Core-gap-shell

Nanoparticles
Core-gap-shell nanoparticles are an assembly of nanoscale structures. This arti-

ficial structure is formed by using a particular nanomaterial to coat another kind
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of nanomaterial via chemical bonds or other interactions. This structure provides

a few new properties and wider application prospects beyond those provided by

single nanoparticle [8, 9, 10]. The design and controllable synthesis of composite

nanomaterial with core-shell structures has been an increasingly significant fron-

tier of material science in recent years. As functional materials, core-gap-shell NPs

are favored by researchers because of their tunable optical properties of both core

materials and shell materials.

Figure 8.1: Geometrical configuration of core-gap-shell NPs with a BDT spacer layer,
where the outer radius r1 = 30nm and the inner radius r2 = 9nm.

The experimental work on core-gap-shell NPs we present in this chapter was

performed by Dr. Danjun Liu in Prof Dangyuan Lei’s group at Hong Kong Poly-

technic University. As shown in Fig. 8.1, the core-gap-shell NPs were composed

of Au core and shell, as well as a benzodithiophene (BDT) molecule gap with the

thickness g0. The electric permittivity of BDT molecule εBDT is expressed by the

equation below, where σBDT refers to the total conductivity of the BDT molecules.

εBDT = 1.592 + i
σBDT

ωε0
(8.1)

The experimental results are shown in Fig. 8.2. The dark-field optical image

of BDT embedded core-gap-shell NPs with g0=0.7nm before and after nonlinear
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Figure 8.2: Dark-field optical image of BDT embedded core-gap-shell NPs (average 0.7nm
gap size) before (a) and after (b) nonlinear experiment. (c) TPL image with
700nm excitation wavelength. (d) Extinction spectrum of BDT embedded
core-gap-shell NPs (average 0.7nm gap size). (e) TPL intensity of core-gap-
shell NPs [11].

experiment are shown in Figs. 8.2(a) and (b), respectively. The nonlinear optical

image with 700nm excitation wavelength is presented in Fig. 8.2(c). The extinction

spectrum (the part of incident light that is reduced after passing through the sample,

including the absorption and scattering) and two-photon luminescence (TPL, two

photons excite the sample, emiting a single photon, and generate the oscillation

in the molecule) of BDT embedded core-gap-shell NPs are shown in Figs. 8.2(d)

and (e), respectively. The TPL emission spectra of nanorods were interpreted by

plasmon-enhanced interband transition, and exhibit two resonance peaks.

In the following sections of this chapter, we will demonstrate how to numer-

ically compute the corresponding physical quantities and compare them with the

experimental results.
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8.2 Scattering of Electromagnetic Waves

The scattering of electromagnetic waves by systems whose size is smaller than the

wavelength is a common and significant physical phenomenon. In particular it is

convenient to regard the incident electromagnetic fields as inducing electric and

magnetic multipoles that oscillate in definite phase relationship with the incident

wave and radiate energy in directions other than that of incidence.

The exact form of the angular distribution of radiated energy is determined by

the coherent superposition of multipoles induced by the incident fields and generally

depends on the polarization state of incident wave. If the wavelength of the radiation

is longer than the size of the scatter, only the lowest multipoles, generally electric

and magnetic dipoles, are significant.

The basic scattering configuration amounts to a monochromatic plane wave

incident on a scatterer. For simplicity, the surrounding medium is taken to have

µr = εr = 1. If the incident direction is defined by the unit vector nnn0, and the

incident polarization vector is εεε0, the incident fields are

Einc = εεε0E0eikn0·x (8.2a)

Hinc = n0×Einc/Z0 (8.2b)

where k = ω/c is the wave number and a time-dependence e−iωt is understood [12].

These fields induce dipole moments p and m in the small scatterer and these dipoles

radiate energy. Far from the scatterer, the scattered fields are

Esc =
1

4πε0
k2 eikr

r
[(n×p)×n−n×m/c] (8.3)

Hsc = n×Esc/Z0 (8.4)

where n is a unit vector in the direction of observation and r is the distance away

from scatterer. The power radiated in the direction n with polarization εεε , per unit

solid angle, per unit incident flux (power per unit area) in the direction n0 with



8.2. Scattering of Electromagnetic Waves 201

polarization εεε0, is a quantity with dimensions of area per unit solid angle. It is

called the differential scattering cross section:

dσ

dΩ
(n,εεε;n0,εεε0) =

k4

(4πε0E0)2 |εεε
∗ ·p+(n× εεε

∗) ·m/c|2 (8.5)

The dependence of the cross section on n0 and εεε0 is implicitly contained in

the dipole moments p and m. The variation of the differential (and total) scattering

cross section with wave number k4 (or in wavelength as λ−4) is an almost universal

characteristic of the scattering of long-wavelength radiation by any finite system.

The dependence on frequency is known as Rayleigh’s law.

Only if both static dipole moments vanish will the scattering fail to obey

Rayleigh’s law. The scattering is then via quadrupole or higher multipoles (or

frequency-dependent dipole moments) and varies as ω6 or higher. Sometimes the

dipole scattering is known as Rayleigh scattering, but this term is usually reserved

for the incoherent scattering by a collection of dipole scatterers.

8.2.1 Spherical Wave Expansion of a Vector Plane Wave

In discussing the scattering or absorption of electromagnetic radiation by spherical

objects, of localized systems in general, it is useful to have an expansion of an

electromagnetic wave in spherical coordinates.

For a scalar field ψ(x) satisfying the wave equation, the necessary expansion

can be obtained by using the orthogonality properties of the basic spherical solutions

jl(kr)Ylm(θ ,φ). An alternative derivation makes use of the spherical wave expan-

sion ( eik|x−x′|

4π|x−x′| = ik ∑
∞
l=0 jl(kr<)h

(1)
l (kr>)∑

l
m=−l Y

∗
lm(θ

′,φ ′)Ykm(θ ,φ)) of the Green

function (eikR/4πR). We let |x′| −→ ∞ on both sides of the spherical wave expan-

sion. Then we can put |x− x′| ' r′−n · x on the left hand side, where n is a unit

vector in the direction of x′. On the right side r> = r′ and r< = r. Furthermore we

can use the asymptotic formfor h(1)l (kr′). Then we find

eikr′

4πr′
e−ikn·x = ik

eikr′

kr′ ∑
l,m

(−i)l+1 jr(kr)Y ∗lm(θ
′,φ ′)Ylm(θ ,φ) (8.6)

Cancelling the factor eikr′/r′ on either side and taking the complex conjugate, we
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arrive to the expansion of a plane wave

eik·x = 4π

∞

∑
l=0

il jl(kr)
l

∑
m=−l

Y ∗lm(θ ,φ)Ylm(θ
′,φ ′) (8.7)

where k is the wave vector with spherical coordinates k, θ ′, φ ′. Put this in a more

compact form

eik·x =
∞

∑
l=0

il(2l +1) jl(kr)Pl(cosγ) (8.8)

where γ is the angle between k and x, Pl is the polarization at degree l and this can

also be written as

eik·x =
∞

∑
l=0

il
√

4π(2l +1) jl(kr)Yl,0(γ) (8.9)

We now wish to make an equivalent expansion for a circularly polarized plane

wave with helicity ±1 incident along the z axis,

E(x) = (εεε1 + iεεε2)eikz (8.10a)

cB(x) = εεε3×E =∓iE (8.10b)

Since the plane wave is finite everywhere, we can write its multipole expansion

including only the regular radial functions jl(kr):

E(x) = ∑
l,m

[
a+(l,m) jl(kr)Xlm +

i
k

b±(l,m)∇× jl(kr)Xlm

]
(8.11)

cB(x) = ∑
l,m

[
−i
k

a±(l,m)∇× jl(kr)Xlm +b±(l,m) jl(kr)Xlm

]
(8.12)

To determine the coefficients a±(l,m) and b±(l,m) we utilize the orthogonality

properties of the vector spherical harmonics Xlm. For reference purposes we sum-
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marize the basic relation, as well as some other useful relations:

∫
[ fl(r)Xl′m′]

∗ · [gl(r)Xlm]dΩ = f ∗l glδll′δmm′ (8.13a)∫
[ fl(r)Xl′m′]

∗ · [∇×gl(r)Xlm]dΩ = 0 (8.13b)

1
k2

∫
[∇× fl(r)Xl′m

′]∗ · [∇×gl(r)Xlm]dΩ = δll′δmm′

{
f ∗l gl +

1
k2r2

∂

∂ r

[
r f ∗l

∂

∂ r
(rgl)

]}
(8.13c)

In these relations fl(r) and gl(r) are linear combinations of spherical Bessel func-

tions. The second and third relations can be proved using the operator identity, the

representation

∇ =
r
r

∂

∂ r
− i

r2 r×L (8.14)

for the gradient operator, and the radial differential equation.

To determine the coefficients a±(l,m) and b±(l,m) we take the scalar product

of both sides of Eq. 8.11 with X∗lm and integrate over angles. Then with the first and

second orthogonality relations in Eq. 8.13 we obtain

a±(l,m) jl(kr) =
∫

X∗lm ·ExdΩ (8.15)

and

b±(l,m) jl(kr) = c
∫

X∗lm ·BxdΩ (8.16)

With Eq. 8.10 for the electric field, the above equation becomes

a±(l,m) jl(kr) =
∫

(L∓Ylm)√
l(l +1)

eikzdΩ (8.17)
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where the components of L can be written conveniently in the combinations,

L+ = Lx + iLy = eiφ
(

∂

∂θ
+ icotθ

∂

∂φ

)
(8.18a)

L− = Lx− iLy = e−iφ
(
− ∂

∂θ
+ icotθ

∂

∂φ

)
(8.18b)

Lz =−i
∂

∂φ
(8.18c)

And the results of their operating by

L+Ylm =
√
(l−m)(l +m+1)Yl,m+1 (8.19a)

L−Ylm =
√
(l +m)(l−m+1)Yl,m−1 (8.19b)

LzYlm = mYlm (8.19c)

Thus we obtain

a±(l,m) jl(kr) =

√
(l±m)(l∓m+1)√

l(l +1)

∫
Y ∗l,m∓1eikzdΩ (8.20)

If expansion Eq. 8.9 for eikz is inserted, the orthogonality of the Ylm’s evidently

leads to the results,

a±(l,m) = il
√

4π(2l +1)δm,± (8.21)

From Eq. 8.9 and Eq. 8.16, it is clear that

b±(l,m) =∓ia±(l,m) (8.22)

Then the multipole expansion of the plane wave is

E(x) =
∞

∑
l

il
√

4π(2l +1)
[

jl(kr)Xl,±1±
1
k

∇× jl(kr)Xl,±1

]
(8.23a)

cB(x) =
∞

∑
l

il
√

4π(2l +1)
[
− i

k
∇× jl(kr)Xl,±1∓ i jl(kr)Xl,±1

]
(8.23b)
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8.2.2 Scattering of Electromagnetic Waves by a Sphere

If an electromagnetic plane wave of radiation is incident on a spherical obstacle, as

indicated schematically in Fig. 8.3, it is scattered, so that far away from the scatterer

the fields are represented by a plane wave plus outgoing spherical waves. There may

be absorption by the obstacle as well as scattering. Then the total energy flow away

from the obstacle will be less than the total energy flow towards it, the difference

being absorbed. We will ultimately consider the simple example of scattering by

a sphere of radius a and infinite conductivity, but will for a time keep the problem

more general.

Figure 8.3: Scattering of radiation by a localized object.

The fields outside the sphere can be written as a sum of incident and scattered

waves:

E(x) = Einc +Esc (8.24a)

B(x) = Binc +Bsc (8.24b)

where Einc and Binc are given by Eq. 8.23a and 8.23b. Since the scattered fields are

outgoing waves at infinity, their expansions must be of the form,
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Esc =
1
2

∞

∑
l=1

il
√

4π(2l +1)
[

α±(l)h
(1)
l (kr)Xl,±1±

β±(l)
k

∇×h(1)l (kr)Xl,±1

]
(8.25a)

cBsc =
1
2

∞

∑
l=1

il
√

4π(2l +1)
[
−iα±(l)

k
∇×h(1)l (kr)Xl,±1∓ iβ±(l)h

(1)
l (kr)Xl,±1

]
(8.25b)

The coefficients α±(l) and β±(l) will be determined by the boundary conditions on

the surface of the scatterer. A priori, it is necessary to keep a full sum over m as

well as l in Eq. 8.25, but for the restricted class of spherically symmetric problems

considered here, only m =±1 occurs.

Formal expressions for the total scattered and absorbed power in terms of the

coefficients of α(l) and β (l) can be derived from the scattered and total fields on the

surface of a sphere of radius a surrounding the scatterer, with the scattered power be-

ing the outward component of the Poynting vector formed from the scattered fields,

integrated over the spherical surface, and absorbed power being the corresponding

inward component formed from the total fields. With slight rearrangement of the

triple scalar products, these can be written

Psc =−
a2

2ν0
Re
∫

Esc · (n×B∗sc)dΩ (8.26a)

Pabs =
a2

2ν0
Re
∫

E · (n×B∗)dΩ (8.26b)

Here n is a radially directed outward normal, Esc and Bsc are given by Eq. 8.25,

while E and B are the sum of the plane wave fields (8.23) and the scattered fields

(8.23). Only the transverse. The other type of term in (8.23) and (8.25) is

∇× fl(r)Xlm =
in
√

l(l +1)
r

fl(r)Ylm +
1
r

∂

∂ r
[r fl(r)]n×Xlm (8.27)
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where fl is any spherical Bessel function of order l. When the multipole expansions

of the fields are inserted in (eq:P), these result in a double sum over l and l′ of

various scalar products of the form X∗lm ·Xl′m′ , X∗lm · (n×Xl′m′) and (n×X∗lm) · (n×

Xl′m′). On integration over angles, the orthogonality relations reduce the double

sum to a single sum. Each term in the sum involves products of spherical Bessel

functions and derivatives of spherical Bessel functions. Use of the Wronskians

(W ( jl,nl) =
1
i W ( jl,h

(1)
l ) = −W (nl,h

(1)
l ) = 1

x2 ) permits the elimination of all the

Bessel functions and yields the following expressions for the total scattering and

absorption cross sections (the power scattered or absorbed divided by the incident

flux, 1/ν0c):

σsc =
π

2k2 ∑
l
(2l +1)[|α(l)|2 + |β (l)|2] (8.28a)

σabs =
π

2k2 ∑
l
(2l +1)[2−|α(l)+1|2−|β (l)+1|2] (8.28b)

The total or extinction cross section is the sum of σsc and σabs:

σt =−
π

k2 ∑
l
(2l +1)Re[α(l)+β (l)] (8.29)

8.2.3 Transmission and Reflection through Spherically Layered

Media

In this section, we use a scalar system to describe the electromagnetic wave so as to

present the computation in simpler way. The derivation for an N-layer rnedium can

be arrived at by first considering the case of a three-layer medium as shown in Fig.

8.4. As a result, Debye potentials are used to characterize the scalar waves.

In region 1, if there is an outgoing wave, the reflected wave will give rise to a

standing wave. Hence, the Debye potential is in the form of

π1 = c1

[
h(1)n (k1r)+ R̃12 jn(k1r)

]
(8.30)

where c1 is the amplitude of the standing wave, while R̃12 is the generalized reflec-
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tion matrix that relates an outgoing wave to a standing wave. The field in region 2

and 3 are

Figure 8.4: Theoretical calculation of extinction spectrum of BDT embedded core-gap-
shell NPs with different BDT molecule gaps g0.

π2 = c2

[
h(1)n (k2r)++R̃23 jn(k2r)

]
(8.31)

π3 = c3

[
h(1)n (k3r)+R34 jn(k3r)

]
(8.32)

Finally in region 4, there is only outgoing wave; therefore,

π4 = c4h(1)n (k4r) (8.33)

Since an outgoing wave in region 2 is a consequence of the transmission of an

outgoing wave in region 1 plus the reflection of a standing wave in region 2, we

have
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c2 = T12 · c1 +R21 ·R23 · c2 (8.34)

Furthermore, the standing wave in region 1 is a result of the reflection of an outgoing

wave in region 1 plus the transmission of a standing wave in region 2. Therefore,

we have

R̃12 · c1 = R12 · c1 +T21 ·R23 · c2 (8.35)

The above two equations yields

c2 = T12 · c1 +R21 ·R23 · c2 (8.36)

and

R̃12 = R12 +
T21R23T12

1−R21R23
(8.37)

For an N=layer medium, the above can be used recursively to find the field in all

regions.

R̃i,i+1 = Ri,i+1 +
Ti+1,iR̃i+1,i+2Ti,i+1

1−Ri+1,iR̃i+1,i+2
(8.38)

ci+1 =
Ti,i+1

1−Ri+1,iR̃i+1,i+2
ci = Si,i+1ci (8.39)

In addition, a generalized transmission coefficient can be defined such that

T̃1N = S12S23 · · ·TN−1,N (8.40)

which relates the outgoing wave amplitude in region N to that in region 1.

8.3 Numerical Modelling of Experimental Results
In this section, we present our numerical simulation work on fitting the experimen-

tal results of nonlinear optical properties of core-gap-shell NPs. Exciting the system

with electromagnetic waves with wavelengths ranging from 200nm to 1000nm, we

calculated the extinction scattering cross section of the BDT embedded core-gap-
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shell NPs with different BDT molecule gaps based on Eq. (8.29). The results are

presented in Fig. 8.5. The corresponding extinction spectrum measured in the ex-

periment is exhibited in Fig. 8.2(d), and there is good agreement between these two

cases. Increasing the gap between the gold shell and core, the extinction spectrum

of the core-gap-shell NPs decreases but does not change much.

Figure 8.5: Theoretical calculation of extinction spectrum of BDT embedded core-gap-
shell NPs with different BDT molecule gaps g0.

To further explore the nonlinear optical properties of core-gap-shell NPs, the

near field of the structure was also studied. As shown in Fig. 8.6(a), there are two

resonance modes within the wavelength range, one corresponding to the extinction

and one to the absorption. As the BDT molecule gap increases, the field intensity at

the longer wavelength increases.

Figure 8.6: (a) Near field of core-gap-shell NPs with different molecule gaps g0. (b) Two-
dimensional near field distribution of core-gap-shell NPs.
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The two-photon luminescence intensity of core-gap-shell NPs can be expressed

using the near field and scattering cross section,

IT PL =

∣∣∣∣E(r1;ωa)

E0

∣∣∣∣2 σS(ωe) (8.41)

The two-photon luminescence differs from fluorescence, in which the excita-

tion wavelength is shorter than the emission wavelength, as the wavelengths of the

two exciting photons are longer than the wavelength of the resulting emitted light.

Two-photon luminescence involves two-photon absorption [13], and the most com-

monly used fluorophores have excitation spectra in the 400-500nm range, whereas

the laser used to excite TPL lies in the 700-1000nm (infrared) range. According to

the above analysis, the theoretical calculation of TPL intensity and corresponding

experimental result are shown in Fig. 8.7(b) and (a), correspondingly.

Figure 8.7: Experimental result (a) [11] and Theoretical calculation (b) of TPL intensity of
core-gap-shell NPs.

The difference between the experimental and theoretical results on TPL spec-

trum are explained by the fact that only a few experimental data is recorded. In

future work, many more experimental data will be recorded so that we can better fit

the calculated TPL intensity.

8.4 Conclusions
In this chapter, we present the theoretical analysis of the scattering cross section

of electromagnetic waves by spherical structures – core-gap-shell NPs. NPs with

core/shell structure possess the properties of both core materials and shell materials,
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providing wider application prospects beyond those provided by single nanoparti-

cle. These NPs made of Au and BDT molecules are often used in scattering based

imaging and offer high sensitivity, high resolution, and multiplexing capability.

In the first part of this Chapter, we present experimental results pertaining to

optical properties of core-gap-shell NPs, such as extinction and TPL spectrum. The

experimental work on core-gap-shell NPs that we numerically investigated was per-

formed by Dr. Danjun Liu in Prof Dangyuan Lei’s group at Hong Kong Polytechnic

University. The core-gap-shell NPs we studied were composed of Au and a BDT

molecule gap. In the second part of the Chapter, we performed a numerical analysis

and simulation work on fitting the experimental results of nonlinear optical proper-

ties of core-gap-shell NPs. The difference between the experimental and theoretical

results is accounted by the small amount of recorded experimental data. As for

the future, we would refine the experiment data so as to obtain more accurate TPL

results.
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Chapter 9

Conclusions and future work

The scientific and technical advances of photonics and optics have had a major im-

pact on daily life. Study on photonics and optics captures dual nature of light: (1) as

a propagating electromagnetic wave (2) as a collection of travelling particles which

are so called photons. Applications of photonics are ubiquitous, ranging from spec-

troscopy, information processing to telecommunications and quantum computing.

Particularly, nonlinear optics is one branch of optics that describes the light-matter

interactions where the optical fields are strong enough to change material prop-

erties, such as Raman amplification, second-harmonic generation, third-harmonic

generation and four-wave mixing. It has fundamental importance to physics, chem-

istry, and material science as a non-destructive probe of material properties and

has important technological applications such as entangled photon generation and

frequency conversion. Another significant research field is quantum optics, which

utilizes semi-classical and quantum-mechanical physics to investigate phenomena

involving light and its interactions with matter at submicroscopic levels.

This dissertation mainly explores the optical nonlinearities of different meta-

materials and further utilizes the nonlinear optics to design quantum devices with

specific functions. Two materials utilized in this thesis are silicon and graphene,

respectively. Silicon offers a variety of nonlinear effects including Raman am-

plification that can be used to process optical signals as well as detect signals at

unprecedented sensitivities for novel sensing applications and broadband electro-

optic modulation. The electric field of the optical signal resonates with the elec-
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trons in the outer shells of the silicon atoms and thus causes nonlinear polarization.

Graphene has high mobility and optical transparency, in addition to flexibility, ro-

bustness and environmental stability. The unique electronic properties of graphene

originate from Dirac cones, features in electronic band structures that host charge

carriers of zero effective mass, so-called massless Dirac fermions that occur in 2-

D materials. Utilizing periodic structures with the above two materials, we could

enhance the effective nonlinear optical susceptibilities of corresponding metamate-

rials.

The research work in chapter 3 and 4 introduce a powerful homogenization ap-

proach calculating optical properties for complicated metamaterial structures which

is difficult to solve by Maxwell equations. Chapter 5 compares the homogenization

approach for graphene-based and silicon-based metasurfaces, and illustrates that

the homogenization approach is more suitable for graphene-based metasurfaces,

because that the size of graphene unit cell is much smaller than the resonance wave-

length. Chapter 6 provides a quantum dynamics algorithm which calculates the

photon numbers with different optical parameters of the system.

The following sections will demonstrate my original contributions to the fields

of nonlinear optics and quantum optics, as well as the future aspects to further

extend my research work.

9.1 Contributions

The main contributions of this thesis can be separated into two aspects: firstly our

research work provides a powerful homogenization technique to compute the effec-

tive nonlinear optical susceptibilities of different metamaterials made of silicon and

graphene, correspondingly; the second one is related to the analysis of light propa-

gation on a two-mode quantum system made of silicon photonic crystal nanocavities

with the nonlinear Raman effect.

Specifically, in regard to the first part of this thesis, by designing a nonlin-

ear optical metasurface made of two dimensional periodic array of silicon photonic

crystal cavities, we utilized the novel homogenization approach to compute the ef-



9.1. Contributions 217

fective nonlinear Raman susceptibility of the metasurface, and verified that it can be

enhanced by more than 4 orders of magnitude as compared to that of silicon. Sim-

ilarly, the graphene metasurfacs are also studied with the same numerical method.

By investigating the optical response of one- and two dimensional graphene meta-

surfaces and their homogenized counterparts, we retrieved the effective permittiv-

ity and effective second-order susceptibility of one- and two dimensional graphene

metasurfaces, respectively, and demonstrated that the effective second-order sus-

ceptibility can be enhanced by 3 orders of magnitude.

By comparing the optical response of these two metasurfaces and their effec-

tive counterparts, we illustrated that the homogenization approach is more suitable

for graphene-based metasurfaces, because the characteristic size of the graphene

constituents is much smaller than the wavelength, while the size of silicon cavity

is comparable or larger than the wavelength of the interacting beams. Even though

this developed homogenization approach on silicon-based metasurfaces is not as

accurate as that on graphene, it can still give a qualitative analysis on the effective

Raman susceptibility of silicon-cavity metasurfaces. Our developed homogeniza-

tion approach is not only specific to these two types of metasurfaces, but can also

be extended to other complex configurations, which will be discussed in detail in

the next section. In addition, the ideas we presented have wide applicability, as they

can be easily extended to other optical nonlinearities of practical interest, including

third-harmonic generation, four-wave mixing, and sum- and difference frequency

generation.

Concerning the second main contribution, particularly, a two-mode quantum

waveguide made of coupled photonic crystal nanocavities was designed with spe-

cific quality factor, coupling constant, mode transfer coefficient, etc. We devel-

oped a quantum computational method to calculate the photon numbers at different

nanocavities for each mode (pump mode and Stokes mode correspondingly). This

work couples any number of nanocavities so as to realize the quantum manipulation

of light in quantum systems, and thus providing a valuable reference for practical

applications in quantum information processing and quantum interconnects. De-
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pendence results of steady state photon numbers on different physical quantities

could give the theoretical values of output with specific settings, which is beneficial

to industrial fabrication of quantum devices.

Hamiltonian is the crux to investigate nano-structure from the quantum point of

view. Starting from exploring how the quantum system operates, we could construct

the Hamiltonian of this system which helps to study the photon dynamics. Another

significant step is to find the general recursive expression of the density operator

of photons, so as to simulate the time evolution of photon numbers as well as the

steady state photon numbers. Additionally, since our study is performed in general

cases, where the parameters of silicon have been normalized to fit any dielectric

materials, our findings can be applied to explain many practical nanostructures by

modifying certain coefficients, i.e. quantum waveguide made of coupled graphene

disks.

In addition, the above two research works both utilize the optical nonlinearity,

which has many applications:

• THz generation Broadband terahertz radiation can be generated by means of op-

tical rectification from femtosecond pulses that rapidly change in time. Today,

few THz systems have reached the stage of being practical, but this would

provide great development space and vast prospective for the technology on

THz generation.

• Stimulated Raman lasers Stimulated Raman scattering offers gain at frequen-

cies separated from the laser pump by a molecular vibration. The variety of

laser pump wavelengths and SRS materials provides exceptional diversity for

lasers. Raman lasers have the greatest value when they generate wavelengths

not available by other means.

• Pulsing lasers Nonlinear optics can create short laser pulses either by Q-

switching or mode-locking. Some examples are traditional lasers with non-

linear photonic-crystal nanocavity and diode-pumped microchip lasers with

a nonlinear Q-switch element.
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• Advanced spectroscopy Nonlinear Spectroscopy uses an incident laser light

field to perturb the optical properties of a molecule. Subsequent light probes

see changes in molecular states. Experiments typically involve SHG or FWM.

• Telecommunications The dominant information technology impacted by nonlin-

ear optics is fiber optic telecommunications. One of the most promising and

cost effective ways to increase optical link throughput is a technique known

as Wavelength Division Multiplexing, which is actually being used in com-

mercial fibre telecommunication systems.

All in all, nonlinear optics provides major benefits to some very important ap-

plications in commercial lasers, telecommunications, sensors, environmental mon-

itoring, medicine, manufacturing and materials processing, the military, and in sci-

entific instrumentation. Taken together, these applications have considerable impact

on daily life and advancing science.

9.2 Future Prospects
Research in this thesis mainly involves the enhanced optical nonlinearity of sili-

con and graphene metasurfaces as well as utilizing the nonlinear optics to design

a two-mode quantum waveguide. Nonlinear optics on 2D materials is an impor-

tant and promising research area and provides wide applicability and can be easily

extended to many other nonlinear optical interactions of practical interest. Addi-

tionally, many other 2D materials besides graphene also exhibits extraordinary op-

tical properties including extremely strong optical nonlinearities and the existence

of tightly confined plasmon modes. Thus a full understanding of different nonlinear

interactions of 2D materials is necessary for future needs of optical applications.

Future prospects of my research work can be mainly divided into three parts, which

will be discussed in detail in the following paragraphs.

Firstly, nonlinear optics, which explains nonlinear optical properties like fre-

quency, polarization, phase and path of incident light, gives rise to numerous opti-

cal phenomena besides the second harmonic generation and Raman scattering we

studied in this thesis. For example, some frequency-mixing processes such as four-
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wave mixing, and sum- and difference-frequency generation also deserve scientific

research in like manner. An interesting idea is to design a graphene-based metasur-

face with FWM and to enhance the third-order susceptibility responsible for FWM

using the homogenization approach. FWM can be used for a host of practical appli-

cations in optical telecommunications, such as wavelength conversion and optical

switching.

In the second place, research on 2D materials is promising and fascinating

in nonlinear optics nowadays due to their ultra-thin layer, strong light-matter in-

teraction, ultra-broad band, large mechanical strength, high thermal conductivity

and tunable absorption. Beyond graphene, other 2D materials like transition metal

chalcogenides (MoS2, MoSe2, MoTe2, WS2, WSe2), perovskites, gallium selenide

(GaSe), hexagonal boron nitride (BN) and black phosphorus can be studied in the

similar method as we used for graphene in this thesis. These 2D materials have been

successfully utilized in all-optical modulators, saturable absorbers used in passive

mode locking and Q-switching, wavelength converters, and optical limiters.

As the final point, quantum waveguides have been studied by physicists,

chemists and mathematicians for many years and the rate at which new contri-

butions appear is still high. In this thesis, we design a one-dimensional quantum

waveguide with two modes (pump mode and Stokes mode). As for the future work,

2D quantum system can also be studied using the similar algorithm we have de-

veloped in chapter 6. The complex pattern of the waveguide requires the higher-

dimensional coordinates, which is possible to be used as a design principle for com-

plicated photonic devices. Moreover, since photons have been used to test many of

the counter-intuitive predictions of quantum mechanics such as entanglement and

teleportation, related research involving such concepts provides plenty of interest-

ing issues to solve in the future.
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