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When you are a Bear of Very Little Brain, and you Think of Things, you find

sometimes that a Thing which seemed very Thingish inside you is quite

different when it gets out into the open and has other people looking at it.

The House at Pooh Corner, A. A. Milne





Abstract

Superfluidity is a spectacular emergent effect in quantum mechanics where fluids flow with-

out friction, cannot rotate except in quantised vortices, and can form metastable currents

that persist for astronomical timescales. First discovered in liquid helium, superfluidity has

been extensively studied in thermal equilibrium. Microcavity-polaritons however, which are

two-dimensional quasiparticles formed by the strong coupling of cavity photons and quan-

tum well excitons, do not usually equilibrate due to photons leaking from the cavity, and

must be pumped with a laser to maintain a steady state. Polaritons are bosonic and have

been shown to condense on experimental scales, yet their driven-dissipative nature poses

questions regarding whether they may become superfluids. Some associated effects have

been observed, and notably the report of nearly dissipationless flow for coherently driven

polaritons was taken as evidence of superflow. Here, we use a Keldysh path integral tech-

nique to show the superfluid response, given by the difference between the currents induced

by longitudinal and transverse forces, is zero for coherently driven polaritons that are con-

tinuously and homogeneously pumped, and find this a consequence of the gapped excitation

spectrum caused by external phase locking. Furthermore, at zero pump momentum the

system forms a rigid state that does not respond to either type of perturbation. It does

however exhibit a normal response at finite momenta, due to a coupling between the pertur-

bation and the amplitude of the state rather than a change in its momentum. This response

almost vanishes when the real part of the spectrum is linear at low frequency, which was the

regime investigated experimentally. These results suggest the observed suppression of scat-

tering should be interpreted as a sign of this new rigid state and not a superfluid, and that

driven-dissipative systems exhibit a richer collection of macroscopic quantum phenomena

than those in equilibrium.





Impact statement

This work is concerned with fundamental ideas regarding the phenomenon of superfluidity,

with particular emphasis on how it is affected by drive and decay. The core findings of

this thesis were published in Nature Communications 1 and featured in New Scientist 2.

During peer review for the former a referee suggested these results ‘can be a milestone’ in

understanding superfluidity in open systems. This is significant: superfluidity is amongst

the most substantial and intriguing manifestations of quantum mechanics on a macroscopic

scale, with direct relevance to at least four Nobel prizes.

Microcavity-polaritons, which are quasiparticles of light, are driven-dissipative systems

that must be pumped with a laser to maintain a steady state. By investigating the nature of

macroscopic states in coherently driven systems pumped continuously and homogeneously

below the optical parametric oscillation threshold, and finding that they are not, as previ-

ously thought, superfluids, but instead a new rigid macroscopic quantum state, this work

deepens understanding both of superfluidity and of the rich tapestry of quantum effects that

occur in open systems.

Polaritons are now being used in the field of quantum technologies. It is hoped that a

lattice of polaritons will soon be used to build a fully quantum simulator. Any insights we

have into synthetic states of light may prove invaluable in this pursuit. The present work

interrogates the behaviour of coherently driven macroscopic states and elucidates what kind

of effects one can expect to see in them and is therefore directly relevant to any applications

for which such a system could be put to use.
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Chapter 1

General introduction

Emergent phenomena are amongst the most extraordinary to be found in nature. Far from

it being possible to construct a complete understanding of the universe by looking only at

its smallest constituent parts, many spectacular effects only occur when the number of those

parts becomes very large3, such as air molecules forming hurricanes, water crystallising into

snowflakes, or particle spins aligning into magnets. Superfluidity is a striking example of

emergence in quantum physics4, where a macroscopic state forms characterised by a series

of peculiar flow properties, such as vanishingly small viscosity, the inability to rotate except

in tiny quantised vortices, and the flow of metastable currents that persist for astronomical

timescales. First discovered in 1938 in liquid helium-4 when cooled below 2.17K5, superflu-

idity has been widely studied, and found to occur in a variety of other systems, including

helium-3, ultra-cold bosonic atoms, and charged Cooper pairs in superconductors6,7.

While historical research on superfluidity has concentrated on examples in thermal equi-

librium, in recent years driven-dissipative systems, which never thermalise due to constant

decay and must be pumped to maintain a steady state, have begun to generate substantial in-

terest. Examples of such systems are numerous, including Bose-Einstein condensates (BEC)

of photons8,9, cold atoms coupled to photonic modes in optical cavities10, and cavity ar-

rays11,12,13. Of particular note are microcavity-polaritons14,15,16, which are two-dimensional

bosonic quasiparticles made of photons trapped in a cavity strongly coupled to excitons in

a quantum well. Polariton experiments have observed a number of effects usually associ-

ated with superfluidity, such as the suppression of scattering for flow past a defect17,18,19,

metastable persistent currents20, and quantised vortices21, and the question of how superflu-

idity may occur in these out-of-equilibrium systems has proved contentious21,22,23,24,25,26,27.

Indeed, it is unclear whether all the effects seen in equilibrium will continue to apply14,28,29.

Of particular importance when classifying these systems is the fact that superfluidity

is a ‘complex of phenomena’5. While flow without viscosity is perhaps the most famous of

these, irrotationality of superflow is crucial for characterising a superfluid state. Unlike the



24 Chapter 1. General introduction

former property, which is only approximately true at finite temperature and provides no

clear distinction between true superfluids and generic low viscosity systems, the definition

of a superfluid as a macroscopic quantum state in which the bulk does not rotate provides

a precise description. This property is encoded in the response of a system to longitudinal

and transverse perturbations. Given that superfluids exhibit the former but not the latter,

if there exists a difference between the two the system in question must contain a superfluid

component. Indeed, this has become a standard definition of superfluidity23,30,31,32,33,34,35.

Furthermore, the fraction of a system that behaves this way can be used to quantify how

much of it is ‘superfluid’ and how much is ‘normal’.

The properties of microcavity-polaritons are heavily dependent on how the system is

pumped – that is, on how photons are injected into the cavity. When this occurs incoherently,

i.e. when photons are injected far off-resonance, then relaxation processes involving excitons

and phonons will under the right conditions lead to the ‘condensation’ of polaritons into

a low energy state of the system36. This process involves the spontaneous breaking of

symmetry of the phase of the macroscopic wavefunction leading to a Goldstone mode in

the excitation spectrum of the system37,38. In a theoretical study of the longitudinal and

transverse response functions of an incoherently driven system using a Keldysh path integral

technique23, it was found that the gapless excitation spectrum allowed superfluidity to

survive despite the driven-dissipative nature of the system. Alternatively, polaritons may

be pumped coherently, i.e. they are injected at a specific energy and momentum, and can

form a macroscopic state with a phase fixed to that of the external pump39. Because of this

phase fixing, the excitation spectrum in such a system is gapped. However, experiments

have observed that coherently pumped polaritons can flow past a defect with vanishing

dissipation – a result claimed as evidence of superfluidity17. If the strength of the coherent

pump is large enough and its momentum near the inflection point of the lower polariton

dispersion, the macroscopic state becomes unstable to parametric scattering in a process

called optical parametric oscillation (OPO)40,41. In this case, two new macroscopic ‘signal’

and ‘idler’ states form with opposite phases, where this phase is chosen spontaneously and

there is a Goldstone mode. Experiments and theoretical analysis have also found reduced

dissipation for flow past a defect in this regime19.

1.1 Overview

This thesis is concerned with whether coherently driven polaritons below the OPO thresh-

old, where the pumping is continuous and homogeneous, can be a superfluid, or whether

experimental observations of dissipationless flow17 are of a different phenomenon. This is

investigated by using Keldysh field theory to calculate the longitudinal and transverse static

current-current response functions, which are found to be identical, indicating that the sys-
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tem is not a superfluid. Furthermore, we find that at zero pump momentum the system

forms a rigid state that does not respond to either type of perturbation.

In Part 1, we motivate the physics of the problem. Chapter 2 describes superfluidity in

detail, its relationship to BEC and two-dimensional systems, and its definition in terms of

response functions is developed; Chapter 3 introduces the specifics of microcavity-polaritons,

as well as previous research into condensation and superfluidity in such systems; and in

Chapter 4, we motivate Keldysh field theory and derive the Green’s functions of a coherently

driven system of polaritons.

In Part 2, we calculate the difference between the longitudinal and transverse response

functions of our system and analyse the results. In Chapter 5, we use the Green’s func-

tions to calculate the excitation spectrum and probe its relevance towards superfluidity; in

Chapter 6, we use a Keldysh path integral method to calculate the static current-current

response function; and in Chapter 7, we find the difference between the longitudinal and

transverse components is zero and describe the existence of a new rigid state, as well as

other consequences of the calculation.

Part 3 offers a general conclusion and some technical details are dealt with in the

appendices.





Chapter 2

Superfluidity

In 1928, Keesom and Wolfke, working in Leiden, concluded that liquid helium-4 exists in

two distinct phases separated by a transition at Tc = 2.17K, which they christened helium-I

above Tc and helium-II below42. Experiments into their thermodynamic properties over

the following years identified a now-famous lambda shaped peak in the specific heat at

the critical temperature, but more astonishing were the hydrodynamic properties of the

low temperature phase. In 1938, Kapitsa in Moscow and Allen and Misener in Cambridge

independently observed a sharp drop in the viscosity of the fluid at the phase transition.

Kapitsa named this discovery superfluidity after its similarity with superconductivity, which

had been found in Leiden by Onnes in 19117. Further investigation identified other peculiar

flow properties of helium-II: it did not rotate except in the form of tiny vortices, it could

support extremely long-lived metastable currents, and, perhaps most bizarrely, its lack of

viscosity meant it could spontaneously climb up the walls of its container and empty itself

onto the floor.

To explain this extraordinary phenomenon, London and Tisza suggested that the ob-

servations were caused by Bose-Einstein condensation (BEC), where a macroscopic number

of particles occupy the ground state of the system, which was at the time unobserved and

controversial. Dissipationless flow could then result from the system moving as a single

macroscopic quantum state. By contrast, in the early 1940s, Landau developed a full hydro-

dynamic theory of superfluid helium-4 without referencing BEC at all (in which he did not

believe)43. Starting from the ground state of a fluid and calculating the circumstances in

which viscosity could dissipate energy through excitations, he derived a criterion in which

superflow can occur below a critical velocity set by the excitation spectrum. Both Landau

and Tisza postulated a two-fluid model where the system consists of two components, one

‘superfluid’ and the other the ‘normal’. The normal component, which is viscous and ro-

tates like an ordinary fluid, gradually disappears as the temperature tends to absolute zero.

While the postulated two fluids do not represent literal separations of particles, they provide
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a useful basis for understanding the dynamics of the system. Landau and Tisza discovered

that there should be a type of ‘second sound’ wave where entropy fluctuations are carried

by out-of-phase oscillations of the superfluid and normal components44.

Later theoretical work, notably that of Bogoliubov45, Beliaev46, and Feynman47, es-

tablished that the microscopic basis of superfluid helium is indeed BEC and calculated its

excitation spectrum. Eventually, neutron scattering experiments in helium became sophis-

ticated enough to lend support to this48, and in 1995 BEC was observed in an ultracold

atomic gas49,50 allowing the connection between the two phenomena to be studied more

explicitly51. Additionally, it was found in 1972 that helium-3, a fermionic system, can be-

come a superfluid through the condensation of pairs of atoms, similar to Cooper pairing in

superconductors, and this process has been observed in ultracold Fermi gases as well6.

Despite the link between superfluidity and Bose-Einstein condensation, it is crucial to

note that they are not equivalent. Superfluidity is defined by flow properties and BEC

by the macroscopic occupation of a single state, and it is significant that thermal fluc-

tuations prevent the formation of BECs in two-dimensions yet superfluidity can still ex-

ist52,53. Two-dimensional bosonic systems can undergo the Berezinskii-Kosterlitz-Thouless

(BKT) transition54 to a low temperature phase that possesses algebraic order, as opposed

to true long-range order in BECs, which is seemingly enough for superfluidity to occur.

Crucially, these systems are sufficiently ordered for a ‘local’ macroscopic wavefunction to be

defined55. Microcavity-polaritons, which are the subject of this thesis, are an example of a

two-dimensional bosonic system14, and the history of their relationship with superfluidity

is explored in Chapter 3.

In this chapter, we examine the causes of superfluidity and how it is defined. Section 2.1

is concerned with off-diagonal long-range order and Section 2.2 on how it leads to flow prop-

erties such as bulk irrotationality, quantised vortices, and metastable persistent currents;

Sections 2.3 and 2.4 look at the Landau criterion and the two-fluid model, respectively;

Section 2.5 describes Bose-Einstein condensation and spontaneous symmetry breaking and

their relationship to superfluidity, including how this changes in two-dimensional systems;

and Section 2.6 defines superfluidity in terms of the current-current response function.

2.1 Off-diagonal long-range order

Fundamentally, superfluidity is a macroscopic quantum phenomenon. While fluids are ordi-

narily highly disordered, the particles in a superfluid behave collectively and form a single

quantum state the size of the entire system. Mathematically, we can describe this in terms

of off-diagonal long-range order5,6,7. The single particle density matrix is given by

ρ(x,x′) = 〈ψ̂†(x)ψ̂(x′)〉, (2.1)
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(a) (b)

Figure 2.1: (a) At high temperatures, spins on a lattice form a disordered state where there is an
exponential decay of correlations. (b) In some circumstances, lattice spins may line
up in an ordered state with constant correlations and finite magnetism.

showing the overlap between a field at x and another at x′, averaged over the rest of the

system. This can be thought of as a measure of how correlated different points of the

system are. If a system is disordered, then these correlations will decay exponentially, and

the density matrix is given by

ρ(x,x′) ∼ e−|x−x
′|/ξ(T ), (2.2)

where the length scale of correlations is set by the temperature dependent quantity ξ(T ),

known as the correlation length. In this case the density matrix is almost diagonal. To visu-

alise this, consider the case of magnetism, where the complex field describes the amplitudes

and angles of orientation of magnetic moments on a lattice. In the disordered state (shown

in Fig. 2.1(a)), the directions of the individual spins are uncorrelated, and their magnetic

moments cancel out leading to zero overall magnetisation.

By contrast, suppose we have a density matrix that is constant as the distance between

the two points tends to infinity, |x− x′| → ∞,

lim
|x−x′|→∞

ρ(x,x′) = 〈ψ̂†(x)ψ̂(x′)〉 ∼ constant. (2.3)

This roughly corresponds to all the spins in the magnet being aligned (see Fig. 2.1(b))

leading to finite overall magnetisation. In this case, the density matrix is approximately the

same at all values of x and x′, i.e. the system has off-diagonal long-range order (ODLRO).

As the values as x and x′ are independent, we have that

〈ψ̂†(x)ψ̂(x′)〉 ' 〈ψ̂†(x)〉〈ψ̂(x′)〉 ∼ constant, (2.4)
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and the order in the system can be defined by a complex order parameter,

〈ψ̂(x)〉 = ψ(x) = |ψ(x)| eiφ(x), (2.5)

which we may interpret as the wavefunction of a macroscopic quantum state. As the order

parameter is an average over the system of the value of the field, the mean-field approxima-

tion will yield a finite value.

2.2 Superfluid flow properties

Amongst the defining flow properties of superfluids, bulk irrotationality, quantised vortices,

and metastable persistent currents follow quite straightforwardly from the macroscopic wave-

function. As quantum fluctuations are small on macroscopic scales, we may find the current

associated with this wavefunction by substituting Eq. (2.5) into the expression for the current

in quantum mechanics:

j(x) = − i~
2m

[ψ∗(x)∇ψ(x)− [∇ψ∗(x)]ψ(x)] = |ψ(x)|2 ~
m
∇φ(x). (2.6)

As the current is given by a density times a velocity, we see that the velocity of the macro-

scopic state, which we call the superfluid velocity vs(x), is proportional to the gradient of

the wavefunction phase:

vs(x) =
~
m
∇φ(x). (2.7)

It follows that the curl of this is zero,

ωs = ∇× vs(x) = 0, (2.8)

and superfluid flow is irrotational. However, looking instead at the circulation,

Γ =

∫∫
ωs.dS =

∮
vs(x).dl, (2.9)

we see that the superfluid velocity gives

Γ =

∮
~
m
∇φ(x).dl =

~
m

∆φ(x), (2.10)

which, due to the compact nature of the phase, admits some finite solutions. For the

wavefunction to be single valued, the change in phase around a closed loop must be an

integer multiple of 2π, and so the circulation is quantised:

Γ =
h

m
n. (2.11)
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Figure 2.2: A vortex results from an integer number of rotations of the phase around a loop. This
is easiest to visualise in the case of spins on a lattice. In a superfluid there is no lattice
and it is the phase of the macroscopic wavefunction that leads to vortices.

This effect manifests itself as the appearance of quantised vortices, which are infinitesimal

defects that allow the superfluid to carry angular momentum (see Fig. 2.2) despite the bulk

being irrotational. The integer n, the number of rotations of the phase around the loop,

is known as the winding number, and can be negative as well as positive, corresponding to

antivortices that can combine with positive vortex configurations and annihilate. The loops

in phase that lead to vortices cannot be smoothly deformed away and consequently vortices

are often described as topological defects7.

2.2.1 The Hess-Fairbank effect

A spectacular experimental demonstration of bulk irrotationality and quantised vortices is

known as the Hess-Fairbank effect. In this experiment, a bucket of radius R full of liquid

helium above the superfluid transition temperature is rotated with angular velocity ω, and

the fluid allowed to come into equilibrium with the container walls. The temperature is then

cooled below Tc, at which point it is found that the superfluid component ceases to rotate

(giving its angular momentum back to the bucket). However, if the angular velocity is above

one half of a quantum of vorticity,

ω >
ωc
2

=
1

2

~
mR2

, (2.12)

then a vortex will form in the superfluid to carry the angular momentum. In the case where

ω � ωc then lots of vortices will form and arrange themselves into a lattice (see Figs. 2.3

and 2.4).

The Meissner effect in superconductors, where magnetic fields are expelled from the

bulk of the material, is analogous to the Hess-Fairbank effect. To see this, consider changing

to the frame of the bucket. When cooled below Tc, the absence of rotation in the lab frame
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Figure 2.3: An ordinary fluid (right) in a spinning bucket will rotate along with the container.
By contrast, a superfluid (left), can only rotate in the form of quantised vortices.

is equivalent to a flow of current in the converse direction, rendering the system perfectly

diamagnetic6.

2.2.2 Metastable persistent currents

Another remarkable property of superfluids is that they can host metastable states in which

a current flows for extremely long timescales. This can be shown experimentally with a torus

of radius R and cross-sectional width a, where R � a, filled with liquid helium. Starting

above Tc, the torus is rotated at an angular velocity ω > ωc and allowed to equilibrate

with the container. The system is then cooled through the transition and, unlike in the

Figure 2.4: Vortices arranged in a lattice on the surface of a macroscopic state of sodium atoms
stirred by a laser beam56.
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Hess-Fairbank effect, the current in the fluid will continue to flow as the geometry allows

a winding of the phase around the torus to support it, much like a macroscopically sized

vortex. Remarkably, if the rotation of the container is then stopped, this current will carry on

flowing in a metastable state unlikely to decay for astronomical timescales6. In contrast to a

normal current, the flow around the torus cannot continuously slow down – it is topologically

protected – and it can be shown that the toroidal geometry is an essential requirement for

this14. Notably, this effect is only possible in the presence of repulsive interactions between

particles5, and it cannot be considered a generic consequence of BEC as it breaks down for

order parameters more complicated than a complex number.

2.3 The Landau criterion

Dissipationless flow (see Fig. 2.5) can be qualitatively understood as a result of the unified

motion of the particles in the macroscopic quantum state. A more precise description of

this behaviour was provided by Landau, who constructed an explanation based on energetic

arguments around the appearance of excitations above the ground state of a flowing fluid at

absolute zero43. In fact, while consistent with them, his arguments do not reference BEC

or long-range order at all.

Landau reasoned that a viscous fluid requires available excitation states through which

to dissipate energy30. Indeed, if arbitrarily small transfers of momentum and energy are

impossible, then there will be a regime in which the fluid flows without friction57. To

examine this, we consider a fluid flowing with energy E and momentum P between the

Figure 2.5: When an ordinary fluid (right) flows against an obstacle, excitations may form which
scatter off the object and dissipate energy. In a superfluid (left), excitations cannot
form, and the fluid passes the obstacle without dissipation.
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Figure 2.6: A fluid flows between the walls of a container with velocity v. It is in the ground state
and at absolute zero.

walls of a container (see Fig. 2.6). In a new frame, K ′, moving with velocity V compared

to the original frame K, we have that

P ′ = P −MV , (2.13)

E′ =
1

2M
|P −MV |2 = E − P .V +

1

2
M |V |2 . (2.14)

Now, taking K to be the rest frame of the fluid and considering the case where T = 0 so it

is in its ground state, we can see that if a single excitation with momentum p and energy

ε(p) were to exist (see Fig. 2.7), the total energy and momentum would be

P = p, (2.15)

E = E0 + ε(p), (2.16)

where E0 is the ground state energy of the fluid at rest. Changing to frame K ′, where

V = −v, so the fluid flows at velocity +v, our total energy and momentum are now

P ′ = p+Mv (2.17)

E′ = E0 + ε(p) + p.v +
1

2
M |v|2 . (2.18)

Figure 2.7: An excitation with energy ε(p) and momentum p forms in the rest frame of the fluid.
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Therefore, it will be energetically favourable for excitations to form if

ε(p) + p.v < 0. (2.19)

This is only true if the flow velocity is larger than a critical velocity given by

vc = min
p

ε(p)

p
, (2.20)

where by minp we mean the value of p which minimises the expression. In a fluid flowing

above vc, excitations will proliferate and allow the system to dissipate energy through vis-

cosity, destroying the superfluid state. This condition is known as the Landau criterion for

superfluidity. Crucially, it can only be fulfilled if the critical velocity is finite, which depends

on the excitation spectrum. For a linear excitation spectrum, ε(p) = cp (Fig. 2.8(a)), we

have that

vc = min
p

cp

p
= c. (2.21)

That is, the critical velocity is equal to the speed of sound, c. The Landau criterion is

also fulfilled by gapped spectra, for example ε(p) = ∆ + Ap2 where ∆ and A are constants

(Fig. 2.8(b)), with a critical velocity given by vc = 2
√

∆A. By contrast, for a gapless

quadratic spectrum, which characterises massive free particles, the critical velocity is zero:

vc = min
p

Ap2

p
= 0. (2.22)

Such a system can never be a superfluid because excitations can form at any flow veloc-

ity. Another notable system that fulfils the criterion is that of a weakly interacting Bose
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Figure 2.8: (a) For a linear excitation spectrum the critical velocity is the slope of the line. (b)
For a gapped spectrum (red), the critical velocity is the slope of the shallowest line
that both goes through the origin and touches the spectrum (purple). For a gapless
quadratic spectrum this line has zero gradient and thus the critical velocity is zero.
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Figure 2.9: The Bogoliubov spectrum (blue) is the excitation spectrum of a weakly interacting
Bose gas that has undergone BEC. In the limit of small momenta this tends to a linear
spectrum and thus has a finite critical velocity (given by the slope of the purple lines).

gas that has undergone BEC, where the excitations are given by the Bogoliubov spectrum

(Fig. 2.9)33:

εB(p) = ±

√
p2

2m

(
p2

2m
+ 2n0V

)
. (2.23)

This system has a critical velocity given by vc =
√
n0V/m, where n0 is the particle number

density in the condensed state and V is the interaction strength.

By considering the Bogoliubov spectrum in the laboratory frame for a condensate flow-

ing with velocity v0, we can visualise how excitation states become energetically available

only above the critical velocity. Eqs. (2.17) and (2.18) show how in this frame, as well

as there being a shift in condensate energy and momentum (which here plays the role of
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Figure 2.10: (a) In the laboratory frame for a condensate travelling with velocity v0, the excitation
spectrum is tilted and shifted in energy and momentum. However, below the critical
velocity vc there are no excitation energies at the same energy as the condensate
(indicated by the dashed line) into which scattering may occur. (b) When v0 > vc,
the tilt in the excitation spectrum becomes more pronounced leading to available
states into which there may be scattering.
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Landau’s ground state fluid), there is a term pv0 added to the spectrum (Eq. (2.23)) which

causes it to be tilted. Fig. 2.10(a) shows this for where v0 < vc, and it can be seen that in

this case there are no excitation states at the condensate energy, indicated by the dashed

line, into which there may be scattering. However, as shown in Fig. 2.10(b), this changes

when v0 > vc as the tilt in the spectrum becomes so pronounced that there are available

excitation states into which the system may dissipate energy.

2.4 The two-fluid model

Landau’s argument for dissipationless flow assumes the fluid is at T = 0, which is not true of

any real system. Consequently, there will always be a finite number of thermal excitations

that will behave like a ‘normal’ fluid and dissipate energy viscously, irrespective of the

flow velocity. To incorporate this, Landau proposed the two-fluid model (also suggested by

Tisza44): a superfluid system contains two fractions, ‘superfluid’ and ‘normal’, where only

the former possesses superfluid flow properties. It is important to note that these fractions

do not correspond literally to particles in the system but are rather a way of quantifying

the system’s behaviour (indeed, the excitations here are quasiparticles, not simply excited

helium atoms). We can write the current in terms of the densities of these components as

j = ρsvs + ρnvn, (2.24)

where the total density is ρ = ρs + ρn. Landau used this idea to formulate a complete series

of hydrodynamic equations describing the motion of helium-II43, and experimental results

have confirmed the two-fluid picture as accurate58.

The existence of a normal fraction shows that the intuitively satisfying interpretation

of defining superfluids as simply fluids without viscosity is incorrect. All real superfluids will

be at finite temperature and will possess a viscous normal component. Additionally, such a

definition makes no distinction between a fluid with merely low viscosity and one possessing

the collection of properties described in Section 2.2. By contrast, the two-fluid model allows

us to classify superfluids quantitatively by defining the superfluid fraction. Putting this

explicitly, the proportion of the fluid that is ‘superfluid’ rather than ‘normal’ is given by34

fs(T ) =
ρs(T )

ρ
, (2.25)

which is zero at T = Tc and unity at T = 0. To measure this experimentally we note that a

superfluid will display a reduced, nonclassical moment of inertia. Therefore, if we rotate a

container of our fluid below the critical temperature, we will find that the superfluid fraction
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is given by

fs(T ) = 1− lim
ω→0

〈L〉
Iclω

, (2.26)

where 〈L〉 is the expectation value of the angular momentum and Icl is the classical moment

of inertia. Other common formulations of this idea are that of the superfluid stiffness,

ρs = m2Ks, which is related to the energy required to twist the macroscopic phase27 (and

thus induce a current), E(φ(x)) = (Ks/2)
∫
dx(∇φ(x))2, and also a description in terms

of the static current-current response function, where the superfluid density is equal to the

difference between the longitudinal and transverse responses of the system to perturbations.

The latter idea will be developed in Section 2.6 and forms the basis of the calculations in

Chapters 6 and 7.

2.5 Bose-Einstein condensation

Bose-Einstein condensation, while distinct from superfluidity, has been closely associated

with it ever since London offered it as an explanation of Kapitsa, Allen, and Misener’s

observations in 1938. Significantly, BEC is a mechanism by which a three-dimensional

bosonic system may acquire off-diagonal long-range order. To see this, consider the Bose-

Einstein distribution, which governs the occupation of states in bosonic systems:

nB(ε, T ) =
1

e(ε−µ)/kBT − 1
. (2.27)

This function diverges at positive energies unless the chemical potential µ is less than zero.

If we approximate the energy levels as continuous, we get a condition for the Bose-Einstein

distribution to hold, ∫ ∞
0

ρ(ε)dε

eβε − 1
≥ N, (2.28)

where ρ(ε) is the density of states and N is the total number of particles in the system.

In one- and two-dimensions, ρ(ε) is proportional to ε−1/2 and a constant, respectively, and

Eq. (2.28) holds for all T . However, in three-dimensions, the density of states is given by

ρ(ε) = V
gs

4π2

(2m)

~3

3/2

ε1/2, (2.29)

where V is the volume and gs the number of spin projections, and Eq. (2.28) fails at a

critical temperature given by

kBTc ' 3.31

(
N

V gs

)2/3 ~2

m
. (2.30)

At temperatures lower than Tc, the distribution becomes infinite at the lowest energies

and Bose-Einstein condensation occurs where a macroscopic number of particles occupy the
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ground state of the system. By ‘macroscopic’, we mean that the occupation of the ground

state N0 is of the same order of magnitude as N . Notably, the transition occurs when the

de Broglie wavelength λ = h/p is roughly the same as the average separation between the

particles, highlighting that this is a quantum effect dependent on them having a wave-like

nature.

To relate this back to long-range order, we may write the one particle density matrix

as

ρ(x,x′) = 〈ψ̂†(x)ψ̂(x′)〉 =
1

V

∑
p

e−ip.(x−x
′)〈ψ̂†pψ̂p〉 =

1

V

∑
p

e−ip.(x−x
′)Np, (2.31)

where we have Fourier transformed the field operators into momentum space and assumed

that the system is homogeneous and isotropic. For a condensate, the momentum distribution

is:

Np = N0δp,0 +N ′p, (2.32)

where the first term gives the ground state and the second the Bose-Einstein distribution

with ε = p2/2m and µ = 0. Substituting this into the one particle density matrix, we get

ρ(x,x′) = n0 + ρ′(x,x′), (2.33)

where n0 = N0/V . The density matrix for the excited states, ρ′(x,x′), will follow the usual

exponential decay of correlations, and so in the limit |x− x′| → ∞ we have that

lim
|x−x′|→∞

ρ(x,x′) = n0 = constant. (2.34)

That is, Bose-Einstein condensation causes off-diagonal long-range order.

While the above derivation is for non-interacting systems, statistical arguments can be

made suggesting it is likely that all liquid bosonic systems condense at T = 06. Given that

the one-particle density matrix is Hermitian, we may diagonalise it into a complete set of

orthonormal eigenfunctions χi(x),

ρ(x,x′) =
∑
i

Niχi(x)χi(x
′). (2.35)

A general definition of BEC is a system in which one of the eigenvalues Ni is roughly equal

to the total number of particles N .

Interestingly, in systems that are both a BEC and a superfluid, the condensate fraction,

N0/N , may be different to the superfluid fraction, ρs/ρ, which is true in liquid helium-4 at

T = 0, where N0/N ∼ 9%48 and yet ρs/ρ = 100%. This is remarkable, as it shows that the
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Figure 2.11: (a) The minima in potential energy depend on the sign of α, the coefficient of
the quadratic term in Eq. (2.37). When α > 0, the minimum is where the order
parameter ψ = 0 and the state is unordered. However, when α < 0, ψ is finite and
the state is ordered. (b) In the ordered state the degenerate minima of potential
energy form a circle in the Argand diagram of complex ψ. Amplitude fluctuations
away from the minima cost energy and contribute a mass term to the action. By
contrast, fluctuations in phase cost no potential energy, resulting in a massless mode
around the bottom of the potential that is known as a Goldstone mode.

order in the system due to 9% condensation is sufficient for 100% to flow like a superfluid, and

it can be explained by the strong interactions between particles in helium, leading to a finite

probability for non-condensate particles to participate in the superflow31. By contrast, in

three-dimensional ultracold Bose gases, where interactions are much weaker, the condensate

and superfluid fractions are the same42.

2.5.1 Spontaneous symmetry breaking

Applying Landau’s theory of phase transitions, the free energy in a system of neutral, inter-

acting bosons with order parameter ψ = 〈ψ̂(x)〉 is given by57

F [ψ] =

∫
dx

(
~2

2m
|∇ψ|2 + α |ψ|2 + λ |ψ|4 ...

)
, (2.36)

where we neglect higher order terms as we are interested in small ψ around the transition

point. Thus, the potential energy density in the system is

V [ψ] = α |ψ|2 + λ |ψ|4 , (2.37)

where for the energy to be bounded from below we have that λ > 0. The shape of the

potential energy curve, and consequently the behaviour of the system, depends on the sign

of α. As shown in Fig. 2.11(a), when α > 0 the minimum of energy is at ψ = 0 and the
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state is unordered. By contrast, when α < 0 the order parameter is finite, ψ 6= 0, and

there is a degenerate energy minimum around a circle in the Argand diagram of complex

ψ (Fig. 2.11(b)). The transition between the unordered and ordered states occurs when

α = 0, so an appropriate form for α to describe a system in which the phase transition is

temperature dependent is where the sign changes at the critical temperature Tc,

α(T ) = a(Tc − T ), (2.38)

for some constant a. While the phase of the order parameter is a continuous symmetry of

the action, during the transition to the ordered state one particular phase must be picked

out in a process known as spontaneous symmetry breaking. E.g., in the case of magnetism,

this corresponds to the fact that the magnetisation may in theory point in any direction,

but during the transition one in particular will be chosen.

To see how a real system might behave we must go beyond the mean-field and look

at fluctuations. We can decompose these into those of amplitude and phase: ψ = (|ψ0| +

|δψ|) exp(iφ+ iδφ) (see Fig. 2.11(b)). Amplitude fluctuations involve increases in potential

energy and thus contribute a mass term to the action. By contrast, fluctuations in phase cost

no potential energy at all, leading to a massless branch of excitations known as a Goldstone

mode. Typically, a Goldstone mode will have a gapless spectrum that goes to zero linearly in

the long-range limit, p→ 059. For instance, consider a system described by the Lagrangian

L =

∫
dx

(
1

2
|∂tψ|2 −

1

2
|∇ψ|2 − V (|ψ|)

)
, (2.39)

where x = (t,x) and ψ = ψ(x). If we take fluctuations in the phase around the bottom of

the potential, that is, we write ψ(x) = ψ0ei(φ0+δψ(x)), then the Lagrangian becomes

L =

∫
dx

(
|ψ0|2

2
(∂tδφ)2 − |ψ0|2

2
(∇δφ)2 − V (|ψ0|)

)
, (2.40)

Substituting this into the Euler-Lagrange equation to find the equation of motion for the

fluctuations δφ, we see that it is a wave equation with linear dispersion relation. That is,

for this particular kind of fluctuation there are no potential terms that contribute in the

long-range limit, so the spectrum is gapless.

It stands to reason that low energy excitations will dictate the behaviour of a system

at extremely low temperatures. In superfluid helium-4, the excitation spectrum is given

by gapless phonons and gapped rotons (see Fig. 2.12), where both parts of the excitation

spectrum fulfil the Landau criterion for dissipationless flow.
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Figure 2.12: The excitation spectrum of the low temperature phase of helium-4. At lower tem-
peratures the behaviour of the system is dominated by gapless, linearly dispersed
phonons. As the temperature rises the gapped, approximately quadratic rotons
become more important. Both parts of the spectrum corresponding to these quasi-
particles fulfil the Landau criterion.

2.5.2 Two-dimensional systems

When moving beyond a mean-field analysis we must consider whether the ordered state is

stable in the presence of fluctuations. Specifically, the free energy is a function of entropy,

F = E − TS, and so to minimise F there will be competition between the potential min-

imum and temperature fluctuations towards higher entropy states, where the outcome will

depend on the system dimension. When the dimension is two or lower, the Mermin-Wagner

theorem60 states that there cannot be spontaneous breaking of a continuous symmetry, and

so a finite complex order parameter cannot exist.

For instance, we may describe the phase of a complex order parameter in a two-

dimensional system by using the continuum XY-model for spins in a plane61:

HXY = J

∫
d2x(∇φ(x))2. (2.41)

In agreement with the Mermin-Wagner theorem, in the presence of fluctuations the single

particle density matrix for this Hamiltonian shows an algebraic decay of correlations at all

temperatures57

ρ(x,x′) = 〈ψ̂†(x)ψ̂(x′)〉 = a |x− x′|−η(T )
, (2.42)

for some constant a and temperature-dependent exponent η(T ). If we extend the model

to include vortices, an argument given by Berezinskii, Kosterlitz, and Thouless (BKT)54

shows that above a critical temperature vortex-antivortex pairs in the system will find it

energetically favourable to unbind, on account of the associated increase in entropy. The

proliferation of individual vortices destroys the algebraic order leading to a high-temperature

phase with exponentially decaying correlations (Eq. (2.2)).
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Figure 2.13: A current flowing in response to a perturbing force may originate through longitu-
dinal or transverse actions, corresponding to pushing and shearing, respectively. A
superfluid responds to longitudinal but not transverse perturbations30,31,32,33,57.

While not true long-range order, the algebraic decay of correlations is much slower than

exponential decay and we may consider this system to be quasiordered. Indeed, the decay

is slow enough that we may assume the existence of a local BEC and a local condensate

wavefunction55. This local order is sufficient for the existence of superfluidity, which has

been shown to survive in two-dimensional systems such as thin films of helium-452 and

ultracold atomic gases confined by a potential53.

2.6 Response functions

As referenced in Section 2.4, the fact that superfluids do not respond to slow rotations

provides a mechanism to clearly define superfluidity and the superfluid fraction30,31,32,33,57.

This property can be formulated in terms of the linear response of the system to perturba-

tions.

For a perturbation f coupled to a current, δĤ =
∑
q ĵ(q).f(q), the static current-

current response function χij(q) is defined as the generalised susceptibility for a current to

flow in response to the perturbation,

ji(q) = χij(q)fj(q), (2.43)

where χij is given by the correlator of two current operators, with the average taken over

the perturbed system59,62,

χij(q) = −i〈ĵi(q)ĵj(−q)〉. (2.44)

The superfluid fraction responds to longitudinal perturbations (potential forces or pushes)

but not transverse ones (to shears) (see Fig. 2.13), whereas the normal fraction will respond

equally to both. Consequently, if the difference between the longitudinal and transverse

parts of the current-current response function is finite, this shows that there is a superfluid

component in the system.

Mathematically, the longitudinal and transverse response functions (χL and χT ) can be

found by taking the long-range limit of a diagonal component of the full response function,
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χii(q → 0), and varying the order in which the longitudinal and transverse components of

q (those parallel to and perpendicular to i, respectively) are taken to zero. For example,

consider a two-dimensional system which is perturbed in the x-direction. If we wish to find

the current that flows in the x-direction in response to this, we want to calculate χxx. To

find the component of this response that is longitudinal, we take the transverse momentum

qy to zero, effectively ignoring it, and find the limiting behaviour of the system as qx → 0.

That is to say, the momentum in the longitudinal direction is the physically relevant limit,

so the result is χL. By contrast, if we take qx → 0 first then the limit of the transverse

momentum, qy → 0, will be the physically relevant one and we will get χT . In an isotropic

system, we may use rotational symmetry to write this decomposition as

χij(q) =
qiqj
q2

χL(q) +

(
δij −

qiqj
q2

)
χT (q). (2.45)

Note that if the longitudinal and transverse responses are the same in the long-range limit,

i.e. χL(q → 0) = χT (q → 0) = χ′, then χij(q → 0) = δijχ
′.

2.6.1 Sum rules

While the difference between the longitudinal and transverse response functions can show

us whether there is a superfluid component in a system, to relate this to the superfluid

fraction (Eq. (2.25)), we need a relationship between the response functions and the densities,

ρ = ρn + ρs. For an isotropic system that conserves particle number, this relationship is

given by what is known as the f-sum rule30, where the ‘sum’ refers to the fact that it involves

an integral over frequency63. Linear response theory gives an expression for the response

function in terms of the current as64

χij(q) =
2

Z
∑
n,m

eβEn

En − Em
〈n|ĵ†i (q)|m〉〈m|ĵj(q)|n〉, (2.46)

which, combined with Eq. (2.45), gives for the longitudinal response function,

χL(q) =
qiqj
q2

χij(q) =
2

q2Z
∑
n,m

e−βEn

En − Em

∣∣∣〈n|q.ĵ(q)|m〉
∣∣∣2 . (2.47)

If particle number is conserved in our system, the continuity equation will be valid. In

momentum space this is given by

[Ĥ, ρ̂(q)] = −~q.ĵ(q), (2.48)
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which substituted into the longitudinal response function leads to

χL(q) =
1

~2q2Z
∑
n

e−βEn〈n[ρ̂(q), [Ĥ, ρ̂†(q)]]|n〉. (2.49)

The f-sum rule is the energy weighted moment of the structure factor and is given by

~2

∫
dω ω S(ω, q) =

1

2
〈[ρ̂(q), [Ĥ, ρ̂†(q)]]〉 = N

~2q2

2m
. (2.50)

Substituting this into the above expression for χL(q) leads to an expression for the total

density of the system:

ρ = mχL(q)/A. (2.51)

Similarly, the normal density is given by the transverse response function in the long-range

limit30,33:

ρn = mχT (q → 0)/A, (2.52)

and thus, the superfluid fraction can be found by taking the difference between the longitu-

dinal and transverse response functions in this limit:

fs =
ρs
ρ

= lim
q→0

(
χL(q)− χT (q)

χL(q)

)
. (2.53)





Chapter 3

Microcavity-polaritons

Unlike ordinary matter, photons may not form stable fluids as they are massless and interact

only very weakly14. However, experiments using semiconductor microcavities65 have estab-

lished a technique which rectifies this. Photons can acquire a mass when they are trapped

in a two-dimensional plane between two mirrors. They may then be brought into resonance

with excitons in quantum wells in the cavity, to which they couple strongly, leading to an-

ticrossing and the formation of quasiparticle states called microcavity-polaritons. Due to

their excitonic component, polaritons exhibit significant interparticle interactions and may

form stable fluids of light.

These cavities cannot trap photons perfectly however, and so polaritonic systems must

be pumped continuously with a laser to maintain a steady state. Because of this, they are

known as driven-dissipative systems and often polariton decay is fast enough that it prevents

thermalisation. As a composite of photons and excitons, polaritons have bosonic exchange

symmetry and much research has concentrated on their relationship with Bose-Einstein

condensation15, particularly with respect to how it is affected by their two-dimensional

and nonequilibrium nature. Additionally, the topic of polariton superfluids has attracted

substantial interest in recent years.

In this chapter, we introduce microcavity-polaritons and their properties. Section 3.1

describes the system and the coupling between cavity-photons and quantum well excitons;

Section 3.2 deals with the decay of photons from the cavity and the laser driving required

to maintain a steady state; and Sections 3.3 and 3.4 review previous work on condensation

and superfluidity in microcavity-polaritons, respectively.

3.1 Strong coupling of photons and excitons

Semiconductor microcavities (see Fig. 3.1) consist of two micron-scale distributed Bragg

reflectors (DBRs) which may be used to trap photons in one direction15. DBRs, which

are typically constructed from cadmium telluride or gallium arsenide, consist of layers of

alternating refractive index leading to high quality reflection for wavelengths close to four
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Figure 3.1: Microcavity-polaritons are quasiparticles formed by the strong coupling of photons
trapped between two distributed Bragg reflectors and excitons trapped in quantum
wells. Polaritons are free to move in the two-dimensional plane perpendicular to their
confinement.

times the layer widths. Photons trapped in the cavity are free to move in the two-dimensional

plane perpendicular to their confinement, with a dispersion relation given by16 (from now

on we take ~ = 1)

ωc(k) =
c

n

√
q2
z + k2 =

c

n

√(
2πN

Lw

)2

+ k2, (3.1)

where c is the speed of light, n the refractive index, k the in-plane momentum, and qz the

momentum in the cavity direction, which is given by the cavity mode N (we will always

take N = 1) and the cavity size Lw. For small wavevectors, this can be expanded,

ωc(k) ' ω0
c +

k2

2mc
, (3.2)

and we see that trapping photons in two-dimensions causes them to acquire a mass, given by

mc = (n/c)(2πN/Lw), which is very small compared to that of an electron, mc ∼ 10−4me,

and may be tuned by changing the cavity parameters.

Cavity-photons can be brought in to resonance with Wannier-Mott excitons trapped

in two-dimensions in quantum wells in the centre of the cavity. This leads to a coupling

between them where, roughly speaking, photons create excitons and vice versa. The coupling

is strongest when the quantum wells are located at an antinode of the light mode. The system

can be described by a Jaynes-Cummings interaction:

Ĥ0 =
∑
k

ωc(k)ĉ†kĉk +
∑
k

ωx(k)x̂†kx̂k +
ΩR
2

∑
k

(
ĉ†kx̂k + x̂†kĉk

)
, (3.3)

where ĉk and x̂k are photonic and excitonic operators, respectively, and ΩR is the Rabi

frequency. Here we have made the rotating wave approximation, i.e. there are no antireso-
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Figure 3.2: The excitonic dispersion (dashed green) is approximately constant compared to the
photonic (dashed red) due to the much larger exciton mass. Strong coupling leads to
anticrossing and the formation of upper and lower polariton branches (solid black).
Polaritons interact because of their excitonic component, while their photonic part
causes decay and the need for an external drive. A coherent laser pump resonantly
tuned to the polariton dispersion is marked by a blue dot (see Section 3.2). The
minimum energy difference between the lower and upper polariton dispersions is given
by the Rabi energy.

nant terms like ĉkx̂k, which is valid when ΩR is small compared to the photon and exciton

energies14. The photonic dispersion (Eq. (3.2)) is parabolic, while the excitonic dispersion,

ωx(k) = ωx + k2/2mx, can be considered flat by comparison due to excitons having a much

higher mass, so we take it to be constant, ωx(k) ' ωx.

In the limit of ‘strong coupling’, where the coupling strength exceeds the damping

and lifetime of the particles66, there is anticrossing (see Fig. 3.2) and we may diagonalise

the Hamiltonian in terms of quasiparticle operators âUP/LP,k, known as upper and lower

polaritons:

Ĥ0 =
∑
k

ωLP (k)â†LP,kâLP,k +
∑
k

ωUP (k)â†UP,kâUP,k. (3.4)

This is not possible for weak coupling strengths as the eigenmodes of the system remain

photons and excitons. The diagonalisation is given by the transformation15,67,68

âLP,k
âUP,k

 =

 Xk Ck

−Ck Xk


x̂k
ĉk

 , (3.5)

where Xk and Ck are known as the excitonic and photonic Hopfield coefficients, respectively,

Xk =
ωLP (k)− ωc(k)√

(ωLP (k)− ωc(k))2 + Ω2
R/4

, (3.6)
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Ck = − ΩR

2
√

(ωLP (k)− ωc(k))2 + Ω2
R/4

, (3.7)

which obey the relation |Ck|2 + |Xk|2 = 1. The upper and lower polaritons have distinct

dispersion relations given by

ωUP/LP (k) =
1

2

(
ωx − ωc(k)±

√
(ωx − ωc(k)2 + Ω2

R

)
. (3.8)

In what follows we recognise that the energies we are interested in are all much smaller than

ΩR, and therefore we neglect the upper polaritons (we will now write âLP,k = âk).

Excitonic interactions in the system, which at low momenta are dominated by the

short-range exchange of electrons between excitons16, can be modelled as a weak contact

interaction between polaritons:

Ĥint =
V

2

∑
k,k′,q

â†k−qâ
†
k′+qâkâk′ , (3.9)

where V is the interaction strength. We see also that combining the Hamiltonians Ĥ0 +Ĥint

from Eqs. (3.4) and (3.9) gives the Hamiltonian for a weakly interacting Bose gas.

3.2 Drive and decay

Due to photons leaking from the microcavity, polaritons decay on a timescale of around

5ps69. This process can be described in the Hamiltonian by a coupling to a decay bath68,70:

Ĥbath =
∑
p

ωA(p)Â†pÂp +
∑
k,p

ζk,p(â†kÂp + Â†pâk), (3.10)

where ζk,p is the coupling between the polaritons and the bath modes Âp, and ωA(p) is the

dispersion of these modes. Energy and momentum are conserved during polariton decay,

allowing the polariton dispersion, lineshape, and coherence properties to be inferred from

measurements of the emitted photons. As the rate of decay is often faster than thermalisa-

tion, these systems tend to be out-of-equilibrium and have no clearly defined temperature

or chemical potential.

To maintain a steady state given this decay, polaritons must be pumped with a laser.

Broadly speaking, there are two different ways of achieving this. Incoherent, or non-resonant,

pumping, involves the driving laser being tuned to high energies far from the lower polari-

ton dispersion. The injected particles create high energy excitons which relax via phonon

emission and absorption, as well as recombining into photons, eventually forming lower

polaritons71. Alternatively, the system may be pumped coherently, i.e. resonantly or near-

resonantly with the lower polariton dispersion, directly creating polaritons that inherit the
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coherence of the laser pump. The momentum kp of the coherently generated polaritons

is set by the angle θ at which the laser is incident on the system through the equation,

kp = (ωp/c) sin θ, where ωp is the pump frequency and c the speed of light. We can describe

coherent pumping by introducing a term to the Hamiltonian68,

Ĥpump =
1√
2

(Fp(t)â
†
kp

+ F ∗p (t)âkp), (3.11)

where Fp(t), the amplitude of the pump, is given by Fp(t) = Fpe
−iωpt, and without loss

of generality we may select the pump momentum to be in the x-direction, kp = (kp, 0).

Combining Eqs (3.4), (3.9), (3.10), and (3.11), and performing a gauge transformation to

remove the time-dependence,

â→ âe−iωpt, Â→ Âe−iωpt, (3.12)

we can write the full Hamiltonian for coherently pumped polaritons as

Ĥ =
∑
k

ωLP (k + kp)â
†
kâk +

V

2

∑
k,k′,q

â†k−qâ
†
k′+qâkâk′ +

Fp√
2

(â†0 + â0)

+
∑
p

ωA(p+ kp)Â
†
pÂp +

∑
k,p

ζk,p(â†kÂp + Â†pâk), (3.13)

where the momenta have been resummed to be with respect to the pump, k→ k+ kp, and

we write âk to mean âk+kp for brevity.

One advantage of polaritonic systems is their versatility. For instance, it is possible to

tune the interaction strength by changing the detuning between the photons and excitons

and the density by changing the pump power69.

3.3 Polariton condensation

Bose-Einstein condensation was first definitively observed 70 years after it was originally

predicted49, with part of the difficultly stemming from achieving extremely cold transition

temperatures (∼ 170nK in rubidium-87). The critical temperature for BEC is inversely

proportional the particle mass, Tc ∼ 1/m (Eq. (2.30)), so due to their extremely low mass

polaritons, which have bosonic exchange symmetry, should permit the study of condensation

at relatively high temperatures. That being said, BEC was originally proposed for infinite

three-dimensional systems in thermal equilibrium, whereas polaritons are two-dimensional

with finite lifetime and size. How these complications affect condensation in polaritonic

systems has been the subject of much experimental and theoretical work, which we review

here.
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3.3.1 Incoherent pumping

Early experiments on incoherently pumped polaritons saw stimulated scattering effects66

and eventually observations of a massively occupied ground state and increased spatial and

temporal coherence were made at 19K and high densities36. Interestingly, these results were

taken to be evidence of Bose-Einstein condensation despite the two-dimensional nature of

the system, because the finite size of the pump spot was sufficiently small for complete

coherence across the cloud of polaritons. In this case, density rather than temperature was

used as the tuning parameter of the phase transition.

While coherent states of light naturally draw comparisons with lasing, a polariton con-

densate has stronger interactions and does not require population inversion. Further ex-

periments elucidated this difference by confining polaritons in a harmonic trap72. Previous

observations of condensation had occurred inside the region excited by the laser, whereas

here the polaritons were created outside the centre of the trap before moving into it and

condensing away from the excitation area.

The first-order correlation function of an incoherently pumped condensate was measured

and found to follow the power law distribution expected of a two-dimensional system73.

This was in contrast to previous claims of full BEC, and the discrepancy was explained as

being a result of a highly disordered sample in the earlier experiment. However, a theoret-

ical analysis74 found that true algebraic order is impossible in the long-range limit as the

nonequilibrium nature of polaritonic systems leads to a nonlinearity in the Kardar-Parisi-

Zhang (KPZ) equation for the polariton phase. Above a certain length scale, too large to

be seen in current experiments, the decay becomes a stretched exponential instead. Further

studies26,75, which included vortices by using a duality mapping between the KPZ equation

and a theory of nonlinear electrodynamics coupled to charges, identified a further, astro-

nomically large, length scale above which vortex-antivortex pairs unbind and all remaining

order in the system is destroyed. It was noted that this transition is distinct to the BKT

transition.

Remarkably, observations have been made of polariton condensation at room temper-

ature in microcavities containing organic molecules76. This occurs because organic semi-

conductors host Frenkel excitons with high binding energies compared to the Wannier-Mott

excitons in conventional semiconductors.

3.3.2 Coherent pumping

In contrast to incoherently driven systems, pumping coherently, by which we mean reso-

nantly or near-resonantly with the lower polariton dispersion, can create a macroscopically

occupied state directly at the pump energy and momentum39,40. This state is not a conden-

sate in the usual sense because there is no phase transition and no spontaneous symmetry
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breaking – the macroscopic state inherits its phase directly from the external pump. Addi-

tionally, the complications arising from the KPZ nonlinearity in the incoherently pumped

case74 do not apply here as, due to the fixed phase, there is a gapped excitation spectrum

and a mass term in the KPZ equation which dominates over the nonlinear term in the

long-range limit. The lack of phase freedom also inhibits the formation of vortices14, which

cannot therefore destroy the macroscopic state either.

There are two significant circumstances where the macroscopic state created by the

pump becomes unstable. First, if the pump is sufficiently blue-detuned away from the

polariton dispersion, there is a Kerr instability and the system becomes bistable16. In

this regime, there are two metastable solutions to the mean-field equations, referred to as

bright and dark states on account of their occupations, np =
∣∣∣〈ψ̂〉∣∣∣2, which are related by a

hysteresis curve on which there is also a third, unstable solution (see Section 5.4).

Secondly, if the macroscopic pump state is created at the inflection point of the lower

polariton dispersion (sometimes referred to as the ‘magic’ angle77), then above a certain

driving strength threshold the pump state becomes unstable to parametric scattering into

two new states, a ‘signal’ at low momentum and an ‘idler’ at high momentum, which both

become macroscopically occupied78 (see Fig. 3.3). This process is called optical parametric

oscillation (OPO). Not only are these new states related by their momenta, ks = 2kp − ki,

but they also share an equal and opposite phase shift from the pump state68. Signifi-

cantly, this phase shift is free to be chosen and the system undergoes spontaneous symmetry

breaking as it goes through the OPO phase transition. Simulations have shown that this

ks kp ki

ω
L
P
(k
)

Pump

Signal

Idler

Figure 3.3: If polaritons are injected coherently at the inflection point (‘magic’ angle) of the lower
polariton dispersion and above a certain power threshold, parametric scattering occurs
out of the pump state and into two new macroscopically occupied ‘signal’ and ‘idler’
states in a process known as optical parametric oscillation (OPO). The new states
have momenta related by ks = 2kp − ki and share an equal and opposite phase shift
from the pump state which, significantly, is chosen spontaneously leading to a gapless
Goldstone mode in the excitation spectrum68.
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transition involves a vortex binding-unbinding mechanism that resembles the equilibrium

BKT transition, albeit where the quasiordered phase can have a larger power law decay

exponent79.

While the aforementioned theoretical analysis of vortex pair unbinding using the KPZ

equation26 identified a length scale above which order is destroyed that is far too big to

apply to real systems, it has been suggested that this length scale may be much smaller for

polaritons in the OPO regime80.

3.4 Polariton superfluidity

Of central importance to the question of whether polaritons can form superfluids is the effect

on the system of driving and decay. Notably, these processes lead to excitation spectra which

are complex and heavily dependent on the pumping scheme. Incoherently pumped conden-

sates and the ‘signal’ state in coherently pumped systems above the OPO threshold exhibit

spontaneous symmetry breaking and have gapless excitation spectra containing Goldstone

modes38,81,82. However, these spectra are diffusive, i.e. they are flat, and do not fulfil the

Landau criterion. In coherently pumped systems below the OPO threshold, the condensate

phase is locked to the pump and the excitation spectrum is gapped83, suggesting that the

low energy behaviour of the system may be different to a conventional superfluid with a

gapless spectrum. While for a particular detuning the real part of the complex spectrum

fulfils the Landau criterion84, it is not clear how this condition, which was formulated for

equilibrium systems with entirely real excitation spectra, applies in the case of imaginary ex-

citation energies. Here, we review experimental and theoretical studies into these questions.

Tables 3.1 and 3.2 provide summaries of these findings.

3.4.1 Incoherent pumping

Theoretical studies of the excitation spectrum in incoherently pumped systems using Keldysh

field theory37 and the Gross-Pitaevskii equation (GPE)38 found that it is complex and

diffusive, with a Goldstone mode present as a signature of spontaneous breaking of phase

symmetry. While this spectrum does not fulfil the Landau criterion, a separate study at

the mean-field level using the GPE22 found a sharp onset of fringes in the density profile

associated with a critical flow velocity and developed a generalised Landau criterion in

terms of the complex wavevector to explain this finding. At present, flow without friction is

experimentally uninvestigated in incoherently pumped systems.

A calculation of the superfluid density of incoherently pumped polaritons was made

using a Keldysh path integral technique to find the longitudinal and transverse static

current-current response functions23. It was found that superfluidity can survive in driven-



3.4. Polariton superfluidity 55

dissipative systems, but that the superfluid fraction can never be 100% as there is always a

normal component due to driving and decay. Crucial to this analysis was the fact that the

response functions have the same poles as the Green’s functions of the system27, which are

given by the excitation spectrum. Despite not fulfilling the Landau criterion, the gapless

excitation spectrum causes singular behaviour in these functions in the long-range limit,

which in turn leads to a difference between the longitudinal and transverse responses. The

superfluid density was found to survive even in the context of a stretched exponential decay

of correlations85, although it may be destroyed by vortex-antivortex unbinding in very large

systems26.

The effect of disorder on superfluidity was analysed using the GPE in a calculation of

the superfluid stiffness24, where this was defined as the change in energy due to a phase twist

imposed across the system. It was concluded that, even for weak disorder, superfluidity is

destroyed in the thermodynamic limit. Further investigations into the effects of disorder

using the GPE25 found that the superfluid and normal fractions, as defined by the response

to a vector potential, are physically meaningless in disordered non-equilibrium systems.

Indeed, it was shown that at the mean-field level these fractions no longer add up to one

and may even be negative.

The formation of pinned quantised vortices has been experimentally observed21 where,

unlike in atomic condensates, they appeared spontaneously without stirring. However, this

observation was not taken in and of itself to be evidence of ‘conventional’ superfluidity.

Simulations of an incoherently pumped system using a stochastic classical field model86

discovered that vortices seeded by an additional coherent laser persist for longer than the

lifetime of the excess density introduced by that laser. This suggests that vortices present in

the condensate are metastable, a feature characteristic of topological defects in superfluids.

3.4.2 Optical parametric oscillation (OPO)

In a coherently pumped system above the threshold of optical parametric oscillation, where

the pump state is unstable to parametric scattering into ‘signal’ and ‘idler’ states, an ex-

perimental investigation20 discovered that it was possible to create metastable persistent

superflows by injecting vortices into the signal state. This was taken as evidence of super-

fluidity as, unlike a classical flow that dies away after it ceases to be stirred, the observed

vorticity persisted for as long as it could be measured. Another experimental study87 found

that imprinting a vortex on the signal state leads to the formation of an antivortex in the

idler as a result of angular momentum conservation in the parametric scattering process.

Simulations using the GPE with weak noise88 found that stable vortices form spontaneously

in the signal and, additionally, that metastable vortex states could be created by the appli-

cation of an external laser pulse.
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It is possible to select the in-plane momentum of the signal state by triggering OPO

with a pulsed laser at the desired idler momentum. An experimental investigation of the sig-

nal state in a triggered OPO system18 observed dissipationless flow against defects present

in the microcavity when the signal travels below a critical velocity. Another investigation,

in this case without a trigger pulse, involving experiments, simulations, and theoretical cal-

culations19 also showed the signal state flowing past defects without dissipation, in contrast

to the pump and idler states.

3.4.3 Coherent pumping (below the OPO threshold)

A consequence of external phase fixing in coherently pumped systems below the OPO thresh-

old is that topological features such as solitons and vortices cannot occur spontaneously14.

However, if the pump is finite in space or time, then the phase of the macroscopic state

will be free to evolve outside of it. For instance, it has been shown experimentally and

theoretically that a defect outside the pump spot may generate vortices and solitons89,90, as

can a defect in a system pumped with a pulsed laser91, or one in a system where a support

field is used alongside the main drive92.

Theoretical studies83,84 have analysed the gapped excitation spectrum and shown that

it changes depending on the detuning. Notably, when the system is blue-detuned away from

the bare polariton dispersion but in resonance with the interactions-renormalised dispersion,

Figure 3.4: The microcavity can be pumped coherently with an incident beam of momentum k at
an angle θ to the direction of confinement (z-direction), leading to a macroscopic state
with in-plane momentum kp = k sin θ (taken generally in the x-direction). This set-
up is naturally suited to measuring flow against a defect, as the condensate has finite
velocity and the pump spot can be trained onto a natural defect formed during the
construction of the cavity. A notable experiment17 employing this procedure observed
the suppression of scattering when the detuning was at the shifted resonance point,
where the real part of the spectrum is linear, and saw scattering return in the form
of Cherenkov waves when kp/m exceeded the speed of sound (i.e. the gradient of the
real part of the spectrum).
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∆p = ωp − ωLP (kp)− V |ψ0| = 0, which we call the shifted resonance point, the real part of

the dispersion becomes linear at small momenta, resembling the Bogoliubov dispersion (see

Chapter 5). Unlike the diffusive spectra in the incoherently pumped and OPO cases, the

real part of this spectrum fulfils the Landau criterion for dissipationless flow.

Because coherently pumped polaritons can be created with a finite momentum kp (see

Fig. 3.4), it is possible to train the pump spot onto a defect in the semiconductor and observe

whether the polaritons scatter as they flow past. This idea was tested experimentally for a

continuous and homogeneous pump17, where for a given detuning the real and momentum

space images of the condensate were measured as the pump power was increased. It was

found that for detuning above the shifted resonance point (i.e. low powers) there were density

modulations past the defect and a scattering ring in momentum space, yet as the power was

tuned into the shifted resonance, where the real part of the excitation spectrum becomes

linear, these disappeared and the flow was seen to be dissipationless. These findings, which

agreed with theoretical calculations of the photon emission made by taking linear fluctuations

on top of the GPE84, were taken as evidence of superfluidity. Furthermore, for flows faster

than the speed of sound, given by the slope of the real part of the excitation spectrum,

scattering returned in the form of Cherenkov radiation, as would be expected for a system

fulfilling the Landau criterion. However, given the fixed phase and gapped imaginary part of

the spectrum, questions remain about whether this is simply evidence of a very low viscosity

fluid rather than a superfluid. Suppression of scattering past a defect has also been shown in

an organic microcavity at room temperature93, albeit in this case for a pulsed drive allowing

the phase of the system to subsequently evolve freely.

Theoretical studies of the drag force for polaritons flowing past a defect29,94 found that

the crossover in drag between the suppressed scattering regime and the viscous regime above

the speed of sound is smoother than in equilibrium superfluids. Additionally, there is always

a residual drag component dependent on the polariton lifetime, suggesting that observations

of drastically reduced scattering were of nearly, rather than perfect, dissipationless flow.

This thesis investigates superfluidity in coherently driven polaritons, where the pump is

continuous and homogeneous and below the OPO threshold, by calculating the longitudinal

and transverse static current-current response functions and taking the difference. We find

in Chapter 7 that these response functions are equal, so the system is not a superfluid, and

that at zero pump momentum it forms a rigid state that does not respond to either type of

perturbation.
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Table 3.1: Theoretical superfluid properties in different systems

System
No Landau

SSB
No transverse Quantised Persistent

viscosity criterion response vortices flow
Helium/

Yes Yes Yes Yes Yes Yes
Cold atoms
Polaritons

Yes No Yes Yes Yes Yes
(incoherent)
Polaritons

Yes No Yes ? Yes Yes
(OPO)

Polaritons
Yes Real part No ?* Injected n/a

(coherent)

Table 3.2: Experimental observations of superfluid properties in different systems

System
No No transverse Quantised Persistent

viscosity response vortices flow
Helium/

Yes Yes Yes Yes
Cold atoms
Polaritons

? ? Yes ?
(incoherent)
Polaritons

Yes ? Yes Yes
(OPO)

Polaritons
Yes ? Injected n/a

(coherent)

Superfluidity refers to a set of flow properties occurring in conjunction6, and macroscopic states
in polaritonic systems do not necessarily share all of those exhibited by equilibrium superfluids
like helium or cold atoms. Furthermore, the properties of polaritons depend on the way they are
pumped, which is indicated here in the system columns in parentheses. Not all these properties
have yet had their presence or absence established theoretically and/or experimentally, which we
denote with question marks. Here, ‘coherent’ refers to a continuous and homogenous pump below
the OPO threshold, and we note that for these rows: ‘Real part’ refers to complex excitation
spectrum and the fact that the real, but not imaginary, part fulfils the Landau criterion; ‘Injected’
refers to the fact that vortices can be injected via the pump, but cannot form spontaneously; and
‘n/a’ refers to the fact that if the phase of the macroscopic state is fixed by the pump the concept
of persistent flow is ill-defined. SSB is an abbreviation of spontaneous symmetry breaking.

*The calculation of the longitudinal and transverse responses of coherently pumped polaritons is the
topic of this thesis. Unlike in superfluids, these are found to be equal and, at kp = 0, they are both
zero suggesting the formation of a rigid state that does not respond to either type of perturbation.
For more details, see Chapter 7.



Chapter 4

Keldysh Green’s functions

For a differential equation of the form, L̂φ(x) = J(x), where L̂ is a linear differential operator

and J(x) is a source term, the solution can be written as

φ(x) =

∫
dx′D(x− x′)J(x′). (4.1)

Here, the function D(x−x′) is called a propagator: it weights the contribution of the source

at all points x′ to the solution at x. For this to be a solution, the propagator must obey the

relation

L̂D(x− x′) = δ(x− x′), (4.2)

which is the mathematical definition of a Green’s function95. In many-body physics, the

term Green’s function is used to refer to the 2-point correlation function59,63, for example,

D(x, x′) = −i〈T [φ̂(x)φ̂†(x′)]〉, (4.3)

where x = (t,x) and T is the time-ordering operator. A number of different types of Green’s

function can be defined and we should note that the terminology is still widely used even

when the system is not linear and the original mathematical definition does not apply.

Green’s functions give the spectrum of excitations of the system through their poles96,

and we can use this to study superfluidity. The excitation spectrum of a system can be used

to explain dissipationless flow in equilibrium superfluids via the Landau criterion (Section

2.3), and we have seen how this picture becomes more complicated in driven-dissipative

systems due to the complex nature of the spectrum (Section 3.4). Additionally, the poles

of the finite frequency response function, χij(ω, q), are the same as for the single particle

Green’s function27, which may affect the calculation of the longitudinal and transverse

responses in the static, long-range limit (Section 2.6).

Green’s functions can be calculated using path integral techniques. However, for non-

equilibrium systems such as microcavity-polaritons that have a distribution set by the drive
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and decay, equilibrium methods such as an imaginary time approach are insufficient. Keldysh

field theory can be used to get around this problem and treat systems with arbitrary distri-

butions97.

In this chapter, we explain and apply concepts for calculating non-equilibrium Green’s

functions which will be used to find the excitation spectrum and static current-current re-

sponse function of coherently driven polaritons in Chapters 5 and 6, respectively. Section 4.1

shows how to derive the Green’s functions of a system through an equilibrium path integral

technique; Section 4.2 extends this to non-equilibrium systems using Keldysh field theory;

and Sections 4.3 and 4.4 derive the retarded, advanced, and Keldysh Green’s functions for

coherently pumped polaritons.

4.1 Path integrals

The correlation function 〈φ̂(t)φ̂†(t′)〉, which we refer to as a Green’s function, gives the

overlap between the fields at t and t′ averaged over the rest of the system. In thermal

equilibrium, this is given by a trace over the quantum Gibbs distribution59:

〈φ̂(t)φ̂†(t′)〉 =
Tr
{

e−β(Ĥ−µN̂)φ̂(t)φ̂†(t′)
}

Tr
{

e−β(Ĥ−µN̂)
} . (4.4)

To calculate this, we wish to reformulate the above expression in terms of path integrals,

i.e.,

〈φ̂(t)φ̂†(t′)〉 =

∫
D(φ̄, φ)φ(t)φ̄(t′)eiS[φ̄,φ]∫
D(φ̄, φ)eiS[φ̄,φ]

. (4.5)

We start by writing the partition function as a trace over states of definite particle number,

|n〉:

Z = Tr
{

e−βĤ
}

=
∑
n

〈n|e−βĤ |n〉, (4.6)

where for brevity we have written Ĥ − µN̂ → Ĥ. Here, the Hamiltonian Ĥ = Ĥ(â†, â) is a

function of bosonic creation and annihilation operators. The eigenstates of these operators

are known as coherent states, and are defined by

|φ〉 = |0〉+ φ|1〉+ φ2|2〉+ ... = eφâ
†
|0〉. (4.7)

In this basis, the resolution of the identity is

|φ〉 =

∫
d(φ̄, φ)e−|φ|

2

|φ〉〈φ|, (4.8)
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and we can use this to rewrite the partition function as

Z =
∑
n

∫
d(φ̄, φ)e−|φ|

2

〈n|φ〉〈φ|e−βĤ |n〉 =

∫
d(φ̄, φ)e−|φ|

2

〈φ|e−βĤ |φ〉. (4.9)

Noting the similarity between the exponent e−βĤ and the operator for unitary time evolu-

tion, e−iĤt, we can define an imaginary time variable τ = it as τ = β. To build a path

integral, we discretise τ into N steps δτ ,

Z =

∫
d(φ̄, φ)e−|φ|

2

〈φ|e−δτĤe−δτĤ ...e−δτĤ |φ〉, (4.10)

and insert a resolution of the identity in-between each factor of e−δτĤ . Using numbered

subscripts to denote the discrete timesteps and periodic boundary conditions φ0 = φN , we

get

Z =
N∏
i=1

∫
d(φ̄i, φi)e

−|φi|2〈φN |e−δτĤ |φN−1〉〈φN−1|e−δτĤ ...|φ1〉〈φ1|e−δτĤ |φ0〉. (4.11)

Resolving for the eigenvalues, 〈φj |Ĥ(â†, â)|φi〉 = 〈φj |H(φ̄j , φi)|φi〉, and noting that the

overlap between coherent states is given by

〈φi|φj〉 = eφ̄iφj , (4.12)

the partition function becomes

Z =

N∏
i=1

∫
d(φ̄i, φi) exp

[
−δτ

N∑
i=0

(
φi
φ̄i − φ̄i+1

δτ
+H(φ̄i+1, φi)

)]
. (4.13)

If we take δτ → 0 and N →∞, this expression tends to a path integral:

Z =

∫
D(φ̄, φ) exp

[
−
∫
dτ
(
φ̄∂τφ+H(φ̄, φ)

)]
(4.14)

=

∫
D(φ̄, φ) exp

[
−SE [φ̄, φ]

]
, (4.15)

where φ = φ(τ),
∫
D(φ̄, φ) = limN→∞

∏N
i=1

∫
d(φ̄i, φi), and SE [φ̄, φ] is the Euclidean action.

4.1.1 Gaussian integrals

To relate the path integral to the Green’s functions of the system, we note that we may

write it as a complex Gaussian functional integral:

Z =

∫
D(φ̄, φ) exp

[
−
∫ ∫

dτdτ ′φ̄(τ)Â−1(τ, τ ′)φ(τ ′)

]
, (4.16)
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where Â−1 is the inverse of some differential operator. The general form of this kind of

integral is given by59

I[J̄ , J ′] =

∫
D[φ̄, φ] exp

[
−
∫ ∫

dτdτ ′φ̄(τ)Â−1(τ, τ ′)φ(τ ′) (4.17)

+

∫
dτ(J̄(τ)φ(τ) + φ̄(τ)J ′(τ))

]

∝ (det[Â−1])−1 exp

[∫
dτdτ ′J̄(τ)Â(τ, τ ′)J ′(τ ′)

]
.

where we include fields J(τ) and J ′(τ), generally known as source fields. By differentiating

with respect to the source fields, we can calculate correlation functions:

D(τ, τ ′) = 〈φ(τ)φ̄(τ ′)〉 =
1

I[0, 0]

d2I[J̄ , J ′]

dJ̄(τ)dJ ′(τ ′)

∣∣∣∣
J̄=J′=0

= A(τ, τ ′), (4.18)

and we see that the Green’s function of a system represented by the path integral in Eq. (4.16)

is A(τ, τ ′). Indeed, for this integral to be valid, Â−1 must be a linear operator, so its inverse

will be a Green’s function.

4.2 Keldysh field theory

The imaginary time path integral derived in Section (4.1) requires that the system is in

thermodynamic equilibrium, which can be seen from the Gibbs distribution in Eq. (4.6).

Coherently pumped microcavity-polaritons are in general out-of-equilibrium, and so we

must modify our approach. One technique for dealing with arbitrary distributions is called

Keldysh field theory59,97. Given the time evolution operator,

Ût,t′ = exp
(
−iĤ(t− t′)

)
, (4.19)

we define the partition function in terms of some initial density matrix ρ̂0 as

Z =
Tr{ÛC ρ̂0}

Tr{ρ̂0}
, (4.20)

where

ÛC = Û−∞,+∞Û+∞,−∞ = exp

(
−i
∮
C
Ĥdt

)
. (4.21)

Here, the contour C starts at t = −∞ and runs out to t = +∞ before running back to

t = −∞ again (see Fig. 4.1). Assuming the fields are the same on both branches of the

contour, we have that Z = 1.

To construct a path integral, we follow the prescription from the previous section and
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−∞ +∞
t

Figure 4.1: The forwards branch of the Keldysh time contour starts at t = −∞ and evolves to
t = +∞, before the backwards branch evolves from there back to t = −∞.

rewrite the partition function in terms of states of definite particle number, |n〉:

Z = Z−1
0

∑
n

〈n|ÛC ρ̂0|n〉, (4.22)

where Z0 = Tr{ρ̂0}, and partition the time contour into positive and negative real time

slices ±δt:

Z = Z−1
0

∑
n

〈n|eiĤδt...eiĤδt1e−iĤδt...e−iĤδtρ̂0|n〉. (4.23)

Inserting resolutions of the identity over coherent states |φi〉, where i runs from t = 0 to

t = 2N and φ0 = φ2N , leads to the expression:

Z = Z−1
0

2N∑
i=1

∫
d(φ̄i, φi)e

−|φi|2〈φ2N |eiĤδt|φ2N−1〉...〈φN+2|eiĤδt|φN+1〉

×〈φN+1|1|φN 〉〈φN |e−iĤδt|φN−1〉...〈φ2|e−iĤδt|φ1〉〈φ1|ρ̂0|φ0〉. (4.24)

To illustrate this, consider the simple case of bosons occupying a single energy level, Ĥ =

ω0â
†â, and where the initial distribution is thermal. Collecting terms together, the action

is given by

S[φ̄, φ] =

2N∑
j=2

δtj

(
iφ̄j

φj − φj−1

δtj
− ω0φ̄jφj−1

)
+ iφ̄1 (φ1 − iρ(ω0)φ2N ) , (4.25)

where δtj = ±δt depending on the branch, and ρ(ω0) = e−βω0 . We must be careful however

not to immediately take the continuum limit, δt→ 0 and N →∞, as this removes the term

dependent on ρ(ω0). Instead, we examine the discrete Green’s function given by

〈φj φ̄j′〉 =

∫
D(φ̄, φ)φj φ̄j′ exp

i 2N∑
l,l′

φ̄lD
−1
ll′ φl′

 , (4.26)

where
∫
D(φ̄, φ) = Z−1

0

∏2N
j=1 d(φ̄j , φj). Bosonic Green’s functions are defined on the

Keldysh contour by63

D(s, s′) = −i〈Ts[φ̂(s)φ̂†(s′)]〉, (4.27)

where s and s′ refer to positions on the contour and Ts is a contour-ordering operator.

Rewriting the fields to make it explicit which branch they are on, where those on the
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forwards branch, i.e. time slices 0 to N , are denoted by φ+ and those on the backwards

branch (time slices N + 1 to 2N) by φ−, and inverting the matrix D−1
jj′ , we get four different

Green’s functions:

iDjj′ =

〈φ+
j φ̄

+
j′〉 〈φ

+
j φ̄
−
j′〉

〈φ−j φ̄
+
j′〉 〈φ

−
j φ̄
−
j′〉

 = i

DT
jj′ D<

jj′

D>
jj′ DT̃

jj′

 . (4.28)

Here, DT and DT̃ are the time-ordered and anti-time-ordered Green’s functions and D< and

D> give correlations between the branches of the Keldysh contour. Taking the continuum

limit, the distribution ρ(ω0) is now properly accounted for. In the simple case investigated

above where Ĥ = ω0â
†â, these Green’s functions are given by

iD<(t, t′) = nB(ω0)e−iω0(t−t′) (4.29)

iD>(t, t′) = (nB(ω0) + 1)e−iω0(t−t′) (4.30)

iDT (t, t′) = θ(t− t′)iD<(t, t′) + θ(t′ − t)iD<(t, t′) (4.31)

iDT̃ (t, t′) = θ(t′ − t)iD<(t, t′) + θ(t− t′)iD<(t, t′) (4.32)

where we have introduced the bosonic occupation number nB(ω0):

nB(ω0) =
ρ(ω0)

1− ρ(ω0)
. (4.33)

A continuum formulation, then, can be developed if the Green’s functions above are taken

to be the propagators of the theory59. Indeed, unlike the continuum version of Eq. (4.25)

we see that there are correlations between the φ+ and φ− components that are dependent

on the distribution ρ(ω0). We may utilise the relationship DT (t, t′) +DT̃ (t, t′)−D>(t, t′)−

D<(t, t′) = 0 and define a rotation to new fields that reduces the number of Green’s functions

to three, where the distribution is contained in one of these. The new fields, φc/q, are called

‘classical’ and ‘quantum’ and are given by:

φc(t) =
1√
2

(φ+(t) + φ−(t)), φq(t) =
1√
2

(φ+(t)− φ−(t)). (4.34)

The Green’s functions in this basis are the retarded, advanced, and Keldysh Green’s func-

tions:
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DR(t, t′) = −i〈φc(t)φ̄q(t′)〉 (4.35)

= θ(t− t′)[D>(t, t′)−D<(t, t′)] (4.36)

DA(t, t′) = −i〈φq(t)φ̄c(t′)〉 (4.37)

= θ(t′ − t)[D<(t, t′)−D>(t, t′)] (4.38)

DK(t, t′) = −i〈φc(t)φ̄c(t′)〉 (4.39)

= D>(t, t′) +D<(t, t′). (4.40)

For our simple model, Ĥ = ω0â
†â, these are given in frequency space by

DR(ω) =
1

ω − ω0 + iδ
, (4.41)

DA(ω) =
1

ω − ω0 − iδ
, (4.42)

DK(ω) = −2πi[2nB(ω) + 1]δ(ω − ω0), (4.43)

where we see that the distribution is contained in the Keldysh Green’s function. In thermal

equilibrium, the occupation function is given by nB(ω) = 1/(e(ω−µ)/2T − 1) and DK can be

written as

DK(ω) = coth

(
ω − µ

2T

)
(DR(ω)−DA(ω)). (4.44)

More generally, the Keldysh Green’s function can be written in terms of a Hermitian distribu-

tion matrix F as DK = DR F−F DA, where this is a statement of the fluctuation-dissipation

theorem. The full inverse Green’s function in the rotated basis is given by

D−1 =


DK DR

DA 0



−1

=

 0 [D−1]A

[D−1]R [D−1]K

 , (4.45)

and thus, a full continuum action can be written as

S[φc, φq] =

∫∫ +∞

−∞
dtdt′(φ̄c, φ̄q)t

 0 [D−1]A

[D−1]R [D−1]K


t,t′

φc
φq


t′

, (4.46)

where [D−1]R/A = [DR/A]−1 and

[D−1]K = −[DR]−1DK [DA]−1 = [DR]−1F − F [DA]−1. (4.47)
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4.3 Coherently driven polariton action

The distribution of polaritons is set by the decay bath. To find this, we may use the

Hamiltonian in Eq. (3.13) with coherent states, |ψ±〉 and |χ±〉, for the polaritons and the

bath, respectively, to construct a Keldysh path integral. We distinguish between fields on

the forwards and backwards branches of the time contour68,

S[ψ±, χ±] =

∫
dt S+[ψ+, χ+]−

∫
dt S−[ψ−, χ−], (4.48)

and perform the Keldysh rotation to an action in terms of fields Ψ = (ψc, ψq) and χ =

(χc, χq):

S[Ψ,χ] =

∫
dt
[∑
k

Ψ̄(t,k)(i∂t − ωLP (k + kp))σ
K
1 Ψ(t,k) (4.49)

−Fp(ψ̄q(t,0) + ψq(t,0)) +
∑
p

χ̄(t,p)(i∂t − ωχ(p))σK1 χ(t,p)

−
∑
k,p

ζk,p(χ̄(t,p)σK1 Ψ(t,k) + Ψ̄(t,k)σK1 χ(t,p))

−
∑
k,k′,q

V

2

(
ψ̄c(t,k − q)ψ̄q(t,k′ + q)

×
[
ψc(t,k)ψc(t,k′) + ψq(t,k)ψq(t,k′)

]
+ c.c.

)]
,

where σK1 is the first Pauli matrix in Keldysh space. Specifically, the decay bath action is

given by

Sbath[Ψ,χ] =

∫
dt

[∑
p

χ̄(t,p)(i∂t − ωχ(p))σK1 χ(t,p) (4.50)

−
∑
k,p

ζk,p(χ̄(t,p)σK1 Ψ(t,k) + Ψ̄(t,k)σK1 χ(t,p))

]
.

The bath fields here are quadratic and can thus be integrated out. Comparing this to the

expression for a complex Gaussian functional integral in Eq. (4.17), we see that

φ(x) → χ(t,p) (4.51)

A−1(x, x′) → −(i∂t − ωχ(p))σK1 (4.52)

J(x) → −ζk,pΨ̄(t,k)σK1 (4.53)

J ′(x) → −ζk,pσK1 Ψ(t,k), (4.54)
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and the bath action becomes

Sbath[Ψ̄,Ψ] = −
∫
dt
∑
k,k′,p

Ψ̄(t,k)σK1 ζk,pζk′,p[(i∂t − ωχ(p))σK1 ]−1σK1 Ψ(t,k′). (4.55)

This manifests itself as a self-energy term for the polariton fields, and noting that the result

of the integral is a Green’s function rather than an inverse Green’s function, it can be written

in terms of the bath Green’s functions in Keldysh space:

[(i∂t − ωχ(p))σK1 ]−1 =

D̂K
ωχ(t− t′,p) D̂R

ωχ(t− t′,p)

D̂A
ωχ(t− t′,p) 0

 . (4.56)

We can simplify this by assuming the coupling between the bath and the system is inde-

pendent of the polariton momentum, ζk,pζk′,p = ζ2
p, and by suggesting that, if the bath

frequencies ωχ(p) form a dense spectrum and the coupling constants ζp = ζ(ωχ) are smooth

functions of these, we can replace the sum over bath modes with the integral37,

∑
p

ζ2
p →

∫
dωχζ(ωχ)2Nχ(ωχ), (4.57)

where Nχ(ωχ) is the bath density of states. As the bath is assumed to be much larger

than the system, the Green’s functions in Eq. (4.56) are of free bosons. These are given in

frequency space by Eqs. (4.41-4.43) modified for a general distribution, F (ωχ):

DR/A
ωχ (ω) =

1

ω − ωχ ± iδ
, (4.58)

DK
ωχ(ω) = −2πiF (ωχ)δ(ω − ωχ). (4.59)

Fourier transforming the action, substituting in Eqs. (4.58) and (4.59), and integrating over

ωχ gives

Sbath[Ψ̄,Ψ] = −
∫
dω
∑
k

Ψ̄(ω,k)

 0 dA(ω)

dR(ω) dK(ω)

Ψ(ω,k). (4.60)

The bath self-energies dR/A/K are found using the identity59,

∫
dω

1

ω − ωχ ± iδ
=

∫
dω

(
P 1

ω − ωχ
∓ iπδ(ω − ωχ)

)
, (4.61)

where P refers to the Cauchy principal value of the integral, giving



68 Chapter 4. Keldysh Green’s functions

dR/A(ω) = P
∫
dωχ

ζ(ωχ)2Nχ(ωχ)

ω − ωχ
∓ iπζ(ω)2Nχ(ω), (4.62)

dK(ω) = −2πiζ(ω)2Nχ(ω)F (ω). (4.63)

We can separate dR/A(ω) into real and imaginary parts, dR/A(ω) = R(ω)∓ iκ(ω), where

R(ω) = P
∫
dωχ

ζ(ωχ)2Nχ(ωχ)

ω − ωχ
, (4.64)

κ(ω) = πζ(ω)2Nχ(ω), (4.65)

leading to dK(ω) = −2iκ(ω)F (ω). Thus, the bath action is given by:

Sbath = −
∫
dω
∑
k

Ψ̄(ω,k)

 0 R(ω) + iκ(ω)

R(ω)− iκ(ω) −2iκ(ω)F (ω)

Ψ(ω,k). (4.66)

The energies of the polaritons are much larger than those of photons outside of the cavity,

i.e. their characteristic timescale is much faster, so we may take the bath to be frequency-

independent (Markovian), where κ(ω) = κ and R(ω) = 0. Thus, the action for coherently

pumped polaritons becomes

S[Ψ̄,Ψ] =
∑
k

(ψ̄c(k), ψ̄q(k)

 0 g−1(k)

(g−1)∗(k) 2iκF (ω)


ψc(k)

ψq(k)

 (4.67)

−
∑
k,k′,q

V

2

(
ψ̄c(k − q)ψ̄q(k′ + q)

[
ψc(k)ψc(k′)

+ψq(k)ψq(k′)
]

+ c.c.
)
− Fp

(
ψ̄q(0) + ψq(0)

)
,

where k = (ω,k), the frequency arguments are with respect to the pump frequency, ωp, and

the free inverse Green’s functions are g−1(k) = ω + ωp − ωLP (k + kp)− iκ.

4.4 Polariton Green’s functions

To calculate the Green’s functions of coherently pumped polaritons, we perform a semi-

classical approximation on the action (Eq. (4.67)), which is necessary in order to treat the

interaction term. Formally, we note that the action can be rewritten in terms of a Nambu

vector, Ψ(k) = (ψc(k), ψ̄c(−k), ψq(k), ψ̄q(−k)), where k = (ω,k), and we perform a Taylor
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expansion around the mean-field Ψ0 = (
√

2ψ0,
√

2ψ̄0, 0, 0),

S[Ψ0 + δΨ] = S[Ψ0] +
∑
k

dS[Ψ]

dΨ(k)
|Ψ=Ψ0

δΨ(k) (4.68)

+
1

2

∑
k,k′

δΨ†(k)
d2S[Ψ]

dΨ(k)dΨ†(k′)
|Ψ=Ψ0

δΨ(k′) + ...,

where by the definition of the saddle point the first order term is zero. We note here that

the mean-field of the quantum component is zero because 〈ψ̂q〉 ∼ 〈ψ̂+〉 − 〈ψ̂−〉 = 0. This

expansion modifies the path integral to

Z =

∫
D(δΨ̄, δΨ) exp[iS0 + i

∑
δΨ̄D−1δΨ], (4.69)

where D−1 is the inverse matrix of Green’s functions:

D−1(k, k′) =

 0 [D−1]A(k, k′)

[D−1]R(k, k′) [D−1]K(k, k′)

 . (4.70)

We see from Eq. (4.68) that D−1 is given by the matrix of second order derivatives,

D−1(k, k′) =



d/dψ̄c(k)

d/dψc(−k)

d/dψ̄q(k)

d/dψq(−k)





d/dψc(k′)

d/dψ̄c(−k′)

d/dψq(k′)

d/dψ̄q(−k′)



T

S[Ψ]. (4.71)

Calculating this, we have for the inverse matrix of Green’s functions:

D−1(k, k′) =



0 0 J∗(ω,k) −V ψ2
0

0 0 −V ψ̄2
0 J(−ω,−k)

J(ω,k) −V ψ2
0 2iκF (ω) 0

−V ψ̄2
0 J∗(−ω,−k) 0 2iκF (−ω)


δk,k′ , (4.72)

where J(±ω,±k) ≡ ±ω + ωp − ωLP (kp ± k) + iκ − 2V |ψ0|2. The retarded and advanced

Green’s functions obey the relations, [D−1]R/A = [DR/A]−1, so inverting the retarded and

advanced components of Eq. (4.72) gives

DR(ω,k) =
1

J(ω,k)J∗(−ω,−k)− V 2ψ̄2
0ψ

2
0

J∗(−ω,−k) V ψ2
0

V ψ̄2
0 J(ω,k)

 , (4.73)



70 Chapter 4. Keldysh Green’s functions

DA(ω,k) =
1

J(−ω,−k)J∗(ω,k)− V 2ψ̄2
0ψ

2
0

J(−ω,−k) V ψ2
0

V ψ̄2
0 J∗(ω,k)

 . (4.74)

The relation [D−1]K = [DK ]−1 does not hold for the Keldysh Green’s function, which is

instead given by DK = −DR[D−1]KDA:

DK(ω,k) = − 2iκ∣∣J(ω,k)J∗(−ω,−k)− V 2ψ̄2
0ψ

2
0

∣∣2 (4.75)

×

dK1 (−ω,−k) dK2 (ω,k)∗

dK2 (ω,k) dK1 (ω,k)

 , (4.76)

where

dK1 (ω,k) = J∗(ω,k)J(ω,k)F (−ω) + V 2ψ̄2
0ψ

2
0F (ω), (4.77)

dK2 (ω,k) = [J(−ω,−k)F (ω) + J(ω,k)F (−ω)]V ψ̄2
0 . (4.78)

Another consequence of the polariton energies being much larger than the energy of the

thermal photons outside of the cavity is that the decay bath occupation, given by F (ω) =

nB(ω) + 1, is effectively zero and we can set F ' 198, leading to

DK(ω,k) = − 2iκ∣∣J(ω,k)J∗(−ω,−k)− V 2ψ̄2
0ψ

2
0

∣∣2 (4.79)

×

J∗(−ω,−k)J(−ω,−k) + V 2ψ̄2
0ψ

2
0 [J∗(−ω,−k) + J∗(ω,k)]V ψ2

0

[J(−ω,−k) + J(ω,k)]V ψ̄2
0 J∗(ω,k)J(ω,k) + V 2ψ̄2

0ψ
2
0

 .

Combining the retarded, advanced, and Keldysh Green’s functions above in the form

D(ω,k) =

DK(ω,k) DR(ω,k)

DA(ω,k) 0

 , (4.80)

gives the full matrix of Green’s function of our system.
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Chapter 5

Excitation spectrum

If a system possesses a gapless mode in its excitation spectrum, then this will dominate

its low energy properties59, which can be seen in the context of superfluidity from the

Landau criterion (Section 2.3), where the form of the excitation spectrum determines a

critical velocity below which dissipationless flow is possible. For microcavity-polaritons, the

way the system is pumped has a large effect on the form of the spectrum. Incoherently

driven systems, as well as the ‘signal’ state in those pumped coherently above the optical

parametric oscillation (OPO) threshold, possess a diffusive (i.e. flat) Goldstone mode in

their excitation spectrum37,38, which has been linked in theoretical studies to the existence

of superfluidity in such systems22,23. Previous work on the spectrum of coherently pumped

systems below the OPO threshold has remarked on how blue-detuning can lead to the real

part of the spectrum fulfilling the Landau criterion83,84, and experimental observations of

nearly-dissipationless flow have been made in this regime17. However, this work has largely

neglected the fact that in these systems the phase of the macroscopic state is fixed by the

external pump, meaning that, in contrast to other pumping schemes and superfluid systems

such as helium-4, the excitation spectrum is gapped.

In this chapter, we calculate the excitation spectrum of coherently pumped polaritons

using the retarded Green’s function and investigate its low energy properties. In Section

5.1, we derive the form of the excitation spectrum from the poles of the retarded Green’s

function; in Section 5.2, we calculate the mean-field ψ0 in the system from the saddle points

of the action; in Section 5.3, we calculate the spectrum and examine its properties in different

parameter regimes; and in Section 5.4, we examine the onset of optical bistability and how

it can lead to exceptional cases where the spectrum becomes gapless.
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5.1 Poles of the retarded Green’s function

The excitation spectrum is given by the poles of the retarded Green’s function (Eq. (4.73))96.

From Eqs. (4.70) and (4.72), we see that the inverse retarded Green’s function is

[D−1]R(ω,k) =
1

2

ω − α(k) + iκ −V ψ2
0

−V ψ̄2
0 −ω − α(−k)− iκ

 , (5.1)

where for ease of calculation we write α(±k) ≡ −ωp + ε(±k) + 2V |ψ0|2, and, given we

are interested in low values of k, we have approximated the lower polariton dispersion as

quadratic:
ωLP (kp ± k)→ ε(±k) =

(kp ± k)2

2m
=

(kp ± kx)2 + k2
y

2m
. (5.2)

Here, m is the effective mass and, without loss of generality, we take the pump to be in the

x-direction, kp = (kp, 0). The poles of DR are given by the determinant of Eq. (5.1) set to

zero68:
(ω − α(k) + iκ)(−ω − α(−k)− iκ)− V 2 |ψ0|4 = 0. (5.3)

Solving this equation for ω, we find that the excitation spectrum, ω = ω±(k), is

ω±(k) =
α(k)− α(−k)

2
− iκ±

√(
α(k) + α(−k)

2

)2

− V 2 |ψ0|4, (5.4)

where we note that this spectrum involves an ordinary positive energy branch as well as a

negative energy branch due to holes, sometimes referred to as a ‘ghost’ branch30,99.

5.2 Mean-field equations

To calculate the spectrum in Eq. (5.4), we first need to find the mean-field ψ0. This

is the solution to the saddle point equations, which are found by differentiating the

coherently pumped action (Eq. (4.67)) with respect to the Nambu vector Ψ(k) =

(ψc(k), ψ̄c(−k), ψq(k), ψ̄q(−k)), where k = (ω,k), and setting the results to zero:

dS

dΨ†(k)
≡
(

d

dψ̄c(k)
,

d

dψc(−k)
,

d

dψ̄q(k)
,

d

dψq(−k)

)
S = 0. (5.5)

Taking F (ω) ' 1 as in Section 4.4, this gives

dS

dψ̄c(k)
= (ω + ωp − ε(k)− iκ)ψq(k)

−V
2

∑
k′,q

(
ψ̄q(k′ + q)[ψc(k + q)ψc(k′) + ψq(k + q)ψq(k′)]

+2ψ̄c(k′ + q)ψq(k + q)ψc(k′)
)

= 0,
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dS

dψc(−k)
= (−ω + ωp − ε(−k) + iκ)ψ̄q(−k)

−V
2

∑
k′,q

(
ψq(k′ + q)[ψ̄c(−k + q)ψ̄c(k′) + ψ̄q(−k + q)ψ̄q(k′)]

+2ψc(k′ + q)ψ̄q(−k + q)ψ̄c(k′)
)

= 0,

dS

dψ̄q(k)
= (ω + ωp − ε(k) + iκ)ψc(k) + 2iκψq(k)−

√
2Fpδk,0

−V
2

∑
k′,q

(
ψ̄c(k′ + q)[ψc(k + q)ψc(k′) + ψq(k + q)ψq(k′)]

+2ψ̄q(k′ + q)ψq(k + q)ψc(k′)
)

= 0,

dS

dψq(−k)
= (−ω + ωp − ε(−k)− iκ)ψ̄c(−k) + 2iκψ̄q(−k)−

√
2Fpδ−k,0

−V
2

∑
k′,q

(
ψc(k′ + q)[ψ̄c(−k + q)ψ̄c(k′) + ψ̄q(−k + q)ψ̄q(k′)]

+2ψq(k′ + q)ψ̄q(−k + q)ψ̄c(k′)
)

= 0.

Now, making the mean-field approximation, (ψc(k), ψq(k)) → (
√

2ψ0, 0)δk,0, the saddle

point equations become

(ωp − ε(0) + iκ)ψ0 − Fp = V |ψ0|2 ψ0, (5.6)

(ωp − ε(0)− iκ)ψ̄0 − Fp = V |ψ0|2 ψ̄0. (5.7)

Mod-squaring these allows us to solve for the occupancy of the pump mode, np = |ψ0|2,

with respect to the pump intensity, F 2
p :

V 2n3
p − 2δpV n

2
p + (δ2

p + κ2)np − F 2
p = 0, (5.8)

where δp = ωp− ε(0) is the detuning, i.e. we take the general case where the coherent pump

is slightly off-resonance with the bare lower polariton dispersion. For small detuning, the

only real solution of Eq. (5.8) is

np = |ψ0|2 =
2δp
3V
−

21/3(3V 2κ2 − V 2δ2
p)

3V 2β
+

β

21/33V 2
, (5.9)
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where

β =
[
27F 2

p V
4 − 2V 3δ3

p − 18V 3δpκ
2 (5.10)

+
√

4(3V 2κ2 − V 2δ2
p)3 + (27F 2

p V
4 − 2V 3δ3

p − 18V 3δpκ2)2
]1/3

.

The mean-field can then be calculated by rearranging Eq. (5.6) to get

ψ0 = − Fp
V np − δp − iκ

. (5.11)

5.3 Coherently driven excitation spectrum

For a given detuning, δp, we may identify that different pump powers, F 2
p , lead to different

excitation spectra. Fig. 5.1 shows the values of Eq. (5.4) for a range of pump powers where

these are measured in terms of the mean-field density, np = |ψ0|2. The values of the other

parameters are m = 5 × 10−5me, where me is the electron mass, V = 0.0025meVµm2,

κ = 0.05meV, kp = 0.1µm−1, and δp = 0.05meV.

It is important to check whether the solution to the saddle point equations calculated

above is stable to fluctuations. This can be done by expanding the Gross-Pitaevskii equation

to linear order in fluctuations, leading to an equation of the form84,

i
d

dt
δψ = Lδψ, (5.12)

where the eigenvalues of the operator L give the excitation spectrum (Eq. (5.4)). The crucial

point is that the state is stable if all the eigenvalues have negative imaginary parts83, i.e.

if the imaginary components of both branches of the excitation spectrum are negative. As

can be seen in Fig. 5.1, this is true for the range of parameters we are considering.

We note that the real part of the spectrum takes a Bogoliubov form (Eq. (2.23)) that

is linear at small ω, k when |ψ0|2 = 20.0µm−2 (Fig. 5.1(c)), which is the density where the

pump is in resonance with the interactions renormalised dispersion, which we refer to as the

shifted resonance point. We define the detuning relative to this as

∆p = δp − V |ψ0|2 = ωp − ε(0)− V |ψ0|2 . (5.13)

Thus, we can say that when ∆p = 0 the real part of the excitation spectrum fulfils the

Landau criterion. Usefully, for a given pump power we can calculate the density at which
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Figure 5.1: The real (solid blue) and the imaginary (dashed red) parts of the spectrum in the frame
of the pump momentum, which is kp = 0.1µm−1 in the x-direction, for ky = 0 and
blue-detuning δp = 0.05meV. In (a) and (b) the densities are |ψ0|2 = 0.2µm−2 and
|ψ0|2 = 9.3µm−2 respectively. In (c) the density is |ψ0|2 = 20.0µm−2 and the pump
comes into resonance with the interactions renormalised lower polariton dispersion,
∆p = δp − V |ψ0|2 = 0, at which point the real part takes the linear form of the
Bogoliubov spectrum. Here, and in (d) where |ψ0|2 = 30.9µm−2, the Landau criterion
is fulfilled in the real part. However, it is significant that the imaginary part is always
gapped.

this occurs by substituting δp = V np into Eq. (5.8), giving

F 2
p = κ2 |ψ0|2 . (5.14)

However, because the phase of the macroscopic state is fixed externally by a laser, the

full excitation spectrum is always gapped. In coherently pumped polaritons, we see from

Fig. 5.1 that the gap in the spectrum is generally, but not exclusively, in the imaginary

part. The gapped spectrum in Fig. 5.1(d), when |ψ0|2 = 30.9µm−2, also fulfils the Landau

criterion in the real part. However, it is not clear what the Landau criterion means when

the spectrum is complex. Indeed, it has been shown that in driven-dissipative systems

scattering past an obstacle can only be reduced, not eliminated29, and furthermore in the

case of incoherently pumped polaritons superfluidity can exist when the criterion is not

fulfilled at all27. The survival of superfluidity in this system was found instead to depend on

the gaplessness of the excitation spectrum as ω → 0, k→ 0, because this led to a difference

between the response of the system to longitudinal and transverse perturbations. Therefore,

while the observation of nearly-dissipationless flow in coherently pumped systems17 may be

explained by the real part of the spectrum fulfilling the Landau criterion, we have reason
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to believe the gapped nature of the complex spectrum could be a barrier to such a system

being a superfluid.

5.4 Optical bistability

If the pump is blue-detuned sufficiently away from the bare lower polariton dispersion, there

is a Kerr instability and the system becomes bistable100. This corresponds to the situation

where the imaginary part of the excitation spectrum becomes positive, the condition for

which is

δp >
√

3κ. (5.15)

In this regime, the polariton density at a given pump intensity is described by a curve

of the form shown in Fig. 5.2(a), in which δp = 3κ = 0.15meV, where at low and high

intensity there is a single stable state, separated by a bistable region in which there are

three real solutions of Eq. (5.8), two stable (solid red and blue) and one unstable (dashed

green). By contrast, Fig. 5.2(b) shows the density below the bistability threshold (in this

case δp = κ = 0.05meV, the same parameters as in Fig. 5.1), which is known as the optical

limiter regime. Here, Eq. (5.9) is the only real solution to Eq. (5.8).

The excitation spectra on the stable (solid red and blue) branches are given in Figs. 5.3

and 5.4. Here we see that, contrary to its usual behaviour, the spectrum becomes gapless

at exactly the boundary between the stable and unstable regions. Notably, these gapless

spectra do not fulfil the Landau criterion. When kp = 0, the spectra at these points are

diffusive and similar to the incoherently pumped case38, with a flat real part (see Fig. 5.5).

Otherwise, for finite kp there are real energy states available at the condensate energy into

which there may be scattering.
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Figure 5.2: Polariton mean-field density at different values of pump intensity. In (a), δp = 3κ =
0.15meV and we are in the bistable regime. There are two stable states (solid red
and blue at low and high density, respectively) and an unstable state (dashed green),
where the former can be physically observed and the latter exists only mathematically.
In (b), δp = κ = 0.05meV and we are below the bistability threshold in the optical
limiter regime. Here, there is one stable state which monotonically increases in density
with pump intensity.
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Figure 5.3: Excitation spectra on the lower branch of the bistability curve in Fig. 5.2(a) where
kp = 0.1µm−1 in the x-direction. In (a), F 2

p = 0.01meV2µm−2, outside the bistable
region in the low density ‘dim’ state. In (b), F 2

p = 0.2meV2µm−2, inside the bistable
region. In (c), F 2

p = 0.25443meV2µm−2, at the turning point on the bistability
curve precisely between the stable and unstable states (solid red and dashed green,
respectively, in Fig. 5.2(a)) where the spectrum becomes gapless.
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Figure 5.4: Excitation spectra on the upper branch of the bistability curve in Fig. 5.2(a) where
kp = 0.1µm−1 in the x-direction. In (a), F 2

p = 0.14557meV2µm−2, at the turn-
ing point on the bistability curve precisely between the stable and unstable states
(solid blue and dashed green, respectively, in Fig. 5.2(a)) where the spectrum be-
comes gapless. In (b), F 2

p = 0.15meV2µm−2, inside the bistable region at the shifted
resonance point where the real part of the spectrum takes a Bogoliubov form. In (c),
F 2
p = 0.3meV2µm−2, outside the bistable region in the high density ‘bright’ state.

By substituting ω± = 0, k = 0 into Eq. (5.4), we find the condition for a coherently

pumped system below the OPO threshold to have a gapless spectrum is

3V 2n2
p − 4δpV np + δ2

p + κ2 = 0. (5.16)

Solving for np = |ψ0|2 gives

|ψ0|2 =
1

3V

(
2δp ±

√
δ2
p − 3κ2

)
, (5.17)

and we see that there are only real solutions when δp >
√

3κ, precisely the bistability

condition in Eq. (5.15). Interestingly, if we rearrange Eq. (5.8) to be in terms of the pump

strength, F 2
p , and solve for dF 2

p /dnp = 0, i.e. we find the equation for the turning points

of the bistability curve in Fig. 5.2(a), we get precisely Eq. (5.16). That is, there can be a

gapless spectrum only at the points where the imaginary component crosses from negative

to positive and the system becomes unstable. The response function at these points is
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Figure 5.5: Diffusive excitation spectra at the turning points of the bistability curve at zero pump
momentum. (a) The spectrum at the turning point on the lower branch in Fig. 5.2(a)
where F 2

p = 0.25443meV2µm−2. (b) The spectrum at the turning point on the
upper branch where F 2

p = 0.14557meV2µm−2. These values of F 2
p can be found by

substituting Eq. (5.17) into Eq. (5.8).

investigated at the mean-field level in Section 7.5.
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Calculation of the response function

The current-current response function is the generalised susceptibility for a current to flow

due to a perturbing force and is given by the correlation function of two current operators

(Section 2.6). In the long-range limit, this function can be used to find the response of

a system to longitudinal and transverse perturbations. While normal fluids respond to

both types of perturbations equally, superfluids respond longitudinally but not transversely.

Therefore, by calculating the difference between the two types of response, it is possible to

find whether a system has a superfluid component.

In this chapter, we use a Keldysh path integral technique23 to calculate the static

current-current response function for coherently driven microcavity-polaritons, where the

pump is homogeneous, continuous, and below the OPO threshold. This involves adding

a term to the action containing source fields coupled to currents and differentiating the

partition function with respect to the sources, which gives the correlation function of two

current operators as the source fields are taken to zero. For a system described in terms of

the semiclassical approximation, i.e. where the action is written in terms of a mean-field

and quadratic fluctuations, the result is given by a Gaussian integral over the fluctuations.

It is important to note that the mean-field will be a function of the source fields.

In Section 6.1, we define the current in the system, introduce the momentum vertex,

and calculate the source term to be added to the action; in Section 6.2, we perform the

semiclassical approximation, differentiate the path integral with respect to the source fields,

and integrate over the field fluctuations, finding that the response function is made up of

three terms: one from the mean-field and two from fluctuations; in Section 6.3, we define the

mean-field in terms of the source fields, find the saddle point equations including the sources,

and calculate the mean-field term in the response function; in Section 6.4, we calculate the

two fluctuations terms; and in Section 6.5, we present the full response function resulting

from the calculation. More details of some of the steps we take can be found in Appendix

A.
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6.1 Keldysh currents and source fields

In driven-dissipative systems, two kinds of current can be distinguished: one internal to the

system and another exchanging particles with the bath85. We are interested in the internal

response of the system to perturbations, and so the relevant current is the standard quantum

mechanical current in the limit that pumping and decay go to zero. This current, given by

the left-hand side of Eq. (2.6), will obey the continuity equation, which for interacting bosons

with dispersion relation ε(k) can be written in momentum space as

[Ĥ, ρ̂(q)] = −
∑
k

[ε(k + q)− ε(k)]ψ̂†(k)ψ̂(k + q) = −q.ĵ(q). (6.1)

Thus, the current for a general dispersion is

ĵ(q) =
∑
k

γ(k + q,k)ψ̂†(k)ψ̂(k + q), (6.2)

where γ(k + q,k) is the momentum vertex, defined by

q.γ(k + q,k) = ε(k + q)− ε(k). (6.3)

For the quadratic dispersion given in Eq. (5.2), we have that

q.γ(k + q,k) =
1

2m
(2(kp + kx)qx + q2

x + 2kyqy + q2
y), (6.4)

so the momentum vertex is given by

γ(k + q,k) =
1

2m

2kp + 2kx + qx

2ky + qy

 . (6.5)

We note that γi(k + q,k) = γi(k,k + q), and in the rest of this thesis, any time one of the

arguments is equal to zero, e.g. γi(k, 0) or γi(0,k), it will be written with one argument

only: i.e., γi(k).

Generalising to Keldysh field theory, the current we wish to measure in response to a

perturbation is the normal-ordered particle current:27

j(q) =
∑
k

γ(k + q,k)
[
ψ+(k + q)ψ̄−(k)

]
, (6.6)

=
1

2

∑
k

γ(k + q,k)
[
ψc(k + q)ψ̄c(k)− ψc(k + q)ψ̄q(k) (6.7)

+ψq(k + q)ψ̄c(k)− ψq(k + q)ψ̄q(k)
]
,
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where we are working now in the functional integral, rather than operator, picture. However,

this current couples to an unphysical field85, which we call θ. By contrast, the ‘quantum’

current,

jq(q) =
∑
k

γ(k + q,k)
[
ψq(k + q)ψ̄c(k) + ψc(k + q)ψ̄q(k)

]
, (6.8)

which is itself unphysical, couples to a field f that is physical. Therefore, the correlator of

these two currents gives the physical current that flows in response to a physical perturbation,

i.e., it is the current-current response function:

χij(q) =
i

2
〈ji(q)jqj (−q)〉. (6.9)

Treating f and θ as source fields, we may add an extra term to the action where they

are coupled to the relevant currents. Given that for an arbitrary source S(x) coupled to a

current J(x), the Fourier transform to momentum space is

∫
dxS(x)J(x)→

∑
k

S(k)J(−k), (6.10)

then the extra term in the action is given by

δS[f ,θ] =
∑
ω,q,k

γi(k + q,k)(ψ̄c , ψ̄q)ω,k+q

 θi fi + θi

fi − θi −θi


q

ψc
ψq


ω,k

, (6.11)

where we have utilised the fact that j(−q) = j∗(q) and taken k→ k+ q. We see here that

the momentum vertex γ gives the bare coupling between excitations of momentum q and

the source fields. Combining this term with the action for coherently pumped polaritons

coupled to a Markovian bath in Eq. (4.67) (and setting F (ω) ' 1), we get the full action for

our system with an applied perturbation:

S =
∑
ω,k

(ψ̄c(ω,k), ψ̄q(ω,k)

 0 g−1(ω,k)

(g−1)∗(ω,k) 2iκ


ψc(ω,k)

ψq(ω,k)

 (6.12)

−
∑
ω,ω′,ν

∑
k,k′,q

V

2

(
ψ̄c(ω − ν,k − q)ψ̄q(ω′ + ν,k′ + q)

[
ψc(ω,k)ψc(ω′,k′)

+ψq(ω,k)ψq(ω′,k′)
]

+ c.c.
)
− Fp

(
ψ̄q(0,0) + ψq(0,0)

)

+
∑
ω,q,k

γi(k + q,k)(ψ̄c , ψ̄q)ω,k+q

 θi fi + θi

fi − θi −θi


q

ψc
ψq


ω,k

,

where the free inverse Green’s function g−1(ω,k) = ω+ωp−ε(k)−iκ, and all the coordinates
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are defined relative to the pump mode (ωp,kp).

6.2 Functional differentiation of the action

To calculate the current-current response function we construct a path integral,

Z =

∫
D(Ψ̄,Ψ) exp

(
iS[Ψ̄,Ψ,f ,θ]

)
, (6.13)

where the action S[Ψ̄,Ψ,f ,θ] is given by Eq. (6.12) and Ψ(k) = (ψc(k), ψ̄c(−k), ψq(k), ψ̄q(−k))

is a Nambu vector of the fields with k = (ω,k), and we differentiate it with respect to the

source fields,

χij(q) = − i
2

1

Z[0,0]

d2Z[f ,θ]

dfi(q)dθj(−q)

∣∣∣∣
f=θ=0

, (6.14)

which are then set to zero. To calculate this we must perform a Gaussian integral which, due

to the quartic interaction term in the Hamiltonian, requires us first to make the semiclassical

approximation (Eq. (4.68)), which is equivalent to making the substitution Ψ = Ψ0 + δΨ,

where Ψ0 is the mean-field and δΨ are fluctuations, where we keep the latter to quadratic

order. This modifies the path integral to

Z =

∫
D(δΨ̄, δΨ) exp

(
iS0[f ,θ] + i

∑
δΨ̄(D−1 +A[f ,θ])δΨ

)
, (6.15)

where the mean-field action S0 is a function of the source fields, D−1 is the inverse matrix

of Green’s functions (Eq. (4.72)), and A is a matrix containing the fluctuation terms that

are dependent on the sources. Performing the Gaussian integration gives

Z[f ,θ] = exp(iS0[f ,θ]) (6.16)

×
∫
D(δΨ̄, δΨ) exp

[
i
∑

δΨ̄D−1(1 +DA[f ,θ])δΨ
]

= exp(iS0[f ,θ]) det
[
D−1(1 +DA[f ,θ])

]−1/2

(6.17)

= N exp

(
iS0[f ,θ]− 1

2
Tr ln(1 +DA[f ,θ])

)
, (6.18)

whereN = det
[
D−1

]−1/2
. Because the Nambu vector contains each field twice, we introduce

a square root on the second line to prevent double counting. Expanding the logarithm,

Z = N exp

[
iS0 −

1

2
Tr

(
DA− 1

2
DADA+ ...

)]
, (6.19)

and differentiating with respect to f(q) and θ(−q), gives
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d2Z[f ,θ]

dfi(q)dθj(−q)
=

[
i

d2S0[f ,θ]

dfi(q)dθj(−q)
+

1

2
Tr

(
DdA[f ,θ]

dfi(q)
DdA[f ,θ]

dθj(−q)

)
(6.20)

−1

2
Tr

(
D d2A[f ,θ]

dfi(q)dθj(−q)

)
+ ...

]
Z[f ,θ]

+

[
i
dS0[f ,θ]

dθj(−q)
− 1

2
Tr

(
DdA[f ,θ]

dθj(−q)

)
+ ...

]
dZ[f ,θ]

dfi(q)
,

where the higher order terms will vanish when the source fields are taken to zero. Further-

more, when θ → 0, the action (Eq. (6.12)) becomes a proper Keldysh action in the sense

that the ψ̄qψq term is zero. This means that Z = 1 (see Section 4.2), so we have that

dZ[f ,0]/dfi(q) = 0 and the bottom line vanishes. Therefore, from Eq. (6.14) we get for the

static current-current response function the expression

χij(q) = − i
2

[
i

d2S0

dfi(q)dθj(−q)
+

1

2
Tr

(
D dA

(1)

dfi(q)
D dA(1)

dθj(−q)

)
− 1

2
Tr

(
D d2A(2)

dfi(q)dθj(−q)

)]
,

(6.21)

where A(1) and A(2) are first and second order in the source fields and all higher order terms

disappear when the sources are set to zero. It is because the mean-field is a function of the

source fields that S0 and A(2) can be second order in the sources.

6.2.1 Definitions of terms

In what follows, we shall describe the various terms in Eq. (6.21) as:

� The mean-field response function:

χmfij (q) =
1

2

d2S0[f ,θ]

dfi(q)dθj(−q)
, (6.22)

where we shall refer to the source-dependent mean-field action, S0[f ,θ], as simply the

mean-field action. By contrast, the source-free mean-field action will be called as such.

� The fluctuations response function:

χflij (q) = χA
(1)

ij (q) + χA
(2)

ij (q), (6.23)

= − i
4

Tr

(
DdA

(1)[f ,θ]

dfi(q)
DdA

(1)[f ,θ]

dθj(−q)

)
+
i

4
Tr

(
D d2A(2)[f ,θ]

dfi(q)dθj(−q)

)
,

where the matrices A(1) and A(2) will be referred to as the first and second order

matrices. Because of this, the term χA
(1)

ij (q) containing factors of A(1) will be referred

to as the first order response function and the term χA
(2)

ij (q) containing A(2) as the
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second order response function. Note that this is just a naming convention based on

the order in the source fields of the matrices that they contain, and that overall both

χA
(1)

ij and χA
(2)

ij are independent of the source fields due to the differentiation.

Given that we already know the Green’s functions D (Eq. (4.80)), to calculate the current-

current response function we must find expressions for the mean-field action S0 and the first

and second order matrices A(1) and A(2).

6.3 Mean-field response function

To calculate the mean-field action we must first find an expression for the mean-field itself

using the source-dependent action (Eq. (6.12)). To do this we follow the same procedure as

in Section 5.2 and calculate the saddle point equations by differentiating the action by each

field (where k = (ω,k)) and setting them to zero:

dS

dψ̄c(k)
= (ω + ωp − ε(k)− iκ)ψq(k) (6.24)

−V
2

∑
k′,q

(
ψ̄q(k′ + q)[ψc(k + q)ψc(k′) + ψq(k + q)ψq(k′)]

+2ψ̄c(k′ + q)ψq(k + q)ψc(k′)
)

+
∑
q

γi(k,k − q) [θi(q)ψcω(k − q) + (fi(q) + θi(q))ψqω(k − q)] = 0

dS

dψc(−k)
= (−ω + ωp − ε(−k) + iκ)ψ̄q(−k) (6.25)

−V
2

∑
k′,q

(
ψq(k′ + q)[ψ̄c(−k + q)ψ̄c(k′) + ψ̄q(−k + q)ψ̄q(k′)]

+2ψc(k′ + q)ψ̄q(−k + q)ψ̄c(k′)
)

+
∑
q

γi(−k + q,−k)
[
θi(q)ψ̄c−ω(−k + q) + (fi(q)− θi(q))ψ̄q−ω(−k + q)

]
= 0

dS

dψ̄q(k)
= (ω + ωp − ε(k) + iκ)ψc(k) + 2iκψq(k)−

√
2Fpδk,0 (6.26)

−V
2

∑
k′,q

(
ψ̄c(k′ + q)[ψc(k + q)ψc(k′) + ψq(k + q)ψq(k′)]

+2ψ̄q(k′ + q)ψq(k + q)ψc(k′)
)

+
∑
q

γi(k,k − q) [(fi(q)− θi(q))ψcω(k − q)− θi(q)ψqω(k − q)] = 0
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dS

dψq(−k)
= (−ω + ωp − ε(−k)− iκ)ψ̄c(−k) + 2iκψ̄q(−k)−

√
2Fpδ−k,0 (6.27)

−V
2

∑
k′,q

(
ψc(k′ + q)[ψ̄c(−k + q)ψ̄c(k′) + ψ̄q(−k + q)ψ̄q(k′)]

+2ψq(k′ + q)ψ̄q(−k + q)ψ̄c(k′)
)

+
∑
q

γi(−k + q,−k)
[
(fi(q) + θi(q))ψ̄c−ω(−k + q)− θi(q)ψ̄q−ω(−k + q)

]
= 0

The solution to these will be a function of the source fields f(q) and θ(q). That is, our

mean-field ansatz will take the form

Ψ(k) =


ψ̄c(k)

ψc(−k)

ψ̄q(k)

ψq(−k)

→ Ψ0(k) = δω,0





√
2ψ̄0
√

2ψ0

0

0

 δk,0 +


X̄

(1)
k

X
(1)
−k

Ȳ
(1)
k

Y
(1)
−k

+


X̄

(2)
k

X
(2)
−k

Ȳ
(2)
k

Y
(2)
−k



 , (6.28)

where X(1)/Y (1) and X(2)/Y (2) are first and second order in the source fields, respectively,

and due to the existence of finite quantum saddle points do not necessarily respect conjugacy

relations. We shall refer to them as the first and second order mean-fields (as opposed to the

zeroth order mean-field, ψ0). Higher order terms are not relevant to the response function as

they are set to zero after the differentiation in Eq. (6.14). Given this ansatz, the mean-field

action is

S0 = S[Ψ0 = Ψ00 + δΨ
(1)
0 + δΨ

(2)
0 ], (6.29)

where Ψ00, δΨ(1), and δΨ(2) are the three vectors on the right-hand side of Eq. (6.28). To

calculate this, we expand around the zeroth order term Ψ00:

S0[Ψ00 + δΨ
(1)
0 ] = S00 + δS

(1)
0 + δS

(2)
0 (6.30)

= S0[Ψ00] +
∑
k

dS0

dΨ0(k)

∣∣∣∣
Ψ0=Ψ00

δΨ
(1)
0 (k) (6.31)

+
1

2

∑
k,k′

δΨ̄
(1)
0 (k)

d2S0

dΨ̄0(k)dΨ0(k′)

∣∣∣∣
Ψ0=Ψ00

δΨ
(1)
0 (k′).

Because the derivative of the source-free action at the source-free saddle point is zero (by

definition), the only terms in dS0/dΨ0|Ψ0=Ψ00
that survive are those containing source fields.

This means that no second order X(2) and Y (2) terms can contribute to the mean-field

response function as they would lead to terms at least third order in the sources.
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6.3.1 First order equations

Substituting the mean-field ansatz into the saddle point equations, we may equate terms

that are first order in the source fields and use them to find expressions for X(1) and Y (1).

Combined with the expression for the zeroth order mean field, ψ0, which was calculated

in Section 5.2, we can use these to find the mean-field action through the expansion in

Eq. (6.31). In line with the definition beneath Eq. (4.72), we introduce the shorthand

J(±k) ≡ ωp − ε(±k) + iκ− 2V ψ̄0ψ0, (6.32)

and equate the terms in the saddle point equations that are first order in the source fields:

J(k)X
(1)
k − V ψ

2
0X̄

(1)
−k = −2iκY

(1)
k −

√
2ψ0γi(k)[fi(k)− θi(k)], (6.33)

J∗(−k)X̄
(1)
−k − V ψ̄

2
0X

(1)
k = −2iκȲ

(1)
−k −

√
2ψ̄0γi(−k)[fi(k) + θi(k)], (6.34)

J∗(k)Y
(1)
k − V ψ2

0Ȳ
(1)
−k = −

√
2ψ0γi(k)θi(k), (6.35)

J(−k)Ȳ
(1)
−k − V ψ̄

2
0Y

(1)
k = −

√
2ψ̄0γi(−k)θi(k). (6.36)

Arranging these as two matrix equations,

M
(1)
X X(1) = C

(1)
X , M

(1)
Y Y (1) = C

(1)
Y , (6.37)

where X(1) = (X
(1)
k , X̄

(1)
−k)T and Y (1) = (Y

(1)
k , Ȳ

(1)
−k )T , we can invert M

(1)
X and M

(1)
Y and

solve for X(1) and Y (1):X(1)
k

X̄
(1)
−k

 =

√
2

V 2ψ̄2
0ψ

2
0 − J(k)J∗(−k)

(6.38)

×

J∗(−k)ψ0γi(k) [fi(k)− θi(k)] + V ψ̄0ψ
2
0γi(−k) [fi(k) + θi(k)]

J(k)ψ̄0γi(−k) [fi(k) + θi(k)] + V ψ̄2
0ψ0γi(k) [fi(k)− θi(k)]



+
2
√

2iκ[
V 2ψ̄2

0ψ
2
0 − J(k)J∗(−k)

] [
V 2ψ̄2

0ψ
2
0 − J∗(k)J(−k)

]θi(k)

×

[J(−k)J∗(−k)ψ0 + V 2ψ̄2
0ψ

3
0 ]γi(k) + [J∗(−k) + J∗(k)]V ψ̄0ψ

2
0γi(−k)

[J(k)J∗(k)ψ̄0 + V 2ψ̄3
0ψ

2
0 ]γi(−k) + [J(k) + J(−k)]V ψ̄2

0ψ0γi(k)

 ,
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k

Ȳ
(1)
−k

 =

√
2 θi(k)

V 2ψ̄2
0ψ

2
0 − J∗(k)J(−k)

J(−k)ψ0γi(k) + V ψ̄0ψ
2
0γi(−k)

J∗(k)ψ̄0γi(−k) + V ψ̄2
0ψ0γi(k)

 . (6.39)

6.3.2 First order correction to the mean-field action

From Eq. (6.31), we see that to find the first order correction to the mean-field action,

δS
(1)
0 , we must calculate dS0/dΨ0(k)|Ψ0=Ψ00 . This can be done by evaluating the saddle

point equations (Eqs. (6.24-6.27)) at Ψ00:

dS

dψ̄c(k)

∣∣∣∣
Ψ=Ψ00

=
√

2ψ0γi(k)θi(k)δω,0, (6.40)

dS

dψc(−k)

∣∣∣∣
Ψ=Ψ00

=
√

2ψ̄0γi(−k)θi(k)δ−ω,0, (6.41)

dS

dψ̄q(k)

∣∣∣∣
Ψ=Ψ00

=
√

2ψ0γi(k)(fi(k)− θi(k))δω,0, (6.42)

dS

dψq(−k)

∣∣∣∣
Ψ=Ψ00

=
√

2ψ̄0γi(−k)(fi(k) + θi(k))δ−ω,0, (6.43)

where the zeroth order terms disappear due to the definition of the source-free saddle point.

The first order correction is thus given by

δS
(1)
0 =

∑
k

dS0

dΨ0(k)

∣∣∣∣
Ψ0=Ψ00

δΨ
(1)
0 (k), (6.44)

=
√

2
∑
k



ψ0γi(k)θi(k)

ψ̄0γi(−k)θi(k)

ψ0γi(k)(fi(k)− θi(k))

ψ̄0γi(−k)(fi(k) + θi(k))



T 

X̄
(1)
k

X
(1)
−k

Ȳ
(1)
k

Y
(1)
−k


, (6.45)

where it should be borne in mind that only first order mixed terms, e.g. those proportional

to fiθj , survive the eventual differentiation. Thus, the relevant component of the first order

correction is

δS
(1)
0 =

∑
k

4ψ̄0ψ0fi(k)θj(−k)

V 2ψ̄2
0ψ

2
0 − J(k)J∗(−k)

(
J(k)γi(−k)γj(−k) (6.46)

+V ψ̄0ψ0γi(k)γj(−k) + J∗(−k)γi(k)γj(k) + V ψ̄0ψ0γi(−k)γj(k)
)
.
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6.3.3 Second order correction to the mean-field action

To calculate the second order correction, δS
(2)
0 , in Eq. (6.31), we must find d2S0/dΨ̄0(k)dΨ0(k′)|Ψ0=Ψ00

.

We can do so by evaluating the second derivative matrix of the action,

S′′ ≡



d/dψ̄c(k)

d/dψc(−k)

d/dψ̄q(k)

d/dψq(−k)





d/dψc(k′)

d/dψ̄c(−k′)

d/dψq(k′)

d/dψ̄q(−k′)



T

S, (6.47)

at Ψ = Ψ00, where due to the differentiation in Eq. (6.22) only terms that do not depend

on the source fields will contribute. Consequently, the only relevant terms in S′′ are those

in the inverse matrix of Green’s functions (Eq. 4.72) with ω = 0, and so we have that

δS
(2)
0 =

1

2

∑
k,k′

δΨ̄
(1)
0 (k)

d2S0

dΨ̄0(k)dΨ0(k′)

∣∣∣∣
Ψ0=Ψ00

δΨ
(1)
0 (k′), (6.48)

=
1

2

∑
k



X̄
(1)
k′

X
(1)
−k′

Ȳ
(1)
k′

Y
(1)
−k′



T 

0 0 J∗(k) −V ψ2
0

0 0 −V ψ̄2
0 J(−k)

J(k) −V ψ2
0 2iκ 0

−V ψ̄2
0 J∗(−k) 0 2iκ





X
(1)
k

X̄
(1)
−k

Y
(1)
k

Ȳ
(1)
−k


, (6.49)

Recognising again that only terms containing both source fields contribute to the response

function (and therefore Y (1)Y (1) terms do not), the second order correction to the mean-field

action is

δS
(2)
0 = −

∑
k

2ψ̄0ψ0fi(k)θj(−k)

V 2ψ̄2
0ψ

2
0 − J(k)J∗(−k)

(
J(k)γi(−k)γj(−k) (6.50)

+V ψ̄0ψ0γi(k)γj(−k) + J∗(−k)γi(k)γj(k) + V ψ̄0ψ0γi(−k)γj(k)
)
.

6.3.4 Combined mean-field response function

The zeroth order term in Eq. (6.31) disappears when differentiated, so the mean-field re-

sponse function (Eq. (6.22)) is given by

χmfij (q) =
1

2

d2(δS(1) + δS(2))

dfi(q)dθj(−q)
(6.51)

= − ψ̄0ψ0

J(q)J∗(−q)− V 2ψ̄2
0ψ

2
0

(
J(q)γi(−q)γj(−q) (6.52)

+V ψ̄0ψ0γi(−q)γj(q) + V ψ̄0ψ0γi(q)γj(−q) + J∗(−q)γi(q)γj(q)
)
.
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We note that the denominator here is equal to the determinant of the inverse retarded

Green’s function (Eq. (5.1)) at ω = 0, i.e. J(q)J∗(−q)− V 2 |ψ0|4 = det[(DR)−1(ω = 0, q)].

Using the shorthand

K(q) ≡ − 2

J(q)J∗(−q)− V 2 |ψ0|4
, (6.53)

we may rewrite the mean-field response function as

χmfij (q) =
∑

σ,σ′∈±
cmfσ,σ′(q)γi(σq)γj(σ

′q), (6.54)

where the coefficients cmfσ,σ′(q) are

cmf+,+(q) =
1

2
|ψ0|2K(q)J∗(−q), (6.55)

cmf+,−(q) = cmf−,+(q) =
1

2
|ψ0|2K(q)V |ψ0|2 , (6.56)

cmf−,−(q) =
1

2
|ψ0|2K(q)J(q). (6.57)

6.4 Fluctuations response function

To calculate the fluctuations response function (Eq. (6.23)), we note from the expression

for the partition function given in Eq. (6.15) that the second derivative matrix (Eq. (6.47))

evaluated at the mean-field gives the first and second order matrices A(1) and A(2) via the

expression

S′′|Ψ=Ψ0
= D−1 +A(1) +A(2). (6.58)

Full calculations of S′′|Ψ=Ψ0
, A(1), and A(2), as well as the derivatives of the latter with

respect to the source fields, are given in Appendix A.

6.4.1 First order term

To calculate the first order response function, χA
(1)

ij (q), we have from Appendix A.2 that

dA(1)(k, k′)

dfi(q)
=

 0 ai(k,k
′)

ai(k,k
′) 0

 δk,k′+qδω,ω′ , (6.59)

dA(1)(k, k′)

dθj(−q)
=

b11j(k,k
′) b12j(k,k

′)

b21j(k,k
′) b22j(k,k

′)

 δk+q,k′δω,ω′ , (6.60)
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with a and bXX given by Eqs. (A.36), (A.38), and (A.39). For a finite volume, filling in the

momentum and frequency arguments explicitly gives

χA
(1)

ij (q) = − i
4

∑
ω,ω′,ν,ν′

∑
k,k′,p,p′

Tr

(
Dων,kp

dA
(1)
νω′,pk′

dfi(q)
Dω′ν′,k′p′

dA
(1)
ν′ω,p′k

dθj(−q)

)
. (6.61)

Now, Dωω′,kk′ ∼ δω,ω′δk,k′ (Eq. (4.72)) and A(1) ∼ δω,ω′ , so this expression becomes

χA
(1)

ij (q) = − i
4

∑
ω,k,k′

Tr

(
Dω,k

dA
(1)
kk′

dfi(q)
Dω,k′

dA
(1)
k′k

dθj(−q)

)
. (6.62)

Substituting in the Green’s functions and Eqs. (6.59) and (6.60) (and swapping k and k′ in

the latter) gives

χA
(1)

ij (q) = − i
4

∑
ω,k,k′

Tr


DK(ω,k) DR(ω,k)

DA(ω,k) 0


 0 ai(k,k

′)

ai(k,k
′) 0

 δk,k′+q

×

DK(ω,k′) DR(ω,k′)

DA(ω,k′) 0


b11j(k

′,k) b12j(k
′,k)

b21j(k
′,k) b22j(k

′,k)

 δk,k′+q

 .
The two Kronecker deltas in momentum are identical, so summing over one sets the other

to 1. Performing this and taking the continuum limit gives

χA
(1)

ij (q) = − i
4

∫
dkx
2π

dky
2π

dω

2π
Tr


DK(ω,k + q) DR(ω,k + q)

DA(ω,k + q) 0

 (6.63)

×

 0 ai(k + q,k)

ai(k + q,k) 0



×

DK(ω,k) DR(ω,k)

DA(ω,k) 0


b11j(k,k + q) b12j(k,k + q)

b21j(k,k + q) b22j(k,k + q)


 ,

= − i
4

∫
dkx
2π

dky
2π

dω

2π
Tr
[
DR(ω,k + q)ai(k + q,k)DK(ω,k)b11j(k,k + q)

+DK(ω,k + q)ai(k + q,k)DA(ω,k)b11j(k,k + q) (6.64)

+DR(ω,k + q)ai(k + q,k)DR(ω,k)b21j(k,k + q)

+DA(ω,k + q)ai(k + q,k)DA(ω,k)b12j(k,k + q)
]
.
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For an explanation of how length and time factors in a finite volume relate to this limit, see

Appendix B.

The retarded and advanced Green’s functions are defined by causality as having all their

poles in the lower and upper half planes, respectively59. As the frequency integral may be

performed using complex contour integration, then by Cauchy’s theorem the last two terms

in Eq. (6.64), which are products of DRDR and DADA, will be zero95. This leaves b11 as

the only relevant ‘b’ term, which we relabel as simply b. The first order response function is

thus given by

χA
(1)

ij (q) = − i
4

∫
dkx
2π

dky
2π

dω

2π
Tr
[
DR(ω,k + q)ai(k + q,k)DK(ω,k)bj(k,k + q)

+DK(ω,k + q)ai(k + q,k)DA(ω,k)bj(k,k + q)
]
, (6.65)

where the matrices ai(k + q,k) and bj(k,k + q) are given in Appendix A.3.

6.4.2 Second order term

To calculate the second order response function, χA
(2)

ij (q), we need to find the second order

matrix A(2). By examining the terms in S′′|Ψ=Ψ0
(Eqs. (A.2-A.17)) that are second order

in the source fields, we see there are only six distinct elements in A(2):

A(2) =

A(2)
1 A

(2)
2

A
(2)
2 A

(2)
1

 δω,ω′ =



A
(2)
A A

(2)
B A

(2)
D A

(2)
E

A
(2)
C A

(2)
A A

(2)
F A

(2)
D

A
(2)
D A

(2)
E A

(2)
A A

(2)
B

A
(2)
F A

(2)
D A

(2)
C A

(2)
A


δω,ω′ . (6.66)

Starting with the expression for χA
(2)

ij on the second line of Eq. (6.23) and holding off on

the differentiation for now, we may multiply it out using Eq. (6.66) above to get

Tr
[
DA(2)

]
= Tr


DK DR

DA 0


A(2)

1 A
(2)
2

A
(2)
2 A

(2)
1


 (6.67)

= Tr
[
DKA

(2)
1 + (DR +DA)A

(2)
2

]
. (6.68)

The retarded and advanced Green’s functions, Eqs. (4.73) and (4.74), can be written as

DR =
1

d(ω)

J∗(−ω) V ψ2
0

V ψ̄2
0 J(ω)

 , DA =
1

d∗(ω)

J(−ω) V ψ2
0

V ψ̄2
0 J∗(ω)

 , (6.69)
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where we have relabelled d(ω) = J(ω)J∗(−ω)−V 2 |ψ0|4 and ignored the momentum depen-

dence. Eq. (6.67) then becomes

Tr
[
DA(2)

]
= Tr

DKA
(2)
1 +

 1

d(ω)

J∗(−ω) V ψ2
0

V ψ̄2
0 J(ω)

 (6.70)

+
1

d∗(ω)

J(−ω) V ψ2
0

V ψ̄2
0 J∗(ω)



A(2)

D A
(2)
E

A
(2)
F A

(2)
D




= Tr
[
DKA

(2)
1

]
+AD

[
J∗(−ω) + J(ω)

d(ω)
+
J(−ω) + J∗(ω)

d∗(ω)

]

+V
(
ψ̄2

0AE + ψ2
0AF

) [ 1

d(ω)
+

1

d∗(ω)

]
.

Given that all the zeros of d(ω) are in one half plane, that d(ω) ∼ ω2 at large ω, and that

the factors of frequency cancel in J(−ω) + J∗(ω), both the second two terms disappear due

to Cauchy’s theorem upon integration over frequency. Consequently, A
(2)
1 is the only term

in Eq. (6.66) relevant to the calculation of the response function.

Collecting terms second order in the source fields in the matrix of second derivatives

(Eqs. (A.2-A.17)), we see that the relevant three terms in the second order matrix are:

A
(2)
A = −V

[∑
q′

(X̄
(1)
q′ Y

(1)
q′ + Ȳ

(1)
q′ X

(1)
q′ ) +

√
2ψ̄0Y

(2)
0 +

√
2ψ0Ȳ

(2)
0

]
, (6.71)

A
(2)
B = −V

[∑
q′

X
(1)
q′ Y

(1)
−q′ +

√
2ψ0Y

(2)
0

]
, (6.72)

A
(2)
C = −V

[∑
q′

X̄
(1)
−q′ Ȳ

(1)
q′ +

√
2ψ̄0Ȳ

(2)
0

]
. (6.73)

Note here that the momentum q in Eqs. (A.2-A.17) is not the same as in the calculation of

the response function (Eq. (6.14)), so it has been relabelled in the above as q′. Additionally,

we have shifted q′ → q′ − k and, anticipating taking the trace, set k = k′.

6.4.3 Second order equations

From Eqs. (6.71-6.73), we see that to calculate the second order matrix we need to find the

second order mean-field Y (2). Equating the terms in the saddle point equations that are
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second order in the source fields gives:

J(k)X
(2)
k − V ψ

2
0X̄

(2)
−k = −

∑
q

[
γi(k,k − q)

(
[fi(q)− θi(q)]X

(1)
k−q − θi(q)Y

(1)
k−q

)

−
√

2V
(
ψ0X̄

(1)
−qX

(1)
k−q +

1

2
ψ̄0X

(1)
q X

(1)
k−q +

1

2
ψ̄0Y

(1)
q Y

(1)
k−q

+ψ0Ȳ
(1)
−q Y

(1)
k−q

)]
− 2iκY

(2)
k ,

J∗(−k)X̄
(2)
−k − V ψ̄

2
0X

(2)
k = −

∑
q

[
γi(−k + q,−k)

(
[fi(q) + θi(q)]X̄

(1)
−k+q − θi(q)Ȳ

(1)
−k+q

)

−
√

2V
(
ψ̄0X̄

(1)
−qX

(1)
k−q +

1

2
ψ0X̄

(1)
−qX̄

(1)
−k+q +

1

2
ψ0Ȳ

(1)
−q Ȳ

(1)
−k+q

+ψ̄0Ȳ
(1)
−q Y

(1)
k−q

)]
− 2iκȲ

(2)
−k ,

J∗(k)Y
(2)
k − V ψ2

0Ȳ
(2)
−k = −

∑
q

[
γi(k,k − q)

(
θi(q)X

(1)
k−q + [fi(q) + θi(q)]Y

(1)
k−q

)
−
√

2V
(
ψ0Ȳ

(1)
−qX

(1)
k−q + ψ0X̄

(1)
−qY

(1)
k−q + ψ̄0X

(1)
q Y

(1)
k−q

)]
,

J(−k)Ȳ
(2)
−k − V ψ̄

2
0Y

(2)
k = −

∑
q

[
γi(−k + q,−k)

(
θi(q)X̄

(1)
−k+q + [fi(q)− θi(q)]Ȳ

(1)
−k+q

)
−
√

2V
(
ψ̄0X̄

(1)
−qY

(1)
k−q + ψ̄0Ȳ

(1)
−qX

(1)
k−q + ψ0X̄

(1)
−q Ȳ

(1)
−k+q

)]
.

Similar to the first order case, arranging these as two matrix equations,

M
(2)
X X(2) = C

(2)
X , M

(2)
Y Y (2) = C

(2)
Y , (6.74)

where X(2) = (X
(2)
k , X̄

(2)
−k)T and Y (2) = (Y

(2)
k , Ȳ

(2)
−k )T , we can invert M

(2)
X and M

(2)
Y and

solve for X(2) and Y (2), where we also eliminate any terms of the form Y (1)Y (1) as they do

not contain any factors of f . The results are given in Appendix A.4.

Substituting the first and second order mean-fields into Eqs. (6.71-6.73), we may then

differentiate the second order matrix with respect to the source fields (see Appendix A.5),

d2A
(2)
1

dfi(q)dθj(−q)
=

d2

dfi(q)dθj(−q)

A(2)
A A

(2)
B

A
(2)
C A

(2)
A

 , (6.75)

to give

∂2A
(2)
1,ij(q) =

∑
σ,σ′∈±

C(2)
σ,σ′(q)γi(σq)γj(σ

′q), (6.76)
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where ∂2A
(2)
1,ij(q) is shorthand for d2A

(2)
1 /dfi(q)dθj(−q) and the coefficients C(2)

σ,σ′(q) are

given in Appendix A.6.

6.4.4 Correction in the continuum limit

From Eq. (6.23) and the line of reasoning around Eq. (6.70), we have that the second order

response function is

χA
(2)

ij (q) =
i

4

∑
ω,ω′,k,k′

Tr

(
DK
ωω′,kk′

d2A
(2)
1, ω′ω,k′k

dfi(q)dθj(−q)

)
. (6.77)

Noting that DK
ωω′,kk′ ∼ δω,ω′δk,k′ and A

(2)
1 ∼ δω,ω′ , this reduces to

χA
(2)

ij (q) =
i

4

∑
ω,k

Tr

(
DK
ω,k

d2A
(2)
1,k

dfi(q)dθj(−q)

)
, (6.78)

However, taking the continuum limit of this expression is not straightforward. To see why,

consider an action defined on the Keldysh contour before the continuum limit has been taken

(see Eq. (4.25))101:

S =

N∑
j

δt

(
iψ̄+
j

ψ+
j − ψ

+
j−1

δt
−H(ψ̄+

j , ψ
+
j−1)− iψ̄−j−1

ψ−j−1 − ψ
−
j

δt
+H(ψ̄−j−1, ψ

−
j )

)
, (6.79)

where we ignore the distribution term. Fourier transforming this into the space of Matsubara

frequencies, ωn = 2πn/Nδt,

ψj =

N∑
n

ψne−i2πnj/N , ψn =
1

N

N∑
j

ψnei2πnj/N , (6.80)

we see that there are infinitesimal phase factors eiωnδt and e−iωnδt associated with pairs of

the form ψ̄+
j ψ

+
j−1 and ψ̄−j−1ψ

−
j , respectively59. These can be factored out to give

S = Nδt

N∑
n

[
ψ̄+
n ψ

+
n

(
−i1− e−iωnδt

δt
−H0

)
eiωnδt (6.81)

−ψ̄−n ψ−n
(
i
1− eiωnδt

δt
−H0

)
e−iωnδt + ...

]
,

where H0 represents the diagonal contribution from the Hamiltonian, which in the semi-

classical approximation has the same pattern of field timesteps for all terms. There are

extra, off-diagonal, terms due to interactions, but these do not have mismatched timesteps.

If we perform a Gaussian integral over these fields, such as in Eq. (6.17), then the factored

out e±iωnδt terms cancel in the determinant, so we can drop them. However, phase factors
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remain in the non-Hamiltonian parts of the action, which after the Keldysh rotation can be

written in Matsubara space as

S = Nδt

N∑
n

(
− iα(ωn)[ψ̄c(ωn)ψc(ωn) + ψ̄q(ωn)ψq(ωn)] (6.82)

+(β(ωn)−H0)[ψ̄c(ωn)ψq(ωn) + ψ̄q(ωn)ψc(ωn)] + ...
)
,

where

α(ωn) =
1− cos(ωnδt)

δt
, β(ωn) =

sin(ωnδt)

δt
. (6.83)

The contribution to the inverse Green’s function from the non-Hamiltonian terms is

D−1(ωn) =



−iα(ωn) 0 β(ωn) 0

0 −iα(ωn) 0 −β(ωn)

β(ωn) 0 −iα(ωn) 0

0 −β(ωn) 0 −iα(ωn)


+ ..., (6.84)

and we see that if the continuum limit were to mean taking δt → 0 in isolation, then

we would reproduce the non-Hamiltonian contribution to the inverse Green’s functions in

Eq. (4.72), i.e. α(ω) → 0 and β(ω) → ω. However, recalling that ωnδt = 2πn/N , at large

values of n, i.e. n ' N , this does not work as ωnδt is not small (i.e. cos(ωnδt) 6' 1 and

sin(ωnδt) 6' ωnδt). There will in fact be an extra contribution to the Green’s functions

due to the large-n part of frequency space. When n is large, the non-Hamiltonian terms

are of order 1/δt, whereas the Hamiltonian terms are of order 1. Therefore, the former will

dominate as δt→ 0 and we may approximate the extra contribution to the Green’s functions

as the inverse of Eq. (6.84):

D(ωn) ' δt

2α(ωn)



iα(ωn) 0 β(ωn) 0

0 iα(ωn) 0 −β(ωn)

β(ωn) 0 iα(ωn) 0

0 −β(ωn) 0 iα(ωn)


, (6.85)

where α2 + β2 = 2α/δt.

The purpose of this analysis is to correctly take the continuum limit of the sum over

frequency in Eq. (6.78). Therefore, consider the frequency sum over the Green’s functions,

(1/Nδt)
∑N
n D(ωn), where we have included the normalising inverse factor of time, 1/T =

1/Nδt (see Appendix B for an explanation of how finite factors of length and time are
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included in this calculation). Substituting Eq. (6.85) into this sum, we get

1

Nδt

∑
n

D(ωn) =
1

2

1

N

∑
n



i 0 β/α 0

0 i 0 −β/α

β/α 0 i 0

0 −β/α 0 i


. (6.86)

The full summation over β/α is zero,

N∑
n

β(ωn)

α(ωn)
=

N∑
n

sin(ωnδt)

1− cos(ωnδt)
= 0, (6.87)

and so we have that the extra contribution is

1

Nδt

N∑
n

D(ωn) =
i

2
1. (6.88)

We see also from Eq. (6.85) that this does not apply to any terms in the response function

containing two Green’s functions (e.g. Eq. (6.62)), as these will pick up an extra factor of

δt and so will disappear when δt→ 0.

Returning to Eq. (6.78), we now include the contribution from Eq. (6.88) (noting that

this applies to the full Green’s function, D, not just DK):

χA
(2)

ij (q) =
i

4

∑
k

Tr

([
i

2
1

]
d2A

(2)
k

dfi(q)dθj(−q)

)
+
i

4

∑
ω,k

Tr

(
DK
ω,k

d2A
(2)
1,k

dfi(q)dθj(−q)

)
,

=
i

4

∑
k

Tr

(
i

d2A
(2)
1,k

dfi(q)dθj(−q)

)
+
i

4

∑
ω,k

Tr

(
DK
ω,k

d2A
(2)
1,k

dfi(q)dθj(−q)

)
,

where on the second line the new term has picked up a factor of two on account of the two

A
(2)
1 terms in Eq. (6.66) being summing together under the trace. Taking the continuum

limit, we have then that the second order response function is given by

χA
(2)

ij (q) =
i

4

∫
dkx
2π

dky
2π

[
iTr

(
d2A

(2)
1 (k)

dfi(q)dθj(−q)

)
+

∫
dω

2π
Tr

(
DK(ω,k)

d2A
(2)
1 (k)

dfi(q)dθj(−q)

)]
.

(6.89)

6.5 Full response function

Combining the mean-field response function with the first and second order response func-

tions in Eqs. (6.65) and (6.89), the full static current-current response function can be
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written as

χij(q) = χmfij (q) +
i

4

∫
dkx
2π

dky
2π

(
iTr[∂2A

(2)
1,ij(q)] +

∫
dω

2π
Tr[DK(ω,k)∂2A

(2)
1,ij(q)]

)
− i

4

∫
dkx
2π

dky
2π

dω

2π
Tr
[
DR(ω,k + q)ai(k + q,k)DK(ω,k)bj(k,k + q)

+DK(ω,k + q)ai(k + q,k)DA(ω,k)bj(k,k + q)
]
, (6.90)

where the mean-field response function is given in Eq. (6.54), the matrices ai and bi in

Eqs. (A.40) and (A.41), the matrix ∂2A
(2)
1,ij in Eq. (6.76), and the coefficients C(2)

σ,σ′ in the

latter in Eqs. (A.58-A.62).





Chapter 7

Superfluid response

In systems that are isotropic and conserve particle number, the superfluid fraction, i.e. the

proportion of the system density that is superfluid, is given by the difference between the

longitudinal and the transverse response functions in the long-range limit (Eq. (2.53)). The

relationship between the response functions and the densities that leads to this formulation

is provided by the f-sum rule, which is dependent on particle conservation (Section 2.6.1).

For incoherently pumped microcavity-polaritons, the sum rule holds despite their driven-

dissipative nature23. However, this is not necessarily true for coherently driven polaritons.

Additionally, for finite pump wavevector kp, coherently pumped systems are anisotropic

and will not have scalar longitudinal and transverse responses, implying that they may be

more superfluid in some directions than others. While it is not guaranteed that we can

associate responses with densities, it is still possible to quantify the behaviour of the system

by recognising that a superfluid will exhibit what we may term a superfluid response, i.e.

if there is a superfluid component in the system, then the longitudinal response function

will be larger in the long-range limit than the transverse response function, where this effect

may be direction-dependent.

In this chapter, we use the static current-current response function for coherently driven

microcavity-polaritons calculated in Chapter 6 (Eq. (6.90)) to find the longitudinal and

transverse responses of the system and analyse the results. In Section 7.1, we examine how

a lack of Galilean invariance implies that the f-sum rule will not hold and how anisotropy

causes the longitudinal and transverse responses to be tensors; in Section 7.2, we take

the long-range limit of the response function and find that the longitudinal and transverse

responses are equal, so the system is not a superfluid; In Section 7.3, we discover that

at kp = 0, the system responds to neither type of perturbation, forming a new kind of

rigid macroscopic quantum state. However, at kp 6= 0, perturbations can couple to the

amplitude of this state allowing a type of ‘normal’ response; in Section 7.4, we analyse how

this response is dependent on detuning the coherent drive away from the bare polariton

dispersion; in Section 7.5, we look at how the response function behaves in the exceptional
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case detailed in Section 5.4 where a Kerr instability leads to a gapless excitation spectrum;

and in Section 7.6 we outline how the superfluid response of a system of polaritons may be

measured.

7.1 Sum rules and anisotropy

In a system in which the f-sum rule holds, we have that ρ = mχL(q → 0) and ρn = mχT (q →

0) (see Section 2.6.1). Hence from Eq. (2.45) for the response function in an isotropic system,

we see that using the f-sum rule allows us to write the full static current-current response

function in terms of the total and normal densities:

mχij(q → 0) = lim
q→0

qiqj
q2

(ρ− ρn) + δijρn. (7.1)

Defining the part of the system that responds longitudinally but not transversely as the

superfluid density, ρs = m(χL(q → 0)− χT (q → 0)), gives us the relation

ρ = ρs + ρn. (7.2)

That is, the f-sum rule implies that the ‘normal’ and ‘superfluid’ densities add up to the total

density of the system. Eq. (7.2) also assumes that the system is Galilean invariant, i.e. that

changing from one inertial frame to another does not affect the physics of the system. To

see why, we consider the two-fluid model of superfluidity (Section 2.4), in which the current

is given by Eq. (2.24). Changing to a new frame moving at velocity −u with respect to the

first, we have that the wavefunction of the macroscopic state will be modified according to6

ψ(x)→ ψ′(x) = ψ(x)eimu.x, (7.3)

and consequently, the superfluid velocity (Eq. (2.7)) will shift by

vs(x)→ vs(x) + u. (7.4)

Additionally, given that in a system with long-range order we can diagonalise the density

matrix into a complete set of eigenfunctions, χi(x) = |χi(x)| eiφi(x), with eigenvalues Ni

(Eq. (2.35)), we have that the full current is

j(x) =
1

m

∑
i

Ni |χi(x)|2∇φi(x), (7.5)

which transforms with the change of frame as

j(x)→ j(x) + ρ(x)u, (7.6)
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where ρ(x) =
∑
iNi |χi(x)|2. Finally, the normal velocity transforms straightforwardly as

vn(x)→ vn(x) + u, and thus, under a Galilean transformation, Eq. (2.24) becomes

j(x) + ρ(x)u = ρs(x)(vs(x) + u) + ρn(x)(vn(x) + u). (7.7)

If the physics of the system is invariant to the transformation, this equation implies the

validity of Eq. (7.2).

Coherently pumped polaritons are not Galilean invariant because the pump picks out

a special velocity. Consider the pumping term in the Hamiltonian,

Ĥpump = Fp(â
†
0 + â0), (7.8)

where momentum arguments are with reference to kp. Fourier transforming Eq. (7.3), we

see that a Galilean transformation of the fields is given in momentum space by

ψ′k =

∫
dxψ′(x)eik.x =

∫
dx
∑
q

ψqe−i(q−k−mu).x = ψk+mu. (7.9)

Thus, a Galilean transformation on a coherently pumped system is equivalent to shifting

the polariton operators â by some momentum k′, i.e.

â0 → âk′ . (7.10)

In the new frame, the pump Hamiltonian will be

Ĥ ′pump = Fp(â
†
k′ + âk′), (7.11)

and the coherently created macroscopic state will now be at momentum k′ + kp. That is,

the system will have changed physically.

Both Galilean invariance and the f-sum rule imply Eq. (7.2), that the total density is

the sum of the normal and superfluid densities. Given that the system is neither Galilean

invariant nor conserving of particle number, we should not expect the f-sum rule to hold and

we will not use the response function to calculate the superfluid fraction as in Eq. (2.53).

Additionally, when the pump wavevector kp is finite, coherently driven polaritons are

anisotropic. In Eq. (2.45), the isotropic response function contains two tensors, qiqj/q
2 and

(δij − qiqj/q2), which in the long-range limit are associated with unique scalars, χL(q → 0)

and χT (q → 0), corresponding to each kind of response. That these must be scalar follows

from the fact that the response is identical in all directions. In anisotropic systems however,

this will no longer be the case. The response function will contain more complex tensors
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than Eq. (2.45) and will be dependent on direction, i.e.,

χ(q) =

χxx(q) χxy(q)

χyx(q) χyy(q)

 , (7.12)

where these components need not be the same. This implies that in the long-range limit the

longitudinal and transverse responses will also be anisotropic: i.e. they too will be tensors,

χLij(q → 0) and χTij(q → 0).

Despite these complications, it is still possible to use the response function to quantify

the superfluidity in the system by calculating whether there is a difference between the

longitudinal and transverse responses. Modifying Eq. (2.53) for an anisotropic system in

which the f-sum rule does not hold, we define the superfluid response in the long-range limit

as

lim
q→0

(
χSij(q)

)
= lim
q→0

(
χLij(q)− χTij(q)

)
. (7.13)

7.2 Longitudinal and transverse response

The longitudinal and transverse responses of the system to perturbations are found by tak-

ing the long-range limit of the response function, i.e. q → 0, where taking the momentum

perpendicular to the perturbation to zero first, and that parallel to it second, yields the

longitudinal response function, and taking the opposite order gives the transverse response

function (see Section 2.6). For these responses to differ, there must be singular behaviour

as the limit is taken. For example, for a two-dimensional, isotropic system where the per-

turbation is in the x-direction, Eq. (2.45) gives

χxx(q) =
q2
x

q2
x + q2

y

χL(q) +

(
1− q2

x

q2
x + q2

y

)
χT (q). (7.14)

Here, the order in which qx and qy are taken to zero distinguishes two separate parts of the

system on account of the singular behaviour when qx is taken to zero last. By contrast, if

we artificially remove the singular behaviour by adding a constant C to the denominators,

χ′xx(q) =
q2
x

q2
x + q2

y + C
χ1(q) +

(
1− q2

x

q2
x + q2

y + C

)
χ2(q), (7.15)

what we have now called χ1 and χ2 cannot be connected to specifically longitudinal or

transverse responses as the long-range limit always picks out χ2. This contrived case is

equivalent to Eq. (7.14) when χL(q → 0) = χT (q → 0) = χ2(q → 0). That is, by removing

the singular behaviour we have prevented the possibility of superfluidity.

In the case of the response function for coherently pumped polaritons, Eq. (6.90), we

can see that all the terms (Eqs. (6.54), (A.40), (A.41), and (6.76)) take the form of a multiple
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of

h(q)

det[(DR)−1(ω = 0, q)]
, (7.16)

where h(q) is some polynomial in q. Indeed, we can see this from the fact that every term

is proportional to two factors of the momentum vertex (Eq. (6.5)) and at least one factor of

K(q) (Eq. (6.53)). Therefore, for singular behaviour and consequently superfluid behaviour,

the static inverse retarded Green’s function must vanish as q → 0. In fact, this is directly

related to the gaplessness of the excitation spectrum. The spectrum, ω±(k), in Eq. (5.4) is

defined by

det[(DR)−1(ω±(k),k)] = 0. (7.17)

That is, only if the spectrum is gapless, i.e. if ω±(k→ 0) = 0, will the static inverse retarded

Green’s function vanish in the long-range limit and there can be superfluidity. However,

because the phase of the macroscopic state is externally fixed, the excitation spectrum of

coherently pumped polaritons is gapped (Fig. 5.1) and the static inverse retarded Green’s

function is finite as q → 0. As there are no singular terms, the longitudinal and transverse

response functions for coherently driven microcavity-polaritons, that are homogeneously and

continuously pumped below the OPO threshold, are identical, and Eq. (7.13) shows that no

part of the system responds to perturbations like a superfluid.

7.3 Rigid state

All terms in the response function are proportional to two factors of the momentum vertex.

Indeed, we may note that the response function can be divided into a contribution involving

the response of the condensate, appearing through the coupling γ(q) = (2kp + q)/2m, and

a contribution involving coupling to excitations through γ(k + q,k) = (2kp + 2k + q)/2m.

Numerically performing the frequency integral over the latter contribution shows these to

be zero. Therefore, as the pump wavevector is kp = (kp, 0), in the long-range limit every

finite term in the response function is proportional to two factors of γ(q → 0) = (γ0, 0) =

(kp/m, 0). This means that only the χxx component in Eq. (7.12) can be finite. Furthermore,

seeing as there are no singular terms in the response function, when the pump momentum is

equal to zero the current response of the system to perturbations vanishes in all directions.

Unlike superfluids, which despite not responding transversely still have a finite longitudinal

response, coherently pumped polaritons at kp = 0 form a rigid state that, like a solid, has

a finite density but does not respond to any perturbations. This suggests that the external

fixing of the phase, which causes the gapped spectrum, has a highly restrictive effect on

the system. Indeed, it is already known that vortices and solitons cannot form within the
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pumping region of a coherently driven system (although this changes outside the pump,

where the phase is free to evolve90,89,91), and the lack of response to perturbations shown

here indicates these restrictions are even more profound.

However, when kp is finite there is a normal response in the long-range limit associated

with χxx. Here, by ‘normal’ we mean simply that the longitudinal and transverse response

functions are equal. We may examine the nature of this effect explicitly by taking the

long-range limit of the mean-field response function (Eq. (6.52)), giving

χmfij (q → 0) = −δxiδxj
γ2

0 ψ̄0ψ0

J(0)J∗(0)− V 2ψ̄2
0ψ

2
0

[
J(0) + J∗(0) + 2V ψ̄0ψ0

]
, (7.18)

Considering the zeroth order saddle point equations (Eqs. (5.6) and (5.7)), Eq. (7.18) be-

comes

χmfij (q → 0) = −δxiδxj
k2
p |ψ0|2 (ψ̄0 + ψ0)

m2(Fp − V |ψ0|2 (ψ̄0 + ψ0))
. (7.19)

This response has a very specific interpretation as a change in the occupation of the pump

state. If this state has finite momentum kp, then adding or removing particles to it will

cause the current flowing in the system to change, i.e. there will be a current response. This

effect is possible because particle number is not conserved and it shows that the pump state

is still rigid even at finite kp: that is, the momentum of the state is not disrupted by the

perturbation, only the number of particles in it.

To see this, we consider the time-independent Gross-Pitaevskii equation (GPE) for a

bosonic field ψ coupled to the current through a perturbation f(x):

(
− ∇

2

2m
− ωp − iκ+ V |ψ(x)|2

)
ψ(x) = −Fpeikp.x −

i

2m
[f(x).∇ψ(x) +∇.(f(x)ψ(x))] .

(7.20)

The origin of the perturbation term can be seen from the perturbative action, which is given

by the dot product of f with the current:

δS =

∫
dt

∫∫
d2x

(
−i
2m

[(f(x)ψ∗(x)).(∇ψ(x))− (f(x)ψ(x)).(∇ψ∗(x))]

)
. (7.21)

Integrating the second term by parts we have that

δS =

∫
dt

∫∫
d2x

(
−i
2m

[(f(x)ψ∗(x)).(∇ψ(x)) + ψ∗(x)∇.(f(x)ψ(x))]

)
, (7.22)

which leads to the GPE by differentiating with respect to ψ∗(x). Fourier transforming the
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perturbative action into momentum space, we get

δS =

∫
dt
∑
k,q

f(q).
2k + q

2m
ψ∗(k)ψ(k + q), (7.23)

which in the long-range limit, q → 0, becomes

δS =

∫
dt
∑
k

f(0).
k

m
ψ∗(k)ψ(k), (7.24)

and so moving back in to real space we may choose f to be independent of position,

δS =

∫
dt

∫∫
d2xψ∗(x)f .

−i∇
m

ψ(x). (7.25)

Accordingly, the GPE reduces to

(
− ∇

2

2m
− ωp − iκ+ V |ψ(x)|2

)
ψ(x) = −Fpeikp.x − f .

i∇
m
ψ(x). (7.26)

Considering a mean-field at the pump wavevector that satisfies the unperturbed GPE,

ψ0eikp.x, as well as the change in the field due to the perturbation, δψ(x) = φ(x)eikp.x,

and removing any terms higher than first order in φ(x) and f , we get an equation with

constant coefficients:

−∇
2

2m
φ(x)− ikp.

∇
m
φ(x)+V ψ2

0φ
∗(x)+

(
k2
p

2m
− ωp − iκ+ 2V |ψ0|2

)
φ(x) =

f .kp
m

ψ0. (7.27)

Fourier transforming this equation gives,

(
q2

2m
+
kp
m
.q +

k2
p

2m
− ωp − iκ+ 2V |ψ0|2

)
φ(q) + ψ2

0φ
∗(−q) =

f .kp
m

ψ0δq,0, (7.28)

and we may take the complex conjugate, leading to a matrix equation: a(q) b(q)

b∗(−q) a∗(−q)


 φ(q)

φ∗(−q)

 =
f .kp
m

ψ0

ψ∗0

 δq,0, (7.29)

where

a(q) =
q2

2m
+
kp
m
.q +

k2
p

2m
− ωp + 2V |ψ0|2 − iκ (7.30)

=
q2

2m
+
kp
m
.q + α− iκ,

b(q) = V ψ2
0 , (7.31)
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and we have defined α ≡ k2
p/2m − ωp + 2V |ψ0|2 = −δp + 2V |ψ0|2. If q 6= 0, the right-

hand side is zero, which yields finite φ(q) only if the matrix on the left-hand side has zero

determinant. Setting the determinant to zero gives an equation for the momentum for which

the above matrix is singular:

q4

4m2
+ 2α

q2

2m
− (kp.q)2

m2
+ 2iκ

kp
m
.q + α2 + κ2 − V 2 |ψ0|4 = 0. (7.32)

Noting that kp = (kp, 0), we may write this as

(q2
x + q2

y)2

4m2
+ 2α

q2
x + q2

y

2m
−
k2
p

m2
q2
x + 2iκ

kp
m
qx + α2 + κ2 − V 2 |ψ0|4 = 0. (7.33)

Given that only the 2iκ(kp/m)qx term has an imaginary component, this equation can only

be satisfied by real q if either qx or kp = 0. Taking the former case, we have that

q4
y

4m2
+ 2α

q2
y

2m
+ α2 + κ2 − V 2 |ψ0|4 = 0, (7.34)

where in the kp = 0 case we would have the same except that qy → q. To solve this, we

write εy = q2
y/2m to give a quadratic equation:

ε2y + 2αεy + α2 + κ2 − V 2 |ψ0|4 = 0, (7.35)

which in turn is solved by

εy = −α±
√
V 2 |ψ0|4 − κ2, (7.36)

giving for the y-momentum:

qy = ±
√

2m

√
δp − 2V |ψ0|2 ±

√
V 2 |ψ0|4 − κ2. (7.37)

Consequently, the matrix on the left-hand side of Eq. (7.29) will be singular for real values

of q when qx = 0 and both inequalities,

V |ψ0|2 > κ, δp +

√
V 2 |ψ0|4 − κ2 > 2V |ψ0|2 , (7.38)

are true.

In Fig. 7.1, the real (blue) and imaginary (dashed red) components of qy are plotted as

the mean-field density is changed, where δp = κ, m = 5×10−5me, V = 0.0025meVµm2, and

κ = 0.05meV (the same parameters as in Fig. 5.1). It is clear from the finite imaginary part

of qy at all values of |ψ0|2 that for these parameters the above inequalities are not satisfied.

Consequently, there are no physical solutions for which the matrix on the LHS of Eq. (7.29)
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is singular and the only physically relevant solution of Eq. (7.27) is the position-independent

function φ(x) = φ. At the bistability threshold, i.e. detuning δp ≥
√

3κ, solutions for which

=(qy) = 0 exist. However, these correspond approximately to the densities for which the

system is unstable (the dashed green part of Fig. 5.2(a)) and a full investigation of this is

beyond the scope of this thesis.
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Figure 7.1: Real (blue) and imaginary (dashed red) momenta of solutions to Eq. (7.26) (given
by Eq. (7.37)) at different mean-field densities, for the parameters δp = κ, m =
5 × 10−5me, V = 0.0025meVµm2, and κ = 0.05meV. As there is always a finite
imaginary component, none of these solutions are physical.

Given that the solution to Eq. (7.27) is position-independent, φ(x) = φ, the overall

solution to the GPE (Eq. (7.26)) is the particular solution,

ψ(x) = (ψ0 + φ)eikp.x. (7.39)

That is, the effect of the perturbation is simply to change the amplitude of the pump state.

Substituting Eq. (7.39) into the expression for the probability current (Eq. (2.6)), we

see that to the mean-field level the current that flows in response to the perturbation is

j =
kp
m

(ψ0φ
∗ + φψ∗0). (7.40)

If the mean-field response given by Eq. (7.19) is indeed due entirely to this change in the

amplitude of the pump state, this expression for the current should reproduce the response

function through

ji = χmfij (q → 0)fj . (7.41)
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If we abbreviate the mean-field equation (Eq. 5.6) as Cψ0 = −Fp, then Eq. (7.27) becomes

(C + V |ψ0|2)φ+ V ψ2
0φ
∗ =

f .kp
m

ψ0. (7.42)

Taking this in combination with its complex conjugate leads to a matrix equationC + V |ψ0|2 V ψ2
0

V ψ∗0
2 C∗ + V |ψ0|2


 φ

φ∗

 =
f .kp
m

ψ0

ψ∗0

 , (7.43)

and solving for φ we get

φ =
C∗ψ0

|C|2 + (C + C∗)V |ψ0|2

(
f .kp
m

)
, (7.44)

which through Eqs. (7.40) and (7.41) exactly reproduces the mean-field response function

in Eq. (7.19).

While the above analysis was restricted to the mean-field level, the only part of the

fluctuations response function that survives the long-range limit is, like in the mean-field

case, the part that couples to the condensate through γ(0). Consequently, we expect the

same behaviour – i.e. that the finite response at finite kp corresponds to the perturbation

coupling to the amplitude of the rigid state and causing an increase or decrease of the number

of particles in that state.

Figure 7.2: Total response in the long-range limit normalised to the mean-field density, Eq. (7.45),
as a function (a) of pump momentum kp at |ψ0|2 = 6.9µm−2, and (b) the mean-field
density |ψ0|2 at kp = 0.1µm−1. In both cases there is no blue-detuning away from the
bare lower polariton dispersion, i.e. δp = 0.
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Numerically performing the integrals in Eq. (6.90) in the long-range limit (see Appendix

C for details), we analyse how the response of the system changes with kp and pump strength,

where the latter is expressed through the mean-field polariton density |ψ0|2. Figure 7.2 shows

a quantity R, which we define as the total long-range response normalised by the mean-field

density,

R =
mχxx(q → 0)

|ψ0|2
, (7.45)

with the system parameters: m = 5 × 10−5me, V = 0.01meVµm2, and κ = 0.05meV. The

ratio R increases quadratically with pump momentum, which is explained by the fact that

if the rigid state has a larger current to begin with, changes in its amplitude will affect the

overall current to a greater degree. Additionally, after an initial peak, there is an asymptotic

decrease of R as intensity increases. We must conclude from this that a large pump intensity

reduces the response to a weak perturbation. Furthermore, by performing these calculations

we find that the mean-field term is orders of magnitude larger than the fluctuations at all

momenta and densities.

7.4 Detuning

Blue-detuning can lead to the real part of the excitation spectrum fulfilling the Landau

criterion (see Fig. 5.1(c)), which was the regime in which nearly-dissipationless flow was

experimentally observed for coherently pumped polaritons17. Modifying the density for a

set detuning, δp = 0.05meV, we may examine the current response of the system in all the

regimes given in Fig. 5.1. Fig. 7.3 shows how the total long-range response normalised by

the mean-field density, Eq. (7.45), changes as we change the density, where m = 5×10−5me,

V = 0.0025meVµm2, and κ = 0.05meV. The point at which the real part of the spectrum

becomes linear is the shifted resonance point, ∆p = ωp − ε(0) − V |ψ0|2 = 0. Notably, at

this point the response of the system goes to zero. This is because the mean-field response

(Eq. (7.19)), which is orders of magnitude larger than the fluctuations at all other points,

is proportional to <(ψ0) and at the shifted resonance point ψ0 is entirely imaginary. The

fluctuation parts, while always finite, are very small compared to the mean-field suggesting

that, even if we were to take higher orders in fluctuations, there would always be a pump

strength at which the response goes from negative to positive and is thus strictly zero, and

this point will be in the vicinity of ∆p = 0 where the mean-field component is zero. At

higher densities the excitation spectrum is gapped in the real part and consequently still

fulfils the Landau criterion. However, in contrast to the experimentally investigated regime

in Fig. 5.1(c), the response in finite. Indeed, it is positive and shows an asymptotic decrease

with density similar to the zero-detuning case (Fig. 7.2).

Because particle number is not conserved and the system is not Galilean invariant,



112 Chapter 7. Superfluid response

Figure 7.3: Total response in the long-range limit for kp = 0.1µm−1 (dashed purple) and kp =
0.25µm−1 (solid green) normalised with respect to the mean-field density, Eq. (7.45).
Vertical lines marked (a-d) correspond to the excitation spectra in Fig. 5.1. For (a)
and (b) the response is negative, and goes to zero close to (c) where the excitation
spectrum is of the linear Bogoliubov form (the mean-field component, Eq. (7.19),
is exactly zero at (c) on account of an imaginary mean-field, but the fluctuations
are small and finite), before becoming positive, peaking around (d), and tailing off
similarly to the resonant case in Fig. 7.2. Larger kp leads to a larger response to
perturbations.

the f-sum rule does not hold and there is no physical correspondence that can be drawn

between the density of the system and the current-current response function. This means

that the negative responses seen at low density do not present a physical problem. We may

draw parallels here to a previous study of incoherently pumped polaritons at the mean-

field level25 in which external potentials were present. The conclusion was drawn that

steady state currents due to these potentials can alter the physical picture, rendering the

interpretation of the superfluid and normal fractions in terms of the response of the system

to a vector potential unphysical. While in that study the phase of the condensate was free

to evolve, and while in the present work there are no external potentials, in both studies

there exist steady state currents.

7.5 Bistability

As shown in Section 5.4, for a coherently pumped system below the OPO threshold, the

only time the spectrum is gapless is at the onset of an instability (see Figs. 5.3(c) and

5.4(a)) when the imaginary part of the excitation spectrum crosses over from negative to

positive, the condition for which is given in Eq. (5.16). To investigate how this change

in the spectrum affects the response to perturbations of coherently pumped polaritons, we

calculate the long-range behaviour of the mean-field response function (Eq. (6.52)) in this
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regime. To do this, we separate the response function into its numerator and denominator,

χmfij (q) =
nij(qx, qy)

d(qx, qy)
, (7.46)

where the latter is given by

d(qx, qy) = J(q)J∗(−q)− V 2 |ψ0|4 . (7.47)

Rewriting J(q) (Eq. (6.32)) in terms of the detuning and pump wavevector,

J(q) = δp −
q2
x + q2

y

2m
− kpqx

m
+ iκ− 2V |ψ0|2 , (7.48)

J∗(−q) = δp −
q2
x + q2

y

2m
+
kpqx
m
− iκ− 2V |ψ0|2 , (7.49)

we have that the denominator is

d(qx, qy) =

(
q2
x + q2

y

2m

)2

− (2δp − 4V |ψ0|2)
q2
x + q2

y

2m
−
k2
pq

2
x

m2
+

2iκkpqx
m

(7.50)

+3V 2 |ψ0|4 − 4δpV |ψ0|2 + δ2
p + κ2.

For the gapless spectrum we are investigating, the terms on the last line equal zero through

Eq. (5.16). Consequently, in the long-range limit, d will go to zero and the response function

will exhibit singular behaviour. To discover whether this may be superfluid behaviour, we

must look at the limiting behaviour of the numerator.

From Eqs. (6.5) and (6.52), the numerator of the χxx component is given by

nxx(qx, qy) = −|ψ0|2

4m2

[
J(q)(4k2

p − 4kpqx + q2
x) (7.51)

+J∗(−q)(4k2
p + 4kpqx + q2

x) + 2V |ψ0|2 (4k2
p − q2

x)
]
,

=
|ψ0|2

2m2

[
q4
x

2m
+
q2
xq

2
y

2m
−

(
2k2
p

m
+ δp − 3V |ψ0|2

)
q2
x (7.52)

+
2k2
p

m
q2
y + 4ikpκqx − 4k2

p(δp − V |ψ0|2)

]
.

We see that this expression is constant in the long-range limit, except when δp = V |ψ0|2

– i.e., at the shifted resonance point when the spectrum becomes linear. However, at this

point the spectrum is gapped and there can be no superfluid behaviour. When the spectrum

is gapless, δp 6= V |ψ0|2 and so, as long as kp is finite, the response function diverges in the
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long-range limit. The longitudinal response function diverges as

χmf,Lxx (q → 0) = i
|ψ0|2 kp
mκ

(δp − V |ψ0|2)
1

qx → 0
, (7.53)

and the transverse response function as

χmf,Txx (q → 0) =
2 |ψ0|2 k2

p

m

δp − V |ψ0|2

δp − 2V |ψ0|2
1

(qy → 0)2
. (7.54)

While it is notable that the longitudinal and transverse response functions are different in

the long-range limit, given that they both diverge at different rates and that the longitudinal

response function is imaginary, it is not clear what conclusions of physical interest can be

drawn from this.

The response for different solutions of the mean-field, where χmf,Lxx = χmf,Txx except at

the divergent points, is shown in Fig. 7.4, where the mean-field transverse response function

normalised with respect to the mean-field density, R0 = mχmf,Txx (q → 0)/ |ψ0|2, is plotted

against the intensity, which is tuned from below to above the bistable region. Here, δp = 3κ,

m = 5 × 10−5me, V = 0.0025meVµm2, and κ = 0.05meV. The response in the two stable

states (solid red and blue) diverges at the gapless points where the stable and unstable states

meet (see the turning points in Fig. 5.2). The longitudinal response diverges differently, to

a degree that is imperceptible at this scale.

If kp = 0, the numerator and denominator become:

nxx,0(qx, qy) =
|ψ0|2

2m2

[
q4
x

2m
+
q2
xq

2
y

2m
−
(
δp − 3V |ψ0|2

)
q2
x

]
, (7.55)

d0(qx, qy) =

(
q2
x + q2

y

2m

)2

− (2δp − 4V |ψ0|2)
q2
x + q2

y

2m
. (7.56)

Taking the long-range limit, the transverse response function is zero and the longitudinal

response function is:

χmf,Lxx (q → 0) =
|ψ0|2

m

[
(δp − 3V |ψ0|2)(qx → 0)2

(2δp − 4V |ψ0|2)(qx → 0)2

]
. (7.57)

That is, the system is a superfluid at these precise parameters. Seeing as kp = (kp, 0), the

χmfyy response is given by Eq. (7.57), where qx and qy are swapped, regardless of the value of

the pump momentum. This situation corresponds to the diffusive spectra in Fig. 5.5, similar

to the cases of incoherent pumping and the signal state in the OPO regime.

The off-diagonal terms χmfxy and χmfyx are equal and share the same denominator as the
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Figure 7.4: Mean-field transverse response in the long-range limit, normalised to the mean-field
density, R0 = mχmf,T

xx (q → 0)/ |ψ0|2, in the bistable regime where δp = 3κ = 0.15meV
and kp = 0.1µm−1 in the x-direction. The pump intensity is tuned from below to
above the bistable region. There are three different states, the stable, lower branch
of the bistability curve (solid red) (see Fig. 5.2), the stable upper branch (solid blue)
and an unstable, unphysical branch (dashed green). The response function diverges
at the turning points in the bistability curve where the spectrum becomes gapless and
is equal to zero at the shifted resonance point when the real part of the spectrum is
linear. The longitudinal response only differs at the divergent points, but to a degree
that is imperceptible at this scale.

diagonal terms. The numerator is given by

nxy(qx, qy) = −|ψ0|2

4m2

[
− J(q)(2kp − qx)qy + J∗(−q)(2kp + qx)qy (7.58)

+V |ψ0|2 (2kp − qx)qy − V |ψ0|2 (2kp + qx)qy

]
,

=
|ψ0|2

2m2

[
q3
xqy
2m

+
qxq

3
y

2m
−

(
2k2
p

m
+ δp − 3V |ψ0|2

)
qxqy + 2iκkpqy

]
.(7.59)

For kp = 0, the response function is zero when the limits are taken sequentially. However, for

finite kp, while the longitudinal response function is zero, the transverse response function

diverges as

χmf,Txy (q → 0) = −i |ψ0|2

m

κkp

δp − 2V |ψ0|2
1

qy → 0
. (7.60)

Similarly to the χxx case when kp 6= 0, it is not clear what the physical meaning of this

divergence is.

This analysis has not included fluctuation terms and, while they were small in the

optical limiter case investigated in Sections 7.3 and 7.4, they may be significant as the

system approaches instability. An investigation of this and whether it helps explain the

divergences seen above is left as further work.



116 Chapter 7. Superfluid response

7.6 Measuring the response experimentally

From the definition of the current-current response function in Eq. (2.43), we see that inves-

tigating the longitudinal and transverse responses of coherently driven polaritons involves

two stages: the application of a perturbation and the measurement of any subsequent change

in the current. Here, we outline how these might be achieved, and thus how to probe ex-

perimentally the existence of the rigid state and the trends shown in Figs. 7.2 and 7.3.

7.6.1 Applying longitudinal and transverse perturbations

Longitudinal forces take the form FL ∼ ∇V , for some potential V . Therefore, applying

a longitudinal perturbation requires simply the application of a potential gradient. In po-

laritonic systems there are a number of ways to achieve this, including using wedge-shaped

cavities, etching, or applying mechanical stress14,15.

Creating a transverse perturbation is however more difficult. One approach is to adopt a

methodology used in the context of cold atoms where experiments have exploited the concept

of Berry phase102 to create artificial gauge fields which act on neutral particles103,104. In

these experiments, a spatial profile is introduced to the Zeeman splitting in the atomic

ground state by applying an inhomogeneous magnetic field. If an atom in one sublevel

moves adiabatically – i.e. too slowly to change level – then the Hamiltonian becomes

H =
(p−A(x))2

2m
+ V (x), (7.61)

where A(x) is an artificial gauge field given by

A(x) = i~〈ψ(x)|∇ψ(x)〉, (7.62)

and |ψ(x)〉 is the ground state. The neutral particles feel a rotation as if they were charged

particles in a magnetic field, i.e. this corresponds to the application of a transverse force.

It has been suggested that this approach could be used to measure the superfluid fraction

of a system of cold atoms105.

To adapt the above technique and apply a transverse perturbation to microcavity-

polaritons, a proposal23 has suggested utilising the polariton polarisation degree of freedom

rather than the Zeeman splitting. It recommended that the required inhomogeneous mag-

netic field could be generated using imbalanced anti-Helmholtz coils.
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7.6.2 Measuring the current

Once a perturbation has been applied, to measure the current (Eq. (6.2)) which flows in

response we need to find the momentum space correlation function 〈â†kâk+q〉. If we know

this at all values of k then we may calculate the current for a given q. To do this, one could

interfere two momentum space images of the condensate: âk, which is simply the field at

a momentum k, and eiφâk+q, which is the field measured at k + q and delayed by a phase

factor φ27. The measured intensity from interfering these two fields is given by:

Ik,q(φ) = 〈(â†k + e−iφâ†k+q)(âk + eiφâk+q)〉. (7.63)

This expression can be related to the current via the phase dependence. Specifically, by mul-

tiplying it out and measuring the intensity at three different phase values, we can calculate

the desired correlation function:

〈â†kâk+q〉 =
[Ik,q(φ1)− Ik,q(φ2)](e−iφ1 − e−iφ3)− [Ik,q(φ1)− Ik,q(φ3)](e−iφ1 − e−iφ2)

(eiφ1 − eiφ2)(e−iφ1 − e−iφ3)− (eiφ1 − eiφ3)(e−iφ1 − e−iφ2)
.

(7.64)

Thus, an experimental measurement of the response function can be found through

χxx(q) =
jx(q)

fx(q)
=
∑
k

2kx + 2kp + qx
2m

〈â†kâk+q〉
fx(q)

. (7.65)
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Chapter 8

Conclusions

Here, we summarise the conclusions drawn in this thesis and provide brief suggestions of

further work.

8.1 Superfluid response of coherently driven polaritons

Superfluidity is one of the most significant examples of quantum mechanics on a macroscopic

scale and is well understood in the context of systems in thermal equilibrium, such as

liquid helium6. Microcavity-polaritons however, which are two-dimensional quasiparticles

resulting from the strong coupling of cavity photons to quantum well excitons, present a

different challenge as they do not usually reach equilibrium due to photons leaking from

the cavity, and must be pumped with a laser to maintain a steady state. Much theoretical

and experimental work has concentrated on the question of whether polaritons may form

superfluids, and notably observations were made of nearly-dissipationless flow for coherently

driven polaritons moving past a defect17, which was claimed to be evidence of superfluidity.

However, unlike closed systems, polaritons have a complex excitation spectrum and, when

they are coherently driven, phase fixing by the pump causes it to be gapped, raising questions

as to whether these observations are of a superfluid or some other kind of very low-viscosity

fluid.

The defining property of superfluids is that they respond to longitudinal but not trans-

verse perturbations, and so by calculating the current-current response function, which is

the susceptibility for a current to flow in response to a perturbing force, it is possible to

quantify the superfluid fraction, i.e. the part of the system that flows like a superfluid. Such

a calculation, utilising a nonequilibrium path integral method from Keldysh field theory,

was carried out for incoherently pumped polaritons and found a finite superfluid density23.

For the relationship between the superfluid fraction and the response function to be well de-

fined, the system being studied must be isotropic and Galilean invariant, and unfortunately

neither of these are true of coherently pumped polaritons. Nevertheless, it is still possible to

deduce whether any part of these systems responds to perturbations like a superfluid, and
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therefore whether they can form superfluids at all.

In this thesis, we use a Keldysh path integral technique to calculate the static current-

current response function of a system of coherently driven microcavity-polaritons, where

the pump is continuous, homogeneous, and below the optical parametric oscillation (OPO)

threshold. Our calculation discovers that they respond equally to both longitudinal and

transverse perturbations and therefore cannot form superfluids. The reason for this is that

the phase of the macroscopic state is fixed by the coherent pump leading to a gapped

excitation spectrum. In general, this gap is in the imaginary part and it prevents singular

behaviour in the response function in the long-range limit, q → 0, where such behaviour is

required for a difference between the two types of response.

Remarkably, we find that at zero pump momentum the system does not respond to

either type of perturbation at all. That is, it forms a macroscopic quantum state that is

completely rigid. When the pump momentum is finite, there exists a coupling between the

perturbation and the rigid state that alters its amplitude – i.e. it increases or decreases

the number of particles in the state (particle number is not conserved). This produces a

‘normal’ response in the mathematical sense that the longitudinal and transverse responses

are finite and equal. However, this does not correspond to a change in momentum, which is

fixed to the pump. Simply, the rigid state has a finite current and so changing the number

of particles in it changes the total current flowing in the system. This response grows

smoothly and quadratically with kp due to the coupling γ(0) = kp/m, where each term in

the response function contains two factors of γ. After an initial peak at low density, the

total response normalised to the mean-field density reduces asymptotically as the density is

increased, suggesting that the perturbation has a weaker effect at larger pump powers.

A notable effect of blue-detuning is to modify the excitation spectrum such that the

real component is linear as q → 0, which is the regime in which nearly-dissipationless flow

was observed experimentally. The current-current response function is zero very close to

this point, which may be related to this observation. Significantly, though, dissipationless

flow is the only property of superfluids that is exhibited by the rigid state as, further to the

superfluid response being zero, vortices cannot form unless injected by the pump, and the

concept of persistent currents is poorly defined when the phase of the macroscopic state is

externally fixed. If the detuning is increased sufficiently the system becomes bistable, and it

is possible for the spectrum to become gapless at the very precise points between the stable

and unstable states, although it does not fulfil the Landau criterion. To the mean-field level,

the superfluid response at these points is finite when kp = 0 and divergent when kp 6= 0,

where the physical significance of this result requires further investigation.

Coherently driven polaritons present a complex picture when studying their macroscopic

quantum behaviour, in particular because they are out-of-equilibrium, do not conserve parti-
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cle number, are anisotropic, are not Galilean invariant, and have gapped, complex excitation

spectra. In this work we have shown that this rich collection of attributes leads to a vibrant

set of macroscopic flow properties, exemplified by the formation of a new rigid state that

does not respond to either longitudinal or transverse perturbations. The existence of this

state, which flows without viscosity but lacks other superfluid behaviours, serves to highlight

the subtleties inherent in the set of properties known together as superfluidity.

8.2 Further work

Further investigations into the macroscopic quantum states formed by coherently driven

polaritons could involve a number of approaches, notably those described in Section 7.6. We

expand on additional approaches here.

� Simulations of this system could be carried out by representing the quantum fields

as Wigner quasiprobability distributions and using the Fokker-Planck equation, trun-

cated to the second order derivative term, to derive a stochastic differential equation

that can be computed numerically (for examples of this method in polaritonic systems,

see79,106). To address superfluidity, the polariton fields can be simulated in the pres-

ence of a gauge field f , from which the resulting current flow can be calculated. As the

current-current response function is the susceptibility for a current to flow in response

to this gauge field, the longitudinal and transverse response functions are given by

χL/T = lim
f→0

|j|∣∣fL/T ∣∣ , (8.1)

where the different responses are distinguished by whether the perturbing field is

transverse or longitudinal. By performing these simulations for coherently pumped

polaritons, it would be possible to corroborate the absence of superfluidity and the

existence of the rigid state, as well as potentially shed more light on the properties of

the latter.

� The Keldysh path integral method that has been used in this thesis has now been

applied to both incoherently pumped polaritons23, for which superfluidity was found

to survive, and coherently pumped polaritons below the OPO threshold. A natural

next step would be to apply it to the signal state of coherently pumped polaritons

above the OPO threshold which, like the incoherently pumped case, have a gapless

spectrum. Experiments in this regime have observed metastable superflows20 as well

as nearly-dissipationless flow18,19, and so the expected result of this calculation is that

it would confirm that they are superfluids. However, we note that as there are three

macroscopic states above the OPO threshold, the scale of the calculation would be

substantially larger than that in this thesis.
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� The finite superfluid response of coherently pumped polaritons at the mean-field level

in the bistable regime could be investigated further by extending the calculation to

fluctuations. Furthermore, experimental analyses could probe the behaviour of the

system as the pump power is tuned through this regime, concentrating on the bound-

aries between the stable and unstable states at the turning points of the S-shape in

Fig. 5.2 to examine whether the divergences seen in the mean-field response function

in the long-range limit have a physical signature.
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Response function coefficients

Here we present some of the steps in the calculation of the static current-current response

function outlined in Chapter 6. In Section A.1, we show the matrix of second derivatives of

the action, S′′, evaluated at the mean-field; in Section A.2, we show the first order matrix,

A(1), used in Section 6.4.1; in Section A.3, we give the matrices ai and bi used in Eq. (6.65)

for the first order response function, and the coefficients Ca/bσ they contain; in Section A.4,

we show the second order mean-fields, X(2) and Y (2), resulting from the equations in Section

6.4.3; in Section A.5, we show the second order matrix, A(2), used in Section 6.4.3 as well as

its derivatives with respect to the source fields; and in Section A.6, we give the coefficients,

C(2)
σ,σ′ , in Eq. (6.76) for the second order response function. For definitions of some of these

terms, see Section 6.2.1.

A.1 Elements of the second derivative matrix

As shown in Eq. (6.58), the first and second order matrices, A(1) and A(2), can be calculated

from the matrix of second derivatives of the action (Eq. (6.12)) with respect to the Nambu

vector Ψ(k) = (ψc(k), ψ̄c(−k), ψq(k), ψ̄q(−k)), evaluated at the source-dependent mean-field

(Eq. (6.28)). This can be written as

S′′|Ψ=Ψ0
≡



d/dψ̄c(k)

d/dψc(−k)

d/dψ̄q(k)

d/dψq(−k)





d/dψc(k′)

d/dψ̄c(−k′)

d/dψq(k′)

d/dψ̄q(−k′)



T

S|Ψ=Ψ0
≡



Sc̄c Sc̄c̄ Sc̄q Sc̄q̄

Scc Scc̄ Scq Scq̄

Sq̄c Sq̄c̄ Sq̄q Sq̄q̄

Sqc Sqc̄ Sqq Sqq̄


δω,ω′ ,

(A.1)
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where the elements are:

Sc̄c = γi(k,k
′)θi(k − k′) (A.2)

− V
[√

2ψ̄0(Y
(1)
k−k′ + Y

(2)
k−k′) +

√
2ψ0(Ȳ

(1)
−k+k′ + Ȳ

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qY

(1)
k+q + Ȳ

(1)
k′+qX

(1)
k+q)

]

Sc̄c̄ = −V
[√

2ψ0(Y
(1)
k−k′ + Y

(2)
k−k′) +

∑
q

X
(1)
k+qY

(1)
−k′−q

]
(A.3)

Sc̄q = J∗(k)δk,k′ + γi(k,k
′)[fi(k − k′) + θi(k − k′)] (A.4)

− V
[√

2ψ̄0(X
(1)
k−k′ +X

(2)
k−k′) +

√
2ψ0(X̄

(1)
−k+k′ + X̄

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qX

(1)
k+q + Ȳ

(1)
k′+qY

(1)
k+q)

]

Sc̄q̄ = −V ψ2
0δk,k′ − V

[√
2ψ0(X

(1)
k−k′ +X

(2)
k−k′) (A.5)

+
1

2

∑
q

(X
(1)
−k′−qX

(1)
k+q + Y

(1)
−k′−qY

(1)
k+q)

]

Scc = −V
[√

2ψ̄0(Ȳ
(1)
−k+k′ + Ȳ

(2)
−k+k′) +

∑
q

X̄
(1)
−k−qȲ

(1)
k′+q

]
(A.6)

Scc̄ = γi(−k′,−k)θi(k − k′) (A.7)

− V
[√

2ψ̄0(Y
(1)
k−k′ + Y

(2)
k−k′) +

√
2ψ0(Ȳ

(1)
−k+k′ + Ȳ

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qY

(1)
k+q + Ȳ

(1)
k′+qX

(1)
k+q)

]

Scq = −V ψ̄2
0δk,k′ − V

[√
2ψ̄0(X̄

(1)
−k+k′ + X̄

(2)
−k+k′) (A.8)

+
1

2

∑
q

(X̄
(1)
k′+qX̄

(1)
−k−q + Ȳ

(1)
k′+qȲ

(1)
−k−q)

]
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Scq̄ = J(−k)δk,k′ + γi(−k′,−k)[fi(k − k′)− θi(k − k′)] (A.9)

− V
[√

2ψ̄0(X
(1)
k−k′ +X

(2)
k−k′) +

√
2ψ0(X̄

(1)
−k+k′ + X̄

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qX

(1)
k+q + Ȳ

(1)
k′+qY

(1)
k+q)

]

Sq̄c = J(k)δk,k′ + γi(k,k
′)[fi(k − k′)− θi(k − k′)] (A.10)

− V
[√

2ψ̄0(X
(1)
k−k′ +X

(2)
k−k′) +

√
2ψ0(X̄

(1)
−k+k′ + X̄

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qX

(1)
k+q + Ȳ

(1)
k′+qY

(1)
k+q)

]

Sq̄c̄ = −V ψ2
0δk,k′ − V

[√
2ψ0(X

(1)
k−k′ +X

(2)
k−k′) (A.11)

+
1

2

∑
q

(X
(1)
−k′−qX

(1)
k+q + Y

(1)
−k′−qY

(1)
k+q)

]

Sq̄q = 2iκδk,k′ − γi(k,k′)θi(k − k′) (A.12)

− V
[√

2ψ̄0(Y
(1)
k−k′ + Y

(2)
k−k′) +

√
2ψ0(Ȳ

(1)
−k+k′ + Ȳ

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qY

(1)
k+q + Ȳ

(1)
k′+qX

(1)
k+q)

]

Sq̄q̄ = −V
[√

2ψ0(Y
(1)
k−k′ + Y

(2)
k−k′) +

∑
q

X
(1)
k+qY

(1)
−k′−q

]
(A.13)

Sqc = −V ψ̄2
0δk,k′ − V

[√
2ψ̄0(X̄

(1)
−k+k′ + X̄

(2)
−k+k′) (A.14)

+
1

2

∑
q

(X̄
(1)
k′+qX̄

(1)
−k−q + Ȳ

(1)
k′+qȲ

(1)
−k−q)

]

Sqc̄ = J∗(−k)δk,k′ + γi(−k′,−k)[fi(k − k′) + θi(k − k′)] (A.15)

− V
[√

2ψ̄0(X
(1)
k−k′ +X

(2)
k−k′) +

√
2ψ0(X̄

(1)
−k+k′ + X̄

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qX

(1)
k+q + Ȳ

(1)
k′+qY

(1)
k+q)

]
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Sqq = −V
[√

2ψ̄0(Ȳ
(1)
−k+k′ + Ȳ

(2)
−k+k′) +

∑
q

X̄
(1)
−k−qȲ

(1)
k′+q

]
(A.16)

Sqq̄ = 2iκδk,k′ − γi(−k′,−k)θi(k − k′) (A.17)

− V
[√

2ψ̄0(Y
(1)
k−k′ + Y

(2)
k−k′) +

√
2ψ0(Ȳ

(1)
−k+k′ + Ȳ

(2)
−k+k′)

+
∑
q

(X̄
(1)
k′+qY

(1)
k+q + Ȳ

(1)
k′+qX

(1)
k+q)

]

A.2 Elements of the first order matrix

The first order matrix A(1), which we write as

A(1) =



A
(1)
11 A

(1)
12 A

(1)
13 A

(1)
14

A
(1)
21 A

(1)
22 A

(1)
23 A

(1)
24

A
(1)
31 A

(1)
32 A

(1)
33 A

(1)
34

A
(1)
41 A

(1)
42 A

(1)
43 A

(1)
44


δω,ω′ , (A.18)

is given by the terms in S′′|Ψ=Ψ0
that are first order in the source fields. Substituting in

Eqs. (6.38) and (6.39) for the first order mean-fields, X(1) and Y (1), and using the shorthands

K(q), defined in Eq. (6.53), and p = k − k′, the elements of this are given by

A
(1)
11 =

[
γi(k,k

′)−K∗(p)V ψ̄0ψ0

(
J(−p)γi(p) + J∗(p)γi(−p) (A.19)

+ V ψ̄0ψ0[γi(−p) + γi(p)]
)]
θi(p)

A
(1)
12 = −K∗(p)V ψ2

0

[
J(−p)γi(p) + V ψ̄0ψ0γi(−p)

]
θi(p) (A.20)

A
(1)
13 =

[
γi(k,k

′)−K(p)V ψ̄0ψ0

(
J∗(−p)γi(p) + J(p)γi(−p) (A.21)

+ V ψ̄0ψ0(γi(−p) + γi(p))
)]
fi(p) +

{
γi(k,k

′)

+K(p)V ψ̄0ψ0

(
J∗(−p)γi(p)− J(p)γi(−p)− V ψ̄0ψ0[γi(−p)− γi(p)]

)
− iκK(p)K∗(p)V ψ̄0ψ0

[
J(−p)J∗(−p)γi(p) + J(p)J∗(p)γi(−p)

+ J∗(−p)V ψ̄0ψ0γi(−p) + J∗(p)V ψ̄0ψ0γi(−p) + J(p)V ψ̄0ψ0γi(p)

+ J(−p)V ψ̄0ψ0γi(p) + V 2ψ̄2
0ψ

2
0 [γi(p) + γi(−p)]

]}
θi(p)
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A
(1)
14 = −K(p)V ψ2

0

[
J∗(−p)γi(p) + V ψ̄0ψ0γi(−p)

]
fi(p) (A.22)

+
{
K(p)V ψ2

0

[
J∗(−p)γi(p)− V ψ̄0ψ0γi(−p)

]
− iκK(p)K∗(p)V ψ2

0

[
J(−p)J∗(−p)γi(p) + J∗(−p)V ψ̄0ψ0γi(−p)

+ J∗(p)V ψ̄0ψ0γi(−p) + V 2ψ̄2
0ψ

2
0γi(p)

]}
θi(p)

A
(1)
21 = −K∗(p)V ψ̄2

0

[
J∗(p)γi(−p) + V ψ̄0ψ0γi(p)

]
θi(p) (A.23)

A
(1)
22 =

[
γi(−k′,−k)−K∗(p)V ψ̄0ψ0

(
J(−p)γi(p) + J∗(p)γi(−p) (A.24)

+ V ψ̄0ψ0[γi(−p) + γi(p)]
)]
θi(p)

A
(1)
23 = −K(p)V ψ̄2

0

[
J(p)γi(−p) + V ψ̄0ψ0γi(p)

]
fi(p) (A.25)

−
{
K(p)V ψ̄2

0

[
J(p)γi(−p)− V ψ̄0ψ0γi(p)

]
− iκK(p)K∗(p)V ψ̄2

0

[
J(p)J∗(p)γi(−p) + J(p)V ψ̄0ψ0γi(p)

+ J(−p)V ψ̄0ψ0γi(p) + V 2ψ̄2
0ψ

2
0γi(−p)

]}
θi(p),

A
(1)
24 =

[
γi(−k′,−k)−K(p)V ψ̄0ψ0

(
J∗(−p)γi(p) + J(p)γi(−p) (A.26)

+ V ψ̄0ψ0[γi(−p) + γi(p)]
)]
fi(p) +

{
− γi(−k′,−k)

+K(p)V ψ̄0ψ0

(
J∗(−p)γi(p)− J(p)γi(−p)− V ψ̄0ψ0(γi(−p)− γi(p))

)
− iκK(p)K∗(p)V ψ̄0ψ0

[
J(−p)J∗(−p)γi(p) + J(p)J∗(p)γi(−p)

+ J∗(−p)V ψ̄0ψ0γi(−p) + J∗(p)V ψ̄0ψ0γi(−p) + J(p)V ψ̄0ψ0γi(p)

+ J(−p)V ψ̄0ψ0γi(p) + V 2ψ̄2
0ψ

2
0 [γi(p) + γi(−p)]

]}
θi(p)
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A
(1)
31 =

[
γi(k,k

′)−K(p)V ψ̄0ψ0

(
J∗(−p)γi(p) + J(p)γi(−p) (A.27)

+ V ψ̄0ψ0[γi(−p) + γi(p)]
)]
fi(p) +

{
− γi(k,k′)

+K(p)V ψ̄0ψ0

(
J∗(−p)γi(p)− J(p)γi(−p)− V ψ̄0ψ0(γi(−p)− γi(p))

)
− iκK(p)K∗(p)V ψ̄0ψ0

[
J(−p)J∗(−p)γi(p) + J(p)J∗(p)γi(−p)

+ J∗(−p)V ψ̄0ψ0γi(−p) + J∗(p)V ψ̄0ψ0γi(−p) + J(p)V ψ̄0ψ0γi(p)

+ J(−p)V ψ̄0ψ0γi(p) + V 2ψ̄2
0ψ

2
0 [γi(p) + γi(−p)]

]}
θi(p)

A
(1)
32 = −K(p)V ψ2

0

[
J∗(−p)γi(p) + V ψ̄0ψ0γi(−p)

]
fi(p) (A.28)

+
{
K(p)V ψ2

0

[
J∗(−p)γi(p)− V ψ̄0ψ0γi(−p)

]
− iκK(p)K∗(p)V ψ2

0

[
J(−p)J∗(−p)γi(p) + J∗(−p)V ψ̄0ψ0γi(−p)

+ J∗(p)V ψ̄0ψ0γi(−p) + V 2ψ̄2
0ψ

2
0γi(p)

]}
θi(p)

A
(1)
33 =

[
− γi(k,k′)−K∗(p)V ψ̄0ψ0

(
J(−p)γi(p) + J∗(p)γi(−p) (A.29)

+ V ψ̄0ψ0(γi(−p) + γi(p))
)]
θi(p)

A
(1)
34 = −K∗(p)V ψ2

0

[
J(−p)γi(p) + V ψ̄0ψ0γi(−p)

]
θi(p) (A.30)

A
(1)
41 = −K(p)V ψ̄2

0

[
J(p)γi(−p) + V ψ̄0ψ0γi(p)

]
fi(p) (A.31)

−
{
K(p)V ψ̄2

0

[
J(p)γi(−p)− V ψ̄0ψ0γi(p)

]
− iκK(p)K∗(p)V ψ̄2

0

[
J(p)J∗(p)γi(−p) + J(p)V ψ̄0ψ0γi(p)

+ J(−p)V ψ̄0ψ0γi(p) + V 2ψ̄2
0ψ

2
0γi(−p)

]}
θi(p)
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A
(1)
42 =

[
γi(−k′,−k)−K(p)V ψ̄0ψ0

(
J∗(−p)γi(p) + J(p)γi(−p) (A.32)

+ V ψ̄0ψ0[γi(−p) + γi(p)]
)]
fi(p) +

{
γi(−k′,−k)

+K(p)V ψ̄0ψ0

(
J∗(−p)γi(p)− J(p)γi(−p)− V ψ̄0ψ0(γi(−p)− γi(p))

)
− iκK(p)K∗(p)V ψ̄0ψ0

[
J(−p)J∗(−p)γi(p) + J(p)J∗(p)γi(−p)

+ J∗(−p)V ψ̄0ψ0γi(−p) + J∗(p)V ψ̄0ψ0γi(−p) + J(p)V ψ̄0ψ0γi(p)

+ J(−p)V ψ̄0ψ0γi(p) + V 2ψ̄2
0ψ

2
0 [γi(p) + γi(−p)]

]}
θi(p)

A
(1)
43 = −K∗(p)V ψ̄2

0

[
J∗(p)γi(−p) + V ψ̄0ψ0γi(p)

]
θi(p) (A.33)

A
(1)
44 =

[
− γi(−k′,−k)−K∗(p)V ψ̄0ψ0

(
J(−p)γi(p) + J∗(p)γi(−p) (A.34)

+ V ψ̄0ψ0[γi(−p) + γi(p)]
)]
θi(p)

The derivative of these with respect to f gives

dA(1)(k, k′)

dfi(q)
=



0 0 ∂fiA
(1)
13 ∂fiA

(1)
14

0 0 ∂fiA
(1)
23 ∂fiA

(1)
24

∂fiA
(1)
13 ∂fiA

(1)
14 0 0

∂fiA
(1)
23 ∂fiA

(1)
24 0 0


δω,ω′ , (A.35)

=

 0 ai(k,k
′)

ai(k,k
′) 0

 δk,k′+qδω,ω′ ,

where

ai(k,k
′) =

γi(k,k′) 0

0 γi(−k′,−k)

 (A.36)

− K(p)V



ψ̄0ψ0

(
[J∗(−p) + V ψ̄0ψ0]γi(p) ψ2

0 (J∗(−p)γi(p)

+[J(p) + V ψ̄0ψ0]γi(−p)
)

+V ψ̄0ψ0γi(−p)
)

ψ̄2
0 (J(p)γi(−p) ψ̄0ψ0

(
[J∗(−p) + V ψ̄0ψ0]γi(p)

+V ψ̄0ψ0γi(p)
)

+[J(p) + V ψ̄0ψ0]γi(−p)
)


.
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Similarly, the θ derivative gives the matrix

dA(1)(k, k′)

dθj(−q)
=



∂θjA
(1)
11 ∂θjA

(1)
12 ∂θjA

(1)
13 ∂θjA

(1)
14

∂θjA
(1)
21 ∂θjA

(1)
22 ∂θjA

(1)
23 ∂θjA

(1)
24

∂θjA
(1)
31 ∂θjA

(1)
32 ∂θjA

(1)
33 ∂θjA

(1)
34

∂θjA
(1)
41 ∂θjA

(1)
42 ∂θjA

(1)
43 ∂θjA

(1)
44


δω,ω′ , (A.37)

=

b11j(k,k
′) b12j(k,k

′)

b21j(k,k
′) b22j(k,k

′)

 δk+q,k′δω,ω′ ,

where

b11/22j(k,k
′) =

±γj(k,k′) 0

0 ±γj(−k′,−k)

 (A.38)

− K∗(p)V



ψ̄0ψ0

(
[J(−p) + V ψ̄0ψ0]γj(p) ψ2

0 (J(−p)γj(p)

+[J∗(p) + V ψ̄0ψ0]γj(−p)
)

+V ψ̄0ψ0γj(−p)
)

ψ̄2
0 (J∗(p)γj(−p) ψ̄0ψ0

(
[J(−p) + V ψ̄0ψ0]γj(p)

+V ψ̄0ψ0γj(p)
)

+[J∗(p) + V ψ̄0ψ0]γj(−p)
)


,

b21/12j(k,k
′) =

∓γj(k,k′) 0

0 ±γj(−k′,−k)

 (A.39)

+ K(p)V



ψ̄0ψ0

(
[J∗(−p) + V ψ̄0ψ0]γj(p) ψ2

0 (J∗(−p)γj(p)

−[J(p) + V ψ̄0ψ0]γj(−p)
)

−V ψ̄0ψ0γj(−p)
)

ψ̄2
0 (J(p)γj(−p) ψ̄0ψ0

(
[J∗(−p) + V ψ̄0ψ0]γj(p)

−V ψ̄0ψ0γj(p)
)

−[J(p) + V ψ̄0ψ0]γj(−p)
)



− iκK(p)K∗(p)V

 βj(p) β′j(p)

β′∗j (−p) βj(p)

 ,
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βj(p) = ψ̄0ψ0

(
[J(−p)J∗(−p) + J(p)V ψ̄0ψ0 + J(−p)V ψ̄0ψ0 + V 2ψ̄2

0ψ
2
0 ]γj(p)

+[J(p)J∗(p) + J∗(−p)V ψ̄0ψ0 + J∗(p)V ψ̄0ψ0 + V 2ψ̄2
0ψ

2
0 ]γj(−p)

)
,

β′j(p) = ψ2
0

(
[J(−p)J∗(−p) + V 2ψ̄2

0ψ
2
0 ]γj(p) + [J∗(−p) + J∗(p)]V ψ̄0ψ0γj(−p)

)
.

A.3 Coefficients of the first order response function

The matrices ai(k + q,k) and bj(k,k + q) in the first order response function (Eq. (6.65))

may be written as

ai(k+ q,k) =
1

2
(1+ σ̂z)γi(k+ q,k) +

1

2
(1− σ̂z)γi(−k− q,−k) +

∑
σ∈±
Caσ(q)γi(σq), (A.40)

bj(k,k+q) =
1

2
(1+ σ̂z)γj(k,k+q) +

1

2
(1− σ̂z)γj(−k,−k−q) +

∑
σ∈±
Cbσ(q)γj(σq), (A.41)

where the coefficients Ca/bσ (q) are 2× 2 matrices in Nambu space given by

Ca+(q) = −V K(q)

|ψ0|2 [J∗(−q) + V |ψ0|2] ψ2
0J
∗(−q)

V ψ̄3
0ψ0 |ψ0|2 [J∗(−q) + V |ψ0|2]

 , (A.42)

Ca−(q) = −V K(q)

|ψ0|2 [J(q) + V |ψ0|2] V ψ̄0ψ
3
0

ψ̄2
0J(q) |ψ0|2 [J(q) + V |ψ0|2]

 , (A.43)

Cb+(q) = −V K(q)

|ψ0|2 [J∗(−q) + V |ψ0|2] V ψ̄0ψ
3
0

ψ̄2
0J
∗(−q) |ψ0|2 [J∗(−q) + V |ψ0|2]

 , (A.44)

Cb−(q) = −V K(q)

|ψ0|2 [J(q) + V |ψ0|2] ψ2
0J(q)

V ψ̄3
0ψ0 |ψ0|2 [J(q) + V |ψ0|2]

 . (A.45)



134 Appendix A. Response function coefficients

A.4 Second order mean-field terms

The second order mean-fields, X(2) and Y (2), are found by solving Eqs. (6.74) and are given

by

X
(2)
k = −1

2
K(k)

(
− 2iκJ∗(−k)Y

(2)
k − 2iκV ψ2

0Ȳ
(2)
−k

+
∑
q

[√
2J∗(−k)V

(
ψ0X̄

(1)
−qX

(1)
k−q +

1

2
ψ̄0X

(1)
q X

(1)
k−q

)
(A.46)

+
√

2V 2ψ2
0

(
ψ̄0X̄

(1)
−qX

(1)
k+q +

1

2
ψ0X̄

(1)
−qX̄

(1)
−k+q

)
−J∗(−k)γi(k,k − q)

(
[fi(q)− θi(q)]X

(1)
k−q − θi(q)Y

(1)
k−q

)
−V ψ2

0γi(−k + q,−k)
(

[fi(q) + θi(q)]X̄
(1)
−k+q − θi(q)Ȳ

(1)
−k+q

)])
,

X̄
(2)
−k = −1

2
K(k)

(
− 2iκJ(k)Ȳ

(2)
−k − 2iκV ψ̄2

0Y
(2)
k

+
∑
q

[√
2J(k)V

(
ψ̄0X̄

(1)
−qX

(1)
k−q +

1

2
ψ0X̄

(1)
−qX̄

(1)
−k+q

)
(A.47)

+
√

2V 2ψ̄2
0

(
ψ0X̄

(1)
−qX

(1)
k+q +

1

2
ψ̄0X

(1)
q X

(1)
k−q

)
−J(k)γi(−k + q,−k)

(
[fi(q) + θi(q)]X̄

(1)
−k+q − θi(q)Ȳ

(1)
−k+q

)
−V ψ̄2

0γi(k,k − q)
(

[fi(q)− θi(q)]X
(1)
k−q − θi(q)Y

(1)
k−q

)])
,

Y
(2)
k = −1

2
K∗(k)

∑
q

[√
2J(−k)V

(
ψ0Ȳ

(1)
−qX

(1)
k−q

+ψ0X̄
(1)
−qY

(1)
k−q + ψ̄0X

(1)
q Y

(1)
k−q

)
(A.48)

+
√

2V 2ψ2
0

(
ψ̄0X̄

(1)
−qY

(1)
k−q + ψ̄0Ȳ

(1)
−qX

(1)
k−q + ψ0X̄

(1)
−q Ȳ

(1)
−k+q

)
−J(−k)γi(k,k − q)

(
θi(q)X

(1)
k−q + [fi(q) + θi(q)]Y

(1)
k−q

)
−V ψ2

0γi(−k + q,−k)
(
θi(q)X̄

(1)
−k+q + [fi(q)− θi(q)]Ȳ

(1)
−k+q

)]
,

Ȳ
(2)
−k = −1

2
K∗(k)

∑
q

[√
2J∗(k)V

(
ψ̄0X̄

(1)
−qY

(1)
k−q

+ψ̄0Ȳ
(1)
−qX

(1)
k−q + ψ0X̄

(1)
−q Ȳ

(1)
−k+q

)
(A.49)

+
√

2V 2ψ̄2
0

(
ψ0Ȳ

(1)
−qX

(1)
k−q + ψ0X̄

(1)
−qY

(1)
k−q + ψ̄0X

(1)
q Y

(1)
k−q

)
−J∗(k)γi(−k + q,−k)

(
θi(q)X̄

(1)
−k+q + [fi(q)− θi(q)]Ȳ

(1)
−k+q

)
−V ψ̄2

0γi(k,k − q)
(
θi(q)X

(1)
k−q + [fi(q) + θi(q)]Y

(1)
k−q

)]
.
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A.5 Elements of the second order matrix

Substituting the relevant second order mean-fields, Eqs. (A.48) and (A.49), into Eqs. (6.71-

6.73), and dropping terms that do not contain both source fields, we get for the elements of

the second order matrix:

A
(2)
A = −V

∑
q′

{
(X̄

(1)
q′ Y

(1)
q′ + Ȳ

(1)
q′ X

(1)
q′ ) (A.50)

−K(0)
([

(J(0) + J∗(0))V ψ̄0ψ0 + 2V 2ψ̄2
0ψ

2
0

][
Ȳ

(1)
−q′X

(1)
−q′ + X̄

(1)
−q′Y

(1)
−q′
]

+
[
J(0)V ψ̄2

0 + V 2ψ̄3
0ψ0

]
X

(1)
q′ Y

(1)
−q′ +

[
J∗(0)V ψ2

0 + V 2ψ̄0ψ
3
0

]
X̄

(1)
−q′ Ȳ

(1)
q′

− 1√
2
ψ̄0

[
J(0) + V ψ̄0ψ0

]
γi(−q′)

[
θi(q

′)X
(1)
−q′ + fi(q

′)Y
(1)
−q′
]

− 1√
2
ψ0

[
J∗(0) + V ψ̄0ψ0

]
γi(q

′)
[
θi(q

′)X̄
(1)
q′ + fi(q

′)Ȳ
(1)
q′

])}
,

A
(2)
B = −V

∑
q′

{
X

(1)
q′ Y

(1)
−q′ (A.51)

−K(0)
([
J(0)V ψ2

0 + V 2ψ̄0ψ
3
0

][
Ȳ

(1)
−q′X

(1)
−q′ + X̄

(1)
−q′Y

(1)
−q′
]

+
[
J(0)V ψ̄0ψ0

]
X

(1)
q′ Y

(1)
−q′ +

[
V 2ψ4

0

]
X̄

(1)
−q′ Ȳ

(1)
q′

− 1√
2

[
J(0)ψ0γi(−q′)

][
θi(q

′)X
(1)
−q′ + fi(q

′)Y
(1)
−q′
]

− 1√
2

[
V ψ3

0γi(q
′)
][
θi(q

′)X̄
(1)
q′ + fi(q

′)Ȳ
(1)
q′

])}
,

A
(2)
C = −V

∑
q′

{
X̄

(1)
−q′ Ȳ

(1)
q′ (A.52)

−K(0)
([
J∗(0)V ψ̄2

0 + V 2ψ̄3
0ψ0

][
Ȳ

(1)
−q′X

(1)
−q′ + X̄

(1)
−q′Y

(1)
−q′
]

+
[
V 2ψ̄4

0

]
X

(1)
q′ Y

(1)
−q′ +

[
J∗(0)V ψ̄0ψ0

]
X̄

(1)
−q′ Ȳ

(1)
q′

− 1√
2

[
V ψ̄3

0γi(−q′)
][
θi(q

′)X
(1)
−q′ + fi(q

′)Y
(1)
−q′
]

− 1√
2

[
J∗(0)ψ̄0γi(q

′)
][
θi(q

′)X̄
(1)
q′ + fi(q

′)Ȳ
(1)
q′

])}
.

A.5.1 Differentiation of the second order terms

Given the need for each term to possess a cross term in the source fields and that Y (1) only

contains θ, only the part of X(1) containing f is ever relevant in the second order matrix.
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Thus, we can rewrite Eqs. (6.38) and (6.39) as

X
(1)
q′ =

1√
2
K(q′)ψ0

(
J∗(−q′)γi(q′) + V ψ̄0ψ0γi(−q′)

)
fi(q

′), (A.53)

X̄
(1)
q′ =

1√
2
K∗(q′)ψ̄0

(
J(−q′)γi(q′) + V ψ̄0ψ0γi(−q′)

)
fi(−q′), (A.54)

Y
(1)
q′ =

1√
2
K∗(q′)ψ0

(
J(−q′)γi(q′) + V ψ̄0ψ0γi(−q′)

)
θi(q

′), (A.55)

Ȳ
(1)
q′ =

1√
2
K(q′)ψ̄0

(
J∗(−q′)γi(q′) + V ψ̄0ψ0γi(−q′)

)
θi(−q′). (A.56)

Substituting these into Eqs. (A.50-A.52), we may calculate the derivatives that make up

Eq. (6.75):

∑
q′

dX̄
(1)
q′

dfi(q)

dY
(1)
q′

dθj(−q)
=
∑
q′

dX̄
(1)
−q′

dfi(q)

dY
(1)
−q′

dθj(−q)

=
1

2
K(q)2ψ̄0ψ0

(
J(q)J(q)γi(−q)γj(−q) + J(q)V ψ̄0ψ0γi(−q)γj(q)

+ J(q)V ψ̄0ψ0γi(q)γj(−q) + V 2ψ̄2
0ψ

2
0γi(q)γj(q)

)

∑
q′

dȲ
(1)
q′

dθj(−q)

dX
(1)
q′

dfi(q)
=
∑
q′

dȲ
(1)
−q′

dθj(−q)

dX
(1)
−q′

dfi(q)

=
1

2
K(q)2ψ̄0ψ0

(
J∗(−q)J∗(−q)γi(q)γj(q) + J∗(−q)V ψ̄0ψ0γi(−q)γj(q)

+ J∗(−q)V ψ̄0ψ0γi(q)γj(−q) + V 2ψ̄2
0ψ

2
0γi(−q)γj(−q)

)

∑
q′

dX
(1)
q′

dfi(q)

dY
(1)
−q′

dθj(−q)
=

1

2
K(q)2ψ2

0

(
J∗(−q)J(q)γi(q)γj(−q) + J∗(−q)V ψ̄0ψ0γi(q)γj(q)

+ J(q)V ψ̄0ψ0γi(−q)γj(−q) + V 2ψ̄2
0ψ

2
0γi(−q)γj(q)

)

∑
q′

dX̄
(1)
−q′

dfi(q)

dȲ
(1)
q′

dθj(−q)
=

1

2
K(q)2ψ̄2

0

(
J(q)J∗(−q)γi(−q)γj(q) + J(q)V ψ̄0ψ0γi(−q)γj(−q)

+ J∗(−q)V ψ̄0ψ0γi(q)γj(q) + V 2ψ̄2
0ψ

2
0γi(q)γj(−q)

)
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∑
q′

γl(−q′)
dθl(q

′)

dθj(−q)

dX
(1)
−q′

dfi(q)
=

1√
2
K(q)ψ0

(
J∗(−q)γi(q)γj(q) + V ψ̄0ψ0γi(−q)γj(q)

)

∑
q′

γl(−q′)
dfl(q

′)

dfi(q)

dY
(1)
−q′

dθj(−q)
=

1√
2
K(q)ψ0

(
J(q)γi(−q)γj(−q) + V ψ̄0ψ0γi(−q)γj(q)

)

∑
q′

γl(q
′)
dθl(q

′)

dθj(−q)

dX̄
(1)
q′

dfi(q)
=

1√
2
K(q)ψ̄0

(
J(q)γi(−q)γj(−q) + V ψ̄0ψ0γi(q)γj(−q)

)

∑
q′

γl(q
′)
dfl(q

′)

dfi(q)

dȲ
(1)
q′

dθj(−q)
=

1√
2
K(q)ψ̄0

(
J∗(−q)γi(q)γj(q) + V ψ̄0ψ0γi(q)γj(−q)

)

A.6 Coefficients of the second order response function

Using the shorthands,

L1 ≡ J(0) + J∗(0) + 2V |ψ0|2 , L2 ≡ J(0) + V |ψ0|2 , (A.57)

we may write the coefficients C(2)
σ,σ′(q) in Eq. (6.76), which are 2 × 2 matrices in Nambu

space, as

C(2)
σ,σ′(q) = −V

2
K(q)C′(2)

σ,σ′(q), (A.58)

where

C′(2)
+,+(q) =



|ψ0|2
(
K(q) ψ2

0

(
−K(0)K(q)V |ψ0|2 L2

×[1−K(0)V |ψ0|2 L1] ×[J∗(−q)2 + V 2 |ψ0|4]

×[J∗(−q)2 + V 2 |ψ0|4] +J∗(−q)(K(q)V |ψ0|2

−K(0)J∗(−q)L1 −K(0)L2[K(q)V 2 |ψ0|4 − 1])
)

×[K(q)V 2 |ψ0|4 − 1]
)

ψ̄2
0

(
−K(0)K(q)V |ψ0|2 L∗2 |ψ0|2

(
K(q)

×[J∗(−q)2 + V 2 |ψ0|4] ×[1−K(0)V |ψ0|2 L1]

+J∗(−q)(K(q)V |ψ0|2 ×[J∗(−q)2 + V 2 |ψ0|4]

−K(0)L∗2[K(q)V 2 |ψ0|4 − 1])
)

−K(0)J∗(−q)L1

×[K(q)V 2 |ψ0|4 − 1]
)



, (A.59)
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C′(2)
+,−(q) =



V |ψ0|4
(
K(q)[1−K(0)V |ψ0|2 L1] ψ2

0

(
−K(0)V |ψ0|2

×[J(q) + J∗(−q)] ×(K(q)V |ψ0|2 L2[J(q) + J∗(−q)]

−K(0)([K(q)V 2 |ψ0|4 − 2]L∗2 +K(q)J(0)J(q)J∗(−q)

+K(q)J(q)J∗(−q)L2 +K(q)V 3 |ψ0|6 − 2V |ψ0|2)

+K(q)J(q)J∗(−q)
)

ψ̄2
0

(
−K(0)V |ψ0|2 V |ψ0|4

(
K(q)[1−K(0)V |ψ0|2 L1]

×(K(q)V |ψ0|2 L∗2[J(q) + J∗(−q)] ×[J(q) + J∗(−q)]

+K(q)J∗(0)V 2 |ψ0|4 −K(0)([K(q)V 2 |ψ0|4 − 2]L∗2

+K(q)J(q)J∗(−q)V |ψ0|2 − 2J∗(0)) +K(q)J(q)J∗(−q)L2

+K(q)V 2 |ψ0|4
)



,

(A.60)

C′(2)
−,+(q) =



V |ψ0|4
(
K(q)[1−K(0)V |ψ0|2 L1] ψ2

0

(
−K(0)V |ψ0|2

×[J(q) + J∗(−q)] ×(K(q)V |ψ0|2 L2[J(q) + J∗(−q)]

−K(0)([K(q)V 2 |ψ0|4 − 2]L2 +K(q)J(0)V 2 |ψ0|4

+K(q)J(q)J∗(−q)L∗2 +K(q)J(q)J∗(−q)V |ψ0|2 − 2J(0))

+K(q)V 2 |ψ0|4
)

ψ̄2
0

(
−K(0)V |ψ0|2 V |ψ0|4

(
K(q)[1−K(0)V |ψ0|2 L1]

×(K(q)V |ψ0|2 L∗2[J(q) + J∗(−q)] ×[J(q) + J∗(−q)]

+K(q)J∗(0)J(q)J∗(−q) −K(0)([K(q)V 2 |ψ0|4 − 2]L2

+K(q)V 3 |ψ0|6 − 2V |ψ0|2) +K(q)J(q)J∗(−q)L∗2

+K(q)J(q)J∗(−q)
)



,

(A.61)

C′(2)
−,−(q) =



|ψ0|2
(
K(q) ψ2

0

(
−K(0)K(q)V |ψ0|2 L2

×[1−K(0)V |ψ0|2 L1] ×[J(q)2 + V 2 |ψ0|4]

×[J(q)2 + V 2 |ψ0|4] +J(q)(K(q)V |ψ0|2

−K(0)J(q)L1 −K(0)L2[K(q)V 2 |ψ0|4 − 1])
)

×[K(q)V 2 |ψ0|4 − 1]
)

ψ̄2
0

(
−K(0)K(q)V |ψ0|2 L∗2 |ψ0|2

(
K(q)

×[J(q)2 + V 2 |ψ0|4] ×[1−K(0)V |ψ0|2 L1]

+J(q)(K(q)V |ψ0|2 ×[J(q)2 + V 2 |ψ0|4]

−K(0)L∗2[K(q)V 2 |ψ0|4 − 1])
)

−K(0)J(q)L1

×[K(q)V 2 |ψ0|4 − 1]
)



. (A.62)
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A note on dimensional factors

Dimensional factors of finite length and time introduced by the use of discrete sums have been

omitted during the calculation of the static current-current response function in Chapter 6.

This Appendix explains how we account for these so that the response function remains

finite when we take the continuum limit in Sections 6.4.1 and 6.4.4.

Starting in real space, we write the simplest version of the action which generalises to

the full problem:

S =

∫
dtd2x

[
ψ̄(x)ε(−i∇)ψ(x) +

V

2
ψ̄(x)ψ̄(x)ψ(x)ψ(x) (B.1)

+
(
Fp(x)ψ̄(x) + F ∗p (x)ψ(x)

)
− i

2m

(
ψ̄(x)∇ψ(x)− [∇ψ̄(x)]ψ(x)

)
.f(x)

]
,

where x = (t,x), Fp(x) = Fpe
−iωpt+ikp.x, and we have used the standard quantum mechan-

ical current for j(x). With ~ = 1, and considering that the dimensions of the integral are∫
dt
∫∫

d2x ∼ [T ][L]2, we have that ε ∼ [T ]−1, V ∼ [T ]−1[L]2, and ψ(x) ∼ [L]−1. Fourier

transforming into momentum space, where the two-dimensional transformations are defined

by,

A(x) =
1

L

∑
k

Akeik.x, Ak =
1

L

∫
d2xA(x)e−ik.x, (B.2)

we get (writing ψk(t) = ψk),

S =

∫
dtd2x

[
1

L2

∑
k

εkψ̄kψk′e−i(k−k
′).x +

V

2

1

L4

∑
k,k′,q,q′

ψ̄kψ̄qψk′ψq′e
−i(k+q−k′−q′).x

+
1

L

(
Fpe
−iωpt

∑
k

ψ̄ke−i(k−kp).x + c.c.
)

+
1

L3

∑
k,k′,q

(
k + k′

2m
ψ̄k′ψkei(k+q−k′).x

)
.fq

]
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Given that
∫∫

d2xe−i(k−k
′).x = L2δk,k′ , this is equal to

S =

∫
dt

[∑
k

εkψ̄kψk +
V

2

1

L2

∑
k,k′,q

ψ̄k−qψ̄k′+qψkψk′ (B.3)

+L
(
Fpe
−iωptψ̄kp + c.c.

)
+

1

L

∑
k,q

(
2k + q

2m
ψ̄k+qψk

)
.fq

]
,

where the momentum arguments have been resummed in the second term and the fields are

now dimensionless, ψk ∼ [1]. Applying the Fourier transform between frequency and time,

A(t) =
1√
T

∑
ω

Aωe−iωt, Aω =
1√
T

∫
dtA(t)eiωt, (B.4)

we see the same behaviour as with the spatial case, giving

S =
∑
ω

∑
k

εkψ̄ω,kψω,k +
V

2

1

L2

1

T

∑
ω,ω′,ν

∑
k,k′,q

ψ̄ω−ν,k−qψ̄ω′+ν,k′+qψω,kψω′,k′ (B.5)

+L
√
TFp

(
ψ̄ωp,kp + ψωp,kp

)
+

1

L

1√
T

∑
ω,ν

∑
k,q

(
2k + q

2m
ψ̄ω+ν,k+qψω,k

)
.fν,q,

where now ψω,k ∼ [T ]1/2. We should note that the response function we calculate in Chapter

6 is the static current-current response function – i.e., it is the time-independent current

response due to a time-independent perturbing force. Clearly, the above action has been

calculated assuming a time dependence for both j and f . That is, we have used

δS =
∑
ν,q

jν,q.fν,q. (B.6)

To remove the time-dependence we may set the frequency argument ν to zero, formally by

replacing fν,q →
√
Tδν,0fq, giving

δS =
1

L

∑
ω

∑
k,q

(
2k + q

2m
ψ̄ω,k+qψω,k

)
.f0,q, (B.7)

which is the form used in the action in Chapter 6 (Eq. (6.12)). However, to do this we must

be careful that the response function is finite when we take the continuum limit, T → ∞.

Consider the Hamiltonian for a time-independent current coupled to a time-independent

perturbing force,

δĤ =
∑
q

ĵq.fq. (B.8)
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The current, when the fields are time-independent, has units of inverse time,

jq =
1

L

∑
k

2k + q

2m
ψ̄k+qψk ∼

([L]−1)

([L])([T ][L]−2)
∼ [T ]−1, (B.9)

which means that the perturbing force is dimensionless, fq ∼ [1]. Consequently, the static

response function also has units of inverse time,

χq =
|jq|
|fq|

∼ [T ]−1. (B.10)

We note however that if f is dimensionless then differentiating the partition function twice

with respect to it gives a response function with the wrong units. This is rectified by dividing

through by a factor of time,

χij(q) ∼ 1

T

d2Z[f ]

dfi,qdfj,−q

∣∣∣∣
f=0

∼ [T ]−1. (B.11)

In fact, this expression is mathematically equivalent to starting with the frequency-

dependent action in Eq. (B.5) and performing the differentiation with respect to the zero-

frequency component of the force, f0,q, because a factor of 1/
√
T is produced by each

differentiation. Ultimately, as we see below, the factor of 1/T is required to integrate out

the frequency, ω.

Returning to the question of the continuum limit in Sections 6.4.1 and 6.4.4, and of

what happens to the factors of L and T in Eq. (B.5) more generally, we first note that in

the mean-field approximation we have that

ψω,k →
√
Tψ0,kδω,0 =

√
T (ψ0δk,0 +Xk)δω,0, (B.12)

where ψ0 and Xk are both dimensionless, and we add that, recalling Eqs. (6.38), (6.39) and

(A.46-A.49), Xk is a function of the source fields and is proportional to a factor of ψ0. In

the semiclassical approximation to the action, we retain only those terms that are zeroth

or second order in fluctuations (the first order term is zero by definition). Dealing with the

latter first, we can substitute the above expression for the mean-field into the interaction

term in Eq. (B.5) to reduce it to quadratic order in the (now fluctuations) fields:

S(2) =
∑
ω

∑
k

εkδψ̄ω,kδψω,k +
1

L

1√
T

∑
ω,ν

∑
k,q

(
2k + q

2m
δψ̄ω+ν,k+qδψω,k

)
.fν,q (B.13)

+
V

2L2

∑
ω

∑
k,k′,q

(ψ̄0δk−q,0 + X̄k−q)(ψ̄0δk′+q,0 + X̄k′+q)δψω,kδψ−ω,k′ + ...,

where further terms are given by different combinations of the mean-field and the fluctuations
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fields in the interaction term. There are three important things to note about this action.

First, the factor of time in front of the interaction term has been cancelled out. Secondly,

the factors of (V/L2) will always be multiplied by two factors of ψ0 or its conjugate (because

Xk ∼ ψ0). And thirdly, differentiating the action by the source field f will bring down a

factor of (1/L2T ). Bearing these in mind, if we rescale ψ0 → Lψ0, where now ψ0 ∼ [L]−1, so

that (V/L2)ψ2
0 → V ψ2

0 ∼ [T ]−1, then when in Sections 6.4.1 and 6.4.4 the traces are taken

over the fluctuation terms, we will be able to take the continuum limit (L, T →∞):

1

T

∑
ω

1

L2

∑
k

→
∫
dω

2π

∫
d2k

4π2
. (B.14)

As the source fields are each multiplied by a factor of (1/L
√
T ), the mean-field response

function, Eq. (6.22), will acquire a factor of (1/L2T ). However, each source field in the mean-

field action, which is given by the expansion in Eq. (6.31), is also multiplied by a single

factor of the source-free mean-field ψ0 (from either inside Xk or separately) (see Eqs. (6.46)

and (6.50)). These factors of ψ0 come from the perturbation term in the action and are

therefore not paired to a factor of V/L2 as for the fluctuations terms above. Consequently,

while each source field carries a factor of 1/L
√
T , they are also multiplied by L

√
T (
√
T

from the definition of the mean-field and the L that results when we rescale the mean-field,

ψ0 → Lψ0). These cancel leaving us with no stray factors of length or time that would cause

problems in the continuum limit.



Appendix C

Integration of the response function

In this thesis, we approximate the interactions between polaritons as contact interactions

(see Eq. (3.9)). These are unphysical as they have no length scale associated with them

and, as a result, in order to numerically integrate Eq. (6.90) we must impose a cut-off in

kx and ky. For polaritons, the physical range of interactions is given by the exciton Bohr

radius15,107, which is roughly 100Å, so our required cut-off in momentum is 100µm−1 (which

is the inverse of this).

By calculating the response function with momentum-dependent interactions, V →

V (k), one may verify that the source of the divergence in Eq. (6.90) is indeed the contact

interactions (and thus that imposing a cut-off is a valid approach to calculating the integral).

This analysis shows that so long as these interactions have a maximum range the integral

is convergent. More specifically, it involves modifying the interactions term in the Keldysh

action to read

Sint = −1

2

∑
ω,ω′,ν

∑
k,k′,q

V (q)
(
ψ̄c(ω − ν,k − q)ψ̄q(ω

′ + ν,k′ + q) (C.1)

×
[
ψc(ω,k)ψc(ω

′,k′) + ψq(ω,k)ψq(ω
′,k′)

]
+ c.c.

)
where we have a choice of appropriate forms for V (q). For example, we may use a Gaussian,

V (q) = V0 exp

(
−
q2
x + q2

y

2σ2

)
, (C.2)

for some σ, which sets the range of the interactions.

This momentum dependence leads to the following changes to the response function in

the long-range limit (compared to Eq. (6.90)). The shorthand beneath Eq. (4.72) becomes

J(±ω,±k) ≡ ±ω + ωp − ε(±k) + iκ− [V (0) + V (k)] |ψ0|2 , (C.3)
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and the inverse matrix of Green’s functions is modified to be (where k = (ω,k)):

D−1(k, k′) =



0 0 J∗(ω,k) −V (k)ψ2
0

0 0 −V (k)ψ̄2
0 J(−ω,−k)

J(ω,k) −V (k)ψ2
0 2iκ 0

−V (k)ψ̄2
0 J∗(−ω,−k) 0 2iκ


δk,k′ . (C.4)

In both the first order response function, which is given by the coefficients in Eqs. (A.42-

A.45), and the second order response function, given by the coefficients in Eq. (A.58), most

factors of V become V (0) = V0. The only exception in both cases is the factor premultiplying

each term, where diagonal terms change like V → (1/2)[V (0)+V (k)] and off-diagonal terms

like V → V (k).
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29. Cancellieri, E., Marchetti, F. M., Szymańska, M. H., and Tejedor, C. Phys. Rev. B 82,

224512 (2010).

30. Pitaevskii, L. and Stringari, S. Bose-Einstein Condensation. Oxford University Press,

Oxford, (2003).

31. Baym, G. In Mathematical Methods in Solid State and Superfluid Theory, Clark, R. C.

and Derrick, G. H., editors, 121–156. Oliver & Boyd, Edinburgh (1969).

32. Nozières, P. and Pines, D. The Theory of Quantum Liquids. Perseus, Cambridge, MA,

(1999).



BIBLIOGRAPHY 147

33. Griffin, A. Excitations in a Bose-Condensed Liquid. Cambridge University Press,

Cambridge, (1993).

34. Leggett, A. J. J. Stat. Phys. 93, 927–941 (1998).

35. Rousseau, V. G. Phys. Rev. B 90, 134503 (2014).

36. Kasprzak, J., Richard, M., Kundermann, S., Baas, A., Jeambrun, P., Keeling, J.,
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