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Abstract 28 

Complex fracture damage around large faults is often simplified to fit exponential or power law 29 

decay in fracture density with distance from the fault. Noise in these datasets is attributed to large 30 

subsidiary faults or random natural variation. Through a field study of the Borrego Fault (Baja 31 

California) damage zone, combining mm-resolution structural mapping and point sampling, we 32 

show that such variations are the expression of systematic damage heterogeneity. The oblique-slip 33 

Borrego Fault comprises NW and SE segments that ruptured during the Mw7.2 2010 El Mayor-34 

Cucapah earthquake. Measurements of fracture density along eight linear fault-perpendicular 35 

transects and from a high-resolution 68 m2 structural map display a power law decay and define 36 

footwall damage zone widths of ~85 m and ~120 m for the NW and SE segments respectively. 37 

Variance in fracture density decays with distance following an inverse exponential relationship, to 38 

background variance at ~16 m. Spatial analysis of the high-resolution fracture map reveals a patchy 39 

distribution of high- and low-intensity clusters at metre- and decimetre-scales. We attribute high-40 

intensity clusters at these scales to local complexity caused by interactions between minor 41 

subsidiary faults (101 m length and 10-2-10-1 m displacement). Fracture density differences between 42 

high- and low-intensity clusters decrease with distance from the fault, demonstrating a systematic 43 

change in outcrop-scale damage heterogeneity. Based on these observations we present a revised 44 

model for damage zone growth including growth of heterogeneity. 45 

 46 

Abbreviations used in this paper: 47 

DZW  – damage zone width 48 

BFD – background fracture damage 49 

  50 



1 Introduction 51 

In crustal fault zones, dynamic rupture and fault slip is typically hosted within a narrow fault core, 52 

surrounded by a fracture damage zone (Figure 1) of up to 100s of metres in width (e.g. Ben-Zion 53 

and Sammis, 2003; Chester and Chester, 2000; Chester and Logan, 1986; Rowe et al., 2013; Savage 54 

and Brodsky, 2011; Scholz, 1987; Sibson, 1986, 2003). This damage is accrued by a combination of 55 

aseismic/quasi-static (e.g. Chester and Chester, 2000; Childs et al., 2009; Cowie and Scholz, 1992; 56 

Faulkner et al., 2011) and coseismic processes (e.g. Aben et al., 2016; Ben-Zion and Ampuero, 57 

2009; Johri et al., 2014a; Okubo et al., 2019; Rempe et al., 2013; Rice et al., 2005; Sagy and 58 

Korngreen, 2012; Xu et al., 2012). Fractured rock can have significantly different mechanical and 59 

hydraulic properties to intact rock, and so the damage zone plays a fundamental role in crustal fluid 60 

flow and the mechanics of faulting and earthquakes. Firstly, damaged fault rocks are generally more 61 

permeable with higher surface area than intact rocks, and hence play a key role in the migration of 62 

fluids and precipitation of minerals in and around fault zones over the seismic cycle (e.g. Evans et 63 

al., 1997; Hennings et al., 2012; Lawther et al., 2016; Lockner et al., 2000; Seront et al., 1998; 64 

Sibson, 1994). Secondly, damaged rocks have reduced elastic moduli, cohesion and yield strength 65 

(e.g. Bruhn et al., 1994; Callahan et al., 2019; Faulkner et al., 2006; Griffith et al., 2012; Griffith et 66 

al., 2009; Walsh, 1965), resulting in reduced elastic wave velocity, which can cause attenuation and 67 

potentially non-linear wave propagation effects during ruptures (e.g. Wu et al., 2009). The amount 68 

and spatial variation of these reductions can directly modify rupture dynamics/style/shape (e.g. 69 

Cappa et al., 2014; Dunham et al., 2011; Huang and Ampuero, 2011; Okubo et al., 2019), and lead 70 

to the generation of slip pulses that can accelerate the transition to supershear rupture (e.g. Harris 71 

and Day, 1997; Huang and Ampuero, 2011). Significant velocity reductions within a fault zone 72 

results in the structures trapping seismic waves that can continuously perturb stresses on the fault 73 

during earthquakes. Finally, the dynamic generation of damage as the earthquake rupture 74 

propagates can itself influence the dynamics of rupture propagation. This can be done by increasing 75 

energy dissipation (e.g. Andrews, 2005), modulating the rupture velocity (Cappa, 2011; Huang et 76 



al., 2014; Thomas et al., 2017) and modifying the size of the earthquake, changing the efficiency of 77 

weakening mechanisms such as thermal pressurisation of pore fluids (e.g. Brantut and Mitchell, 78 

2018; Noda and Lapusta, 2013), and even generating additional seismic waves (e.g. Ben-Zion and 79 

Ampuero, 2009).  80 

With increasing displacement and fault maturity, fracture damage zones increase in both width and 81 

complexity (Figure 1). This increased width and complexity is due to overprinting of incremental 82 

fracture damage, which leads to heterogeneity in off-fault damage structures. Furthermore, strong 83 

rock-type dependencies (Bistacchi et al., 2010; Loveless et al., 2011; O'Hara et al., 2017) and the 84 

influence of pre-existing structures (e.g. Brogi, 2011; Myers and Aydin, 2004) can also lead to 85 

spatial heterogeneities in damage formation. Heterogeneous damage patterns lead to heterogeneous 86 

mechanical and hydraulic properties of the same scale and distribution. Thus, quantifying damage 87 

heterogeneity is fundamental in understanding the complex effects and feedbacks on earthquake 88 

processes. To date, most observations of damage heterogeneity are limited to qualitative description 89 

only (Caine et al., 2010; Gudmundsson et al., 2002; Gudmundsson et al., 2010). 90 

Most classical fundamental studies of fault zone damage were based on detailed qualitative 91 

structural geology techniques (e.g. Crider and Peacock, 2004; Price and Cosgrove, 1990). This 92 

approach identified three broad zones of damage, based on the type, intensity, and extent of 93 

fracturing; tip, wall, and interaction damage (Kim et al., 2000; Kim et al., 2003; Kim et al., 2004; 94 

Peacock et al., 2016) (Figure 1a). Initially, interaction and tip zones show the most complex and 95 

intense damage, while wall zones develop more complexity as the fault grows through cumulative 96 

slip (Kim and Sanderson, 2008; Madariaga, 1983; Rousseau and Rosakis, 2003). More recent 97 

quantitative approaches of damage analysis have been developed in order to answer fundamental 98 

questions on the seismic cycle, such as fault strength, fluid flow properties and rupture dynamics. 99 

To do so, it was necessary to simplify the complex off-fault damage so that usable mathematical 100 

expressions describing the spatial and temporal distribution of damage could be derived (e.g. 101 

Chester et al., 2005; Choi et al., 2016; Savage and Brodsky, 2011; Shipton and Cowie, 2003) (e.g. 102 



Figure 1d,e). For simplicity, we apply the following damage terminologies (adopted from Shipton 103 

and Cowie (2001)) for fault/fracture length scales relative to the main fault, where main fault length 104 

is >km: (1) Macro-damage, 1-3 orders of magnitude smaller [101-103 m]; (2) Meso-damage, 3-5 105 

orders of magnitude smaller [10-2-101 m]; and (3) Micro-damage, >5 orders of magnitude smaller 106 

[<10-2 m]. Results from studies measuring micro- and meso-fracture densities on fault perpendicular 107 

transects show that across-fault 1-D damage profiles can be simplified to fit either an exponential 108 

decay model (log-normal linear regression) (Mitchell and Faulkner, 2009), or a power law decay 109 

model (log-log linear regression) (Johri et al., 2014b; O'Hara et al., 2017; Savage and Brodsky, 110 

2011).  These quantitative studies do not address the patterns in damage heterogeneity observed in 111 

many of the datasets, and although there are many field studies of off-fault damage, it is 112 

problematic to compare datasets due to a lack of consistency in the data sampling techniques, the 113 

scales at which damage is measured (micro, meso, and macro), terminology and nomenclature, 114 

lithological and tectonic differences, and variations in analytical approach (Choi et al., 2016).  115 

[Figure 1 here] 116 

Despite heterogeneous damage distributions within fault zones having been shown to theoretically 117 

have significant effects on earthquake ruptures (e.g. Cappa, 2011), our understanding of the 118 

distribution of off-fault damage heterogeneity and how it scales with increasing fault maturity is 119 

surprisingly poor. This is in part due to little being known about the relative contributions of quasi-120 

static and dynamically induced fractures in seismic fault zones, and how this damage evolves 121 

cumulatively in time and space. To complicate matters, with increased pressure and temperature at 122 

depth, the structure, mechanical, and hydraulic characteristics of a fault zone are subject to constant 123 

change (e.g. healing and/or sealing) during the seismic cycle as the fault evolves (e.g. Eichhubl et 124 

al., 2009; Faulkner et al., 2010; Rempe et al., 2018; Williams et al., 2017). 125 

In this study we aim to address the data gap between qualitative and quantitative descriptions of 126 

meso-scale (10-2-101 m long faults/fractures) fault damage heterogeneity by performing a 127 

comprehensive high-resolution field study and analysis of outcrop-scale fracture patterns along the 128 



km-scale active Borrego Fault, Baja California. While most existing studies are limited to 129 

measuring damage trends on one or two fault perpendicular transects, we collected an extensive 130 

along-strike dataset of eight transects and made a mm-scale resolution 2D fracture map from a 131 

damage zone outcrop on a river bed pavement with 100% exposure. This dataset allows us to 132 

quantify the distribution of heterogeneities at decimetre to decametre scales, providing a detailed 133 

characterisation of the distribution of meso-scale damage around large seismogenic faults. The 2D 134 

damage map presented here may offer improved insights into the cumulative growth of off-fault 135 

damage, and how this feeds back into the faulting and earthquake process. This dataset also allows 136 

the critical comparison of different fracture sampling techniques, and the impact of sampling 137 

resolution/density on quantifying fault damage. 138 

 139 

 140 

2 Geological setting 141 

 142 

For this study we selected the Borrego Fault, an active, seismogenic fault in the Sierra Cucapah 143 

range of Northern Baja California, due to having a monolithic igneous basement, a well-144 

documented seismic record, access to outcrops, and known coseismic damage following a Mw 7.2 145 

earthquake in 2010 (Teran et al., 2015). This fault has 3-8 km of displacement (Barnard, 1969), and 146 

therefore we consider it to be of intermediate maturity relative to larger crustal scale faults such as 147 

the San Andreas. Syn-kinematic deformation was limited to relatively shallow conditions, occurring 148 

at depths less than 2 km (Fletcher et al., 2014) and temperatures of less than 200°C (Dorsey et al., 149 

IN PREP).  150 

 151 

 Local geology and morphology of the Borrego fault, Baja California 2.1152 

The Borrego Fault is located on the western side of the Sierra Cucapah mountain range in Baja 153 

California, Mexico (Figure 2a). The Sierra Cucapah are a narrow belt of mountains in an uplifted 154 



horst block striking NW-SE, exposing the predominantly crystalline basement rocks, bound by the 155 

Cerro Prieto and Laguna Salada sedimentary basins to the east and west. Located on the western 156 

margin of the Gulf of California-Salton Trough province, the area is part of the Southern San 157 

Andreas tectonic regime, currently undergoing right-lateral transtensional regional displacement 158 

(Dorsey and Umhoefer, 2012; Lizarralde et al., 2007; Umhoefer, 2011; Withjack and Jamison, 159 

1986). The range is dissected by a complex network of interconnected faults, dominated by large, 160 

km-scale faults oriented parallel to the range, with displacements of 100’s to 1000’s of metres. The 161 

2010 Mw7.2 El Mayor Cucapah earthquake ruptured sections of most major faults in the Sierra 162 

Cucapah, including portions of the Borrego Fault (Fletcher et al., 2014; Teran et al., 2015).  163 

[Figure 2 here] 164 

Basement rocks exposed in the Sierra Cucapah predominantly consist of medium-coarse grained 165 

Cretaceous granitoid plutons and Palaeozoic metasediments (mainly gneiss and marble), which are 166 

juxtaposed with Miocene and younger fanglomeratic, deltaic, and volcanic units (Barnard, 1969). 167 

Most of the plutonic rocks show a pervasive weak deuteric alteration that is characterised by a 168 

chlorite-epidote-titanite assemblage (Dorsey et al., IN PREP). Moderate alteration arises from 169 

circulation of Na- and Mg-rich hydrothermal brine (Dorsey et al., IN PREP), and is spatially related 170 

to faults in the region.  171 

The Borrego Fault is a NE dipping structure with a 28-31 km surface trace, directly adjacent to the 172 

west-dipping, range-bounding Laguna Salada Fault. The bedrock hosting the Borrego Fault consists 173 

of tonalite and melanocratic phase granodiorite with a grainsize between 2-10 mm. These rocks 174 

outcrop extensively in the footwall of the fault, and are well exposed in deeply incised drainage 175 

channels that extend up to 100 m away from the fault core. Hanging-wall rocks are comprised 176 

mainly of Pliocene-Quaternary fanglomerate and alluvial sediments overlying metasedimentary and 177 

volcanic units, hosted in a long, narrow graben bound to the NE by the Cascabel Fault. The 178 

Cascabel Fault dips steeply towards, and is intersected by the Borrego Fault at a depth of 1-2 km. 179 



Palaeoseismic studies revealed evidence of four surface ruptures similar to the 2010 El Mayor-180 

Cucapah earthquake with an average recurrence interval of ~10 ka (Hernandez et al., 2013). The 181 

fault morphology is relatively complex, with two distinctly different segments separated by a 182 

northward bend about a third of the way along the fault, starting in the North (Figure 2b, label (3)). 183 

These segments will be referred to from here on as the NW and SE segments, with the splay 184 

roughly half way along the bend as the dividing point. Further information on regional and local 185 

geology, and morphology of the Borrego fault, is included in SI 1.  186 

 SE segment 2.1.1187 

The predominantly linear SE segment extends about 18 km southeast of the bend where it 188 

terminates on the Laguna Salada Fault. The segment dips between 40-65° and is characterised by 189 

shear structures and high strain material, hosted within a diffuse array of scarps and splays. This 190 

represents a multi-strand fault core that at its widest is around 50 m thick (Teran et al., 2015) 191 

(Figure 3). The segment hosts 6-8 km of displacement (Fletcher et al., 2020), with a lateral to 192 

vertical ratio of approximately 3:1.  193 

 NW segment 2.1.2194 

The NW segment consists of two strands that split at the apex of the dividing bend: A steep strand 195 

striking parallel to the SE segment, and a more gently dipping strand oriented towards the west 196 

(labels (1) and (2) in Figure 2b respectively). The total offset is distributed almost equally between 197 

the two strands (Fletcher et al., 2020) but the steep strand is more favourably oriented for 198 

accommodating lateral displacement (L:V ratio of ~2 (Fletcher et al., 2014)). A single core, formed 199 

of clay gouge, cataclasite bands, and ribbons of entrained hanging-wall material, is found along 200 

much of the steep strand. The core is up to 1.5 m thick and is at places dissected and buried in the 201 

hanging-wall by more recent ruptures. In this study we only consider the steep strand in future 202 

reference to the NW segment. 203 

In the footwall along the NW segment, immediately adjacent to the core, we observe intensely 204 

shattered rock, characterised by a gritty to powdery texture when handled. This material comprises 205 



up to 70% of the rock mass adjacent to the core, reducing to 20-30% after 0.2-1 m, and negligible 206 

volumes after 2-3 m. Pods or lenses of intact material, 3-20 cm in size, are found throughout this 207 

part of the inner damage zone and progressively increase in both abundance and size with distance 208 

from the core. Preservation of the original rock fabric and grain boundaries suggest that most of this 209 

volume accommodates only small amounts of shear which is limited to narrow, crosscutting bands 210 

of ultracataclasite and gouge. The rock is characterised by predominantly in-situ sub-grain 211 

shattering, resulting in a grainsize reduction to silt/fine sand. This severe reduction of grainsize and 212 

similarity to textures described by Dor et al. (2006) leads us to interpret this as a zone of partial 213 

pulverisation (e.g. Aben et al., 2017; Dor et al., 2006; Mitchell et al., 2011; Reches and Dewers, 214 

2005; Wechsler et al., 2011). We differentiate pulverisation from grus by the lack of significant 215 

weathering products, its structural context, and substantial grainsize reduction. Pulverisation is 216 

rarely found in the footwall of the damage zone along the SE segment of the fault, but occurs more 217 

commonly in less sheared pods within the wide multi-core zone. This partially pulverised zone is 218 

the subject of additional study. 219 

 Field sites 2.2220 

The field sites consist of eight transects and a bedrock pavement, all located in the exposed footwall 221 

(Figure 3). We quantified meso-fractures (cm to tens of m long) along the transects, and studied the 222 

meso-fracture distribution in 2D at the bedrock pavement. The inclusion of transect data allows 223 

direct comparisons to be made with observations and methodologies from existing literature, while 224 

also providing context to the unique dataset obtained from the 2D pavement. 225 

[Figure 3 here] 226 

 Linear transects (x8) 2.2.1227 

Four transects were selected on each fault segment. Along the NW segment, the transects were 228 

spaced at 100-200 m intervals between 1-2 km NW of the dividing bend. On the SE segment, one 229 

transect was located within the dividing bend, and three were distributed evenly between 300 m and 230 

1500 m along the SE section (Figure 3). All transects were located in drainage channels that were 231 



oriented roughly fault-perpendicular, and provide semi-continuous linear outcrops that extend 232 

upslope away from the fault.  233 

 Pavement 2.2.2234 

A kilometre NW of the dividing bend along the NW segment, within the channel floor of a dry 5-6 235 

m wide arroyo, a bedrock pavement provided continuous exposure from the 2010 fault rupture 236 

surface up to 20 m into the footwall damage zone. Downward displacement of the hanging-wall 237 

during the 2010 rupture produced a 1.7 m high dam in the downstream portion of the drainage 238 

arroyo. Following heavy storms in 2012-2013, the uplifted footwall was stripped of overlying 239 

sediment to reveal a near horizontal pavement of basement tonalite (Figure 4). 240 

The exposed rock on the pavement is composed of an undulating fault core between 0.5-1.3 m thick 241 

and an intensely fractured tonalite comprising the footwall damage zone. Weak to moderate 242 

alteration in the damage zone is evidenced by a slight green colouration of the rock, but original 243 

rock fabric and texture are preserved. The fault core is formed of red-brown gouge with a distinct 244 

shear fabric and incorporated hanging-wall clasts. These clasts are mainly composed of fragments, 245 

lenses, and ribbons of Palaeozoic metacarbonates that have been partially assimilated into the 246 

gouge.  247 

[Figure 4 here] 248 

3 Methodologies 249 

 1D meso-fracture transects 3.1250 

There have been several methods used for the collection of in-situ meso-fracture data from transects 251 

oriented roughly perpendicular to studied faults. They can be separated into three groups: (1) 252 

Continuous 1D scanlines (e.g. Berg and Skar, 2005; Brogi, 2008; Choi et al., 2016; Micarelli et al., 253 

2006b; O'Hara et al., 2017); (2) point location line sampling (e.g. Mitchell and Faulkner, 2009); and 254 

(3) point location area sampling (Micarelli et al., 2006b).  255 



We could not perform the more robust continuous 1D scanline methodology suggested by Choi et 256 

al. (2016) for several reasons: (1) the irregular, blocky exposure that is found along the Borrego 257 

Fault; (2) the relatively high fracture density; (3) the need for a vertical measurement dimension to 258 

capture sub-horizontal fractures, and (4) time limitations in the field. Instead, we collected meso-259 

fracture data following a modified version of the line sampling method for measuring discontinuity 260 

spacing/frequency (also referred to as line density or line counting method – e.g. Faulkner et al. 261 

(2010); Wilson et al. (2003)), and as also described in the 'Suggested Methods' published by the 262 

ISRM Commission on Standardization of Laboratory and Field Tests (ISRM, 1978). We recorded 263 

the number of fractures spanning more than one grain (>2 cm long) that intersect two perpendicular 264 

30 cm rulers (horizontal ~ fault perpendicular, and vertical), to obtain the linear density of fractures 265 

(number of fractures per metre). Measurements were taken from vertical exposures along the steep 266 

sides of the drainage channels where outcrop quality was best. At each sample location along a 267 

transect (see Figure 5), we recorded three non-overlapping measurements to capture the range of 268 

fracture densities more accurately.  269 

For better quality results, higher sampling coverage should coincide with the greatest expected rate 270 

of change in the damage zone fracture density profile. Hence, if the Borrego Fault displays 271 

exponential or power law decay, in meso-fracture density, similar to other faults, then sampling 272 

frequencies should be highest where the most rapid decay in density is expected. We assumed an 273 

exponential decay model for meso-scale fracture damage in crystalline rock (Mitchell and Faulkner, 274 

2009) and estimated the damage zone width (DZW) of the Borrego Fault by combining the linear 275 

damage zone width vs. fault displacement relationship shown by Savage and Brodsky (2011) and 276 

Choi et al. (2016) with data from a preliminary damage zone survey. This estimate yielded a DZW 277 

of 30-70 m, with the most rapid decay in fracture density occurring within 20 m of the fault core, on 278 

which we designed the sampling frequency (Figure 5). Note that, in practice, measurements were 279 

also dependent on outcrop quality and exposure. All distances from the fault were corrected for 280 

topographic effects and fault dip.  281 



Using a power law decay model, instead of the exponential decay model that we used, to design a 282 

sampling frequency would increase the estimated DZW but push the rapid decay in fracture density 283 

closer to the fault core. Hence, the exponential model produced a more conservative sampling 284 

frequency (i.e. higher sampling densities extending further from the fault). If the Borrego Fault does 285 

not display either of these two decay models, the higher sampling density close to the fault, that we 286 

performed, should not appreciably skew the data.  287 

[Figure 5 here] 288 

 2D pavement 3.2289 

For the river bed pavement, we generated a 2D dataset through continuous area sampling and by 290 

digitising the entire visible fracture network. This was done by physically overlaying a m2-grid onto 291 

the outcrop, taking photos of each square metre with a hand-held DSLR (2 mm pixel size), tracing 292 

fractures onto the photos and then stitching the entire grid together in Adobe Illustrator (Details on 293 

image capture and processing are outlined in SI 2.2). We analysed the digital fracture network using 294 

both 1D and 2D techniques.  295 

For 1D analysis, we generated seven 16.5 m long and two 9 m long transects through the digital 296 

fracture network by overlaying a grid of 50x50 cm cells to give a continuous string of box counts. 297 

From the individual grid cells, we extracted data on fracture density/intensity, strike orientations, 298 

and fracture length distributions. We then performed standard statistical analysis on the fracture 299 

intensity and density data, including variance (S2), standard deviation (S), and semi-interquartile 300 

range (SIR) as a function of distance from the fault. S2, S, and SIR indicate the spread of data at any 301 

given distance, assuming that the mean trend is an accurate representation of the overall damage 302 

profile. SIR removes the influence of outliers in the dataset but requires a large dataset as the 303 

sample size is reduced after the removal of data at the extremes of the distribution. To analyse 304 

fracture spacing patterns, we generated additional scanlines, from the digital fracture network, at 10 305 

cm intervals in four orientations (fault parallel, fault perpendicular, and two oblique sets at 45° to 306 

the fault). The 1D analysis results were compared with those from the 1D transects to confirm the 307 



representativeness of the pavement for the entire Borrego Fault damage zone, and hence also the 308 

representativeness of the 2D analysis. 309 

2D analysis was performed using the Fracture Intensity Map and Fracture Orientation functions in 310 

FracPaQ, a MATLABTM toolbox designed for quantifying fracture patterns. A complete description 311 

of the FracPaQ toolbox and where to access it is outlined in Healy et al. (2017).  312 

 Accounting for potential sources of error 3.3313 

 Background fracture density (BFD) 3.3.1314 

We measured background fracture density at various locations between 150-1000 m from the fault 315 

in areas considered to be free from the influence of faulting. At these localities we took photos and 316 

performed the line sampling technique. The measured background fracture densities in the SE horst 317 

block generally ranged between 9-35 m-1 (fractures/metre) but with sporadic extremes as low as 3 318 

m-1 and as high as 45 m-1. We found a higher background fracture density, ranging between 12-38 319 

m-1, in the NW footwall block (Figure 3), with similar extremes (3-45 m-1) in small patches. The 320 

average BFD, calculated from frequency distributions and using one standard deviation for the 321 

uncertainty, is 24 m-1 [20-29 m-1] and 27 m-1 [23-30 m-1] for the SE and NW horst blocks 322 

respectively. Variance (S2) in BFD measurements is 5.5 m-2 for the SE block and 4.7 m-2 for the 323 

NW block. 324 

BFD for the 2D analysis was obtained using box counts from the photos taken at the same 325 

resolution as the photos of the pavement. The measured number of fractures, which exhibited no 326 

clear preferred orientation, ranged between 20-120 m-2, with an average and uncertainty of 61 m-2 327 

[45-80 m-2]. 328 

 The influence of major subsidiary faults 3.3.2329 

We recorded the location of major faults, whether predating or subsidiary to the main Borrego 330 

structure, on every transect of both segments. We define ‘major faults’ as structures containing 331 

cataclasite or gouge zones, visibly increased damage intensity along most, or all, of their length, and 332 



greater than 20 cm displacement (with some exceeding 101 m). Subsidiary fault displacement was 333 

determined using offset markers such as quartz veins, cross-cutting shear bands (Figure 4b), or 334 

patches of compositional variation. On faults where the precise displacement was difficult to 335 

determine, we used observable fault length as a proxy (Dawers and Anders, 1995; Grasemann et al., 336 

2011). Major subsidiary faults were recorded because they significantly impact fracture density. 337 

When sampling within their range of influence – 0.2-5 m depending on displacement – we noted 338 

peaks in fracture density above the general trend (Figure 6a,b). These faults are thus sufficiently 339 

large to have accrued their own local meso-damage zones (e.g. Mitchell and Faulkner, 2009). We 340 

separated the measurements affected by the increased damage around major subsidiary faults so that 341 

the resulting trend provides the closest approximation to a meso-damage zone associated to the 342 

Borrego fault only.  343 

Faults containing a core (often poorly developed), non-continuous/limited wall damage, and 344 

displacement of only a few centimetres (generally <20 cm) are considered minor subsidiary faults, 345 

and we do not separate measurements taken near these faults. Note, we differentiate between major 346 

and minor faults by the presence of a continuous damage zone rather than a precise displacement 347 

cut-off. All of the subsidiary faults observed on the pavement were minor (Figure 4b, Figure 7b).   348 

 349 

4 Quantitative meso-damage results 350 

The results from the 1D transect study provide an overview of the damage zone surrounding the 351 

Borrego Fault, giving spatial context to the pavement. This dataset is similar to previous damage 352 

zone studies, and so we can compare it to both historic datasets, and the 2D study described in 353 

section 4.2. From the transect data we also identify key questions that are addressed more 354 

thoroughly using the high-resolution 2D dataset.  355 

While most meso-fractures display opening mode characteristics (Figure 4c,d), many of the longer 356 

fractures (>m) display evidence of shear displacement with cataclastic fill (Figure 4b,c). Very few 357 



of the meso-fractures in the damage zone along the Borrego Fault are infilled by minerals. Those 358 

fractures which are infilled are primarily sealed with green chlorite, and cm wide alteration halos 359 

are observed along some of the larger fractures.  360 

 361 

 Transect data 4.1362 

We observe similar maximum meso-fracture densities of 70-81 m-1 within the first 5 m of the fault 363 

for all transects along the SE and NW fault segments, which is 2.5-3 times higher than the 364 

background fracture density (Table 1). For transects where measurements commenced directly 365 

against the fault core, we observed maximum fracture densities at 3 m from the core for the NW 366 

transects, but adjacent to the core for the SE transects (Table 1). This ‘shifted maxima’ is likely 367 

caused by a bias arising from the partially pulverised zone along the NW segment. Partially 368 

pulverised rock within 0-3 m (occasionally extending up to 5 m) obscures the observation of meso-369 

fractures (>2 cm in length), and thus reduces meso-fracture counts. Furthermore, our observations 370 

suggest that non-pulverised blocks within the pulverised zone have a notably lower damage 371 

intensity than expected. Therefore, we elected to ignore data from the partially pulverised zone for 372 

the regression models of the NW segment. The SE segment lacks pulverisation in the damage zone, 373 

and damage maxima were measured adjacent to the fault core.  374 

[Insert Table 1 here] 375 

Damage density and rate of damage decay clearly both decrease with distance from the fault (Figure 376 

6a,b). The spread of densities also significantly narrow, with distance from the fault core, resulting 377 

in a wedge-shaped distribution where the largest span is close to the core. The distribution tapers 378 

with distance from the core towards the background variance (Figure 6a,b). We used variance (S2) 379 

to quantify the spread at each distance interval from the fault core to quantitatively describe this 380 

wedge-shaped distribution. By doing so, we identify a clear decrease in the along-strike variance 381 

away from the core (Figure 6c,d). A prominent transition occurs along both segments at 10-15 m 382 



from the fault, separating an inner zone of high and irregular variance from an outer zone of 383 

uniform and low variance that extends into the undamaged host rock. There is no statistical 384 

relationship between the number of samples at a given distance from the fault and the variance, 385 

indicating that the observed trend is likely not caused by bias in the sample number. An 386 

anomalously high value, at 90 m on the SE segment, may be caused by a nearby major subsidiary 387 

fault. 388 

[Figure 6 here] 389 

We averaged the meso-fracture densities from the four transects on each segment to produce a 390 

representative trend. In natural logarithmic space, fracture density versus distance from the fault 391 

core is revealed as a linear trend (Figure 6e,f), suggesting power law decay with distance: 392 

� = ���, (1) 393 

where � is the fracture density, � is a fault constant, � is the distance from the fault core, and � is 394 

the slope coefficient, which is negative due to the inverse x-y relationship. We obtained the best fit 395 

for a power law trend for each fault segment (Table 1). The damage zone width (DZW) for each 396 

fault segment was then estimated from the intersection of the regression-line with the average 397 

background damage. Uncertainties were derived using the 95% confidence of the trend and the 398 

errors on the average background density (modified from Knott et al. (1996)). We obtained a 399 

footwall DZW of 82 m [51-170 m] for the NW strand, and 122 m [37-519 m] for the SE strand. 400 

Note an exponential model fits the data better for some transects, but for most, including the NW 401 

and SE combined and averaged datasets, a power law model provided a better fit (for individual 402 

transect results see SI 3.4) and has more randomly distributed plot residuals (SI 3.5). A power law 403 

model also corresponds to elastic models of deformation produced from a point or line source, that 404 

suggest a power law decay in stresses with distance from the fault (Love, 1927). 405 

The results of the transect study show that the pavement, which extends outward to ~20 m from the 406 

fault core, offers an observation window of approximately 11-38% of the total damage zone width, 407 



but covers 65-75% of the damage decay. In addition, the pavement covers the apparent high-low 408 

variance transition distance between 10-15 m from the fault (Figure 6c,d), allowing us to examine 409 

the characteristics of this zone in more detail.  410 

 411 

 2D pavement data 4.2412 

A total of 11,114 fractures were traced on the pavement over a 68 m2 area (Figure 7). This covers 413 

two orders of magnitude of fracture lengths, from a minimum length of 2 cm to a maximum 414 

traceable length of 5 m, so that the traced elements are 4-6 orders of magnitude smaller than the 415 

Borrego Fault length. Fracture lengths follow a power law distribution between 0.2-2 m (Figure 8e). 416 

Smaller fractures (<0.2 m) were underrepresented due to intentional detection limits set by limiting 417 

magnification, as well as difficulties in identifying some small fractures, while observation of larger 418 

fractures (>2 m) were affected by outcrop scale (i.e. truncation of fractures extending past the edges 419 

of the sampling area). 420 

[Figure 7 here] 421 

We observe a counter-clockwise rotation of the dominant fracture orientation from fault sub-parallel 422 

within 1-2 m of the fault core, to around 35° after 10 m from the core (Figure 7d). Over the same 423 

length scale, we see a clear transition from a single dominant fracture set to two fracture sets. The 424 

fracture density maxima (around 500 m-2) measured for each pavement transect (Table 2) are 425 

located between 1-2.5 m from the fault core. Similar to the NW 1D-transects, we attribute this shift 426 

to a bias caused by pulverisation, rather than a real reduction of fracture density within the initial 1-427 

1.5 m. Therefore, we omit these values when calculating the DZW.  428 

Minor outcrop-scale subsidiary faults offset smaller fractures by several centimetres, up to a 429 

maximum of 20 cm. It was not possible to determine the relative timing of individual minor 430 

subsidiary faults and so these offsets could not be used as displacement indicators. Several of the 431 

larger minor subsidiary faults displayed halos of alteration and thin strands of brown clay-gouge. 432 



These zones of increased alteration may imply higher porosity linked to micro-fracture damage 433 

associated with the minor subsidiary faults. Based on these characteristics (measurable shear 434 

displacement and/or >2 mm thick cores), we identified and mapped the minor subsidiary faults on 435 

the pavement (Figure 7b). 436 

 1D transects from 2D dataset 4.2.1437 

Fracture density results from the 1D analysis derived from the pavement correspond well with the 438 

results from the larger scale transect study: we observe a similar tapering effect in scatter, and the 439 

power law regression for the average trend projects to intersect the background density at 90 m [44-440 

258 m] (Figure 8a,b). The power law regression is justified by the goodness of fit (R2, Table 2), plot 441 

residuals (SI 3.5), and the Breusch-Pagan statistical test, detailed in SI 3.6. Regression lines for 442 

individual transects intersect the average background density between 52-134 m, displaying 43-49% 443 

deviation from the averaged regression, and ~160% change between the smallest and largest DZW 444 

(Table 2). While the average values show little scatter around the regression (R2 = 0.89), individual 445 

transects display significant scatter, with R2 values ranging from 0.31-0.80. 446 

[Insert Table 2 here] 447 

Total fracture length and fracture density share the same inverse relationship with distance from the 448 

fault (Figure 8c). The ratio of the two indicates that fractures become longer with distance from the 449 

fault (Figure 8d), on average. The relative proportion of space between fractures within the 5-10, 450 

10-15, and 15-20 cm bins all increase away from the fault, while the proportion of 0-5 cm space 451 

drops from 50-60% in the first 4 m to under 40% towards the end of the pavement (Figure 8f). Note 452 

that spacing data was measured along fault parallel scanlines at 50 cm intervals, and is therefore 453 

only representative of changes in the along-strike spacing with distance.  454 

 [Figure 8 here] 455 



 Fracture distribution statistics 4.2.2456 

Along-strike variance (S2) in fracture density (Figure 8g) decays more clearly and gradually with 457 

distance from the fault than observed in the transect studies (Figure 6c,d). The Semi-Interquartile 458 

Range (SIR), that excludes outliers, shows a similar inverse relationship with distance (Figure 8h), 459 

suggesting that the observed spread of fracture densities in Figure 8a is not caused by outlying 460 

measurements. Both S2 and SIR show a reversal of the inverse relationship in the 1 m closest to the 461 

fault core, with a sharp inflection at around 1.5 m (Figure 8g,h). This is likely caused by partial 462 

pulverisation, which effects the fracture density measurements in that zone. When the values at 0.5 463 

and 1 m are removed, the data exhibits a linear and exponential inverse relationship with distance 464 

for SIR and S2 respectively.  465 

Both the minimum and maximum fracture densities decrease with distance from the fault and 466 

display concave up decay profiles, but with a steeper decay rate for the maximum density curve 467 

(Figure 8j). This suggests that distance has a stronger effect on the maximum fracture density than 468 

the minimum, which results in a decrease in the difference between the maximum and minimum 469 

with distance from the fault.  470 

 2D analysis of meso-scale fractures 4.2.3471 

The digitised 2D fracture network was analysed using the ‘Estimated Intensity, P21’ function in 472 

FracPaQ, which produced a contour map of fracture intensity on the pavement (Figure 9). Fracture 473 

intensity is defined as fracture length per area. The function is performed for each pixel of the 474 

fracture network, with the calculation considering a radial area based on the size of the scan circle 475 

(sampling area) defined in the FracPaQ GUI.  476 

[Figure 9 here] 477 

Absolute values of intensity depend on the calculation area; thus, the relative distribution of the 478 

fracture intensity can only be evaluated on the measurement scale defined by the scan circle. Image 479 

and tracing resolution limit the smallest scan circles to 5 cm diameter, while outcrop size limits 480 



diameters to several metres. We performed multiple iterations using scan circles ranging between 481 

0.1-1.3 m diameter to assess the impact of scale on fracture intensity results. Larger diameters 482 

smoothed the distribution, reducing the contrast between nearby peaks and troughs, while small 483 

diameters amplify the heterogeneity. We identified three groups of scan circles that depict distinctly 484 

different fracture intensity patterns over two discrete scales. Between 0.24-0.55 m diameter, the 485 

outputs all show the same clear decimetre scale distribution (Figure 9c). This distribution changes 486 

with scan circle size until >0.8 m after which most of the decimetre scale features vanish and larger 487 

metre scale patterns emerge (Figure 9d). Below 0.24 m the results become more variable between 488 

iterations. We choose scan circles of 0.38 m and 1.14 m diameter as representative of the dm and 489 

m-scale distributions respectively (Figure 9c,d). 490 

At both the dm and m-scale, damage accumulates into high and low intensity clusters, that form a 491 

patchy distribution with a weakening trend away from the fault. On the scales analysed, no part of 492 

the outcrop exhibits zero intensity which indicates fracture spacing of <10 cm between all sets. 493 

There is some apparent alignment of nodes and anti-nodes into weak ‘corridors’ at a high angle to 494 

the main fault trace. These are secondary features to the main quasi-cellular patterns that appear 495 

discreetly at both the dm and m-scale. 496 

The wedge-shaped distribution of fracture density measurements with fault perpendicular distance 497 

observed in both the 1D pavement analyses (Figure 8a) and the wider transect study (Figure 6a,b) 498 

can also be interpreted from the fracture intensity map (Figure 9d), where the absolute difference 499 

between peaks and troughs (hot and cold colours) becomes smaller with distance from the fault. 500 

Peaks change from 50 to 26 m-1, while troughs change from 24 to 10 m-1 over the length of the 501 

pavement. The greatest relative difference between node and anti-node intensities is marginally 502 

larger closer to the fault with up to 400% variation in the first 4 m compared to 300% after 14 m. 503 

This indicates that although absolute spread increases towards the fault, there appears to be a fairly 504 

consistent relative spread between 0-17 m. 505 



 Minor subsidiary fault distribution 4.2.4506 

Based on visual interpretation of Figures 9c-e, there is generally a good agreement between the 507 

locations of minor subsidiary faults and increased damage intensity. Specifically, high-intensity 508 

patches in the dm-scale distribution correlate well with where subsidiary faults interact or terminate 509 

(Figure 9c). Low-intensity patches are primarily located within the blocks bound by minor 510 

subsidiary faults, as well as along portions of their length where there is no interaction with other 511 

subsidiary faults. The metre-scale distribution shows a slightly more tenuous link, although 512 

generally speaking, higher intensities are found where more subsidiary faults interact (Figure 9d).  513 

If meso-damage heterogeneity is controlled by minor subsidiary faults in the damage zone, we 514 

would expect to see more minor subsidiary faults where we observe the largest meso-fracture 515 

heterogeneity. We therefore completed a FracPaQ analysis on the digitised subsidiary fault map 516 

(Figure 9e), and find that fault intensity increases towards the fault core where heterogeneity is also 517 

highest. We also see that the amount of tips and intersections between minor subsidiary faults 518 

decreases with distance from the fault core. 519 

 520 

5 Discussion 521 

In this study we have presented a comprehensive high-resolution dataset quantifying the amount 522 

and distribution of fracture damage surrounding the seismically active Borrego Fault. We used a 523 

variety of sampling methodologies and analyses to assess the overall structure of the Borrego Fault, 524 

observing patterns in fracture heterogeneity in the damage zone that display systematic spatial 525 

relationships to minor subsidiary faults and distance from the main Borrego Fault. Such insights 526 

allow us to interpret mechanisms for the formation of this heterogeneity in the damage zone, and 527 

contribute improvements to existing fault damage zone evolution models. 528 

 529 



 Structure of the Borrego Fault 5.1530 

There are several important characteristics that differentiate the fault structure of the NW and SE 531 

Borrego Fault segments: Orientation, core structure, displacement magnitude, slip vector, and 532 

macro-damage complexity. These differences are so considerable that we suggest that for the 533 

purpose of comparison they can be treated as two separate faults. By doing so, observations of 534 

systematic trends in heterogeneity along both segments can reasonably indicate that this feature 535 

might also be observed along other faults. 536 

 Estimation of damage zone width 5.1.1537 

The average fracture density for the NW and SE fault segments both exhibit a concave up 538 

distribution with distance from the fault core (Figure 6a,b), which is similar to damage profiles 539 

observed on many other faults worldwide (e.g. Mitchell and Faulkner, 2009; O'Hara et al., 2017; 540 

Savage and Brodsky, 2011). Fracture density with distance from the fault core follows a power law 541 

distribution for both fault segments. We established a damage zone width on the footwall section of 542 

the fault, of 82 m [51-170 m] for the NW segment, and 122 m [37-519 m] for the SE segment. 543 

Fracture density results from the pavement yield a DZW of 90 m [44-258 m], which is consistent 544 

with the NW transects. Compared with studies on the relationship between damage zone width-545 

displacement (Briere, 2000; Choi et al., 2016; Evans, 1990; Faulkner et al., 2011; Savage and 546 

Brodsky, 2011), these results are within error of the expected range of 30-1000 m for total fault 547 

zone width (Savage and Brodsky, 2011), and 20-140 m for footwall DZW in fractured rock (Choi et 548 

al., 2016). It remains unclear whether deviation in the DZWs of individual transects from the 549 

average DZW is related to undulation in the DZW over hundreds of metres along-strike, or simply 550 

due to inherent methodology errors/bias. For the pavement, any deviation in DZW is a true error as 551 

the transect spacing is too small to expect DZWs to vary by up to 110m (~200%). Note that the long 552 

tail of a power law distribution means that error in background densities yields very large changes 553 

to the DZW.  554 



 Damage heterogeneity 5.1.2555 

We observe an increasing spread of the data towards the fault, forming a distinctive wedge-shaped 556 

distribution in the scatter plots (Figure 6a,b and Figure 8a). We use the variance of this data as a 557 

direct proxy for fracture heterogeneity. The improved coverage of the 2D study allowed a more 558 

thorough investigation of the variance trends that we initially observed in the transect study. The 559 

abrupt 13-15 m transition in variance initially observed in the transect study was not observed in 560 

2D, and we instead noted a more gradual variance increase from approximately 16 m towards the 561 

core. The statistical measures of the spread of the data from the pavement (Figure 8g,h) show 562 

inverse exponential (S2) or quasi-linear (SIR) relationships with distance that intersect the x-axis 563 

between 18-20 m, but reach the background levels slightly closer to the fault core. This suggests 564 

that the outer section (>18 m) of the damage zone has a relatively constant background level 565 

variance in fracture density that increases at an exponential rate between 18-16 m from the fault. 566 

The abrupt variance transition identified from transect data (Figure 6c,d) is likely the result of 567 

incomplete sampling. We can thus define an inner and outer damage zone, where the inner damage 568 

zone is characterized by increased heterogeneity. This wedge shaped distribution can also be seen in 569 

historical datasets (e.g. Micarelli et al., 2006a; O'Hara et al., 2017; Schulz and Evans, 2000; Smith 570 

et al., 2013), although as far as the authors are aware, has never been addressed in discussions. 571 

Schulz and Evans (2000) go as far as drawing a wedge-shaped envelope around their data points 572 

(representing a minimum and maximum damage range), but make no comment on the widening 573 

trend towards the fault.  574 

The observed variance profile can be explained by a local, quasi-cellular damage distribution visible 575 

in the fracture intensity maps (Figure 9). This decimetre and metre-scale patchiness likely causes 576 

much of the scatter observed in datasets of previous transect studies (at least in crystalline rock) that 577 

has previously been attributed to a “natural” or “background” random heterogeneity (Caine et al., 578 

2010; Gudmundsson et al., 2002; Gudmundsson et al., 2010). The results in this study, however, 579 

show that there is a clear trend in variance with distance from the fault, which links to a systematic 580 



increase in meso-damage heterogeneity close to the fault. In statistics, this systematic trend in 581 

variance is called heteroscedasticity, and appears to be an inherent property of the meso-damage 582 

generating process. A description of the implications of this on choosing applicable model 583 

estimators is included in SI 3.6.  584 

 585 

 Evolution of damage zone heterogeneity 5.2586 

Our data shows a clear increase in heterogeneity of fracture density with increasing proximity to the 587 

fault core, which is likely due to the presence of localised damage surrounding subsidiary fault 588 

structures. We now consider the following: (1) how damage is localised to form the heterogeneous, 589 

patchy network; and (2) how the variance of fracture density is amplified within that pattern of 590 

distribution, particularly as we approach the fault. 591 

 Role of minor subsidiary faults 5.2.1592 

Our work shows a strong correlation between mesoscopic fracture intensity and minor shear 593 

fractures in the damage zone (Figure 9c), and both of these structural elements increase in intensity 594 

toward the fault core. This demonstrates a strong strain gradient within the damage zone. When 595 

combined with the intensity gradient, the gradual rotation of minor subsidiary faults towards the 596 

core (Figure 7d, Figure 9) indicates that they formed under the influence of a stress field modified 597 

by the Borrego Fault, which hence also suggests that they postdate the formation of the Borrego 598 

Fault. Additionally, lack of increased alteration along many minor subsidiary faults on the 599 

pavement indicate that these faults formed at lower P-T conditions and/or reduced fluid-rock ratios 600 

(Lawther et al., 2016). While we argue that this evidence suggests many subsidiary faults formed at 601 

mature stages of the Borrego Fault, we cannot rule out the possibility that some faults formed early 602 

in the evolution of the Borrego Fault. Relationships between mesoscopic fracture and minor 603 

subsidiary faults in the damage zone present a classic conundrum of which came first, “the chicken 604 

or the egg?” There is general consensus that small faults evolve into larger faults through the 605 

formation of mechanical linkages, stress concentration at fracture tips, and strain softening 606 



associated with progressive cataclasis (e.g. Cowie and Scholz, 1992; Dawers and Anders, 1995; 607 

Segall and Pollard, 1983). Therefore, it is likely that pre-existing weaknesses produce 608 

heterogeneities in mesoscopic fracture intensity, which in turn leads to further localization of strain 609 

and formation of subsidiary faults at larger scales. 610 

The spatial distribution of subsidiary faults and damage heterogeneity over smaller scales may be 611 

used to constrain their relative formation ages. Importantly, the distribution of decimetre scale high 612 

intensity patches (nodes) observed on the pavement appears to be strongly associated with zones of 613 

interaction between minor subsidiary faults, and the tip zones of individual minor subsidiary faults 614 

(Figure 9c). We hypothesise that this is predominantly due to the increased complexity and intensity 615 

of the ‘macro-damage’ (as we defined in the introduction) distributed around the subsidiary faults in 616 

those zones (e.g. Kim et al., 2004). In this case macro-damage forming around these subsidiary 617 

faults is part of the meso-damage when considered relative to the Borrego Fault. Consequently, we 618 

suggest that much of the observed patchiness, at least at the decimetre scale, was produced as a 619 

result of stress concentration during the formation and growth of minor subsidiary faults in the 620 

damage zone. This may indicate pseudo-fractal scaling of processes in the damage zone, whereby 621 

heterogeneity in the distribution of meso-scale damage along the main fault, is controlled by the 622 

distribution of macro-scale fractures along subsidiary faults. The data demonstrates the importance 623 

of minor subsidiary faults in producing damage in the damage zones of large seismogenic faults. 624 

This is consistent with the ‘slip-patch’ model of damage zone growth proposed by Shipton and 625 

Cowie (2003), and supports the hypothesis that incremental slip events contribute to the progressive 626 

development of the mesoscopic fracture fabric of a fault zone (Savage and Brodsky, 2011). 627 

Increased intensity of minor subsidiary faults towards the core leads to more interaction between 628 

faults and therefore more high intensity patches (Figure 9). Two things are necessary to 629 

progressively increase variance by increasing the number of nodes: First, the blocks between 630 

subsidiary fractures should remain relatively undeformed, and second, the number of interaction 631 

and tip zones, and therefore the number of high intensity patches, should increase. Once areas of 632 



high fracture intensity are developed, the resultant reduction in elastic moduli (e.g. Bruhn et al., 633 

1994; Faulkner et al., 2006; Griffith et al., 2012) preferentially focuses further fracturing in those 634 

patches. This helps to reduce stress concentration in neighbouring intact blocks, limiting their 635 

internal deformation and exacerbating the systems variance over time. Intact blocks are likely to 636 

reduce in size over time by progressive growth of new minor subsidiary faults and by damage 637 

migrating incrementally inwards from the edges. The heterogeneity remains observable however as 638 

long as the blocks remain larger than the sampling scale. As strain accumulates, the intact blocks 639 

likely shrink to the point that they cease to exist at a given scale. Such a transition could be 640 

associated with the transformation of rock volumes of the inner damage zone to form new material 641 

that is added to the fault core. 642 

Fracture intensity and subsidiary structures have been linked in several studies that noted increasing 643 

fracture intensity towards the fault cores of large subsidiary faults (e.g. Berg and Skar, 2005; 644 

Mayolle et al., 2019; Mitchell and Faulkner, 2009; Savage and Brodsky, 2011; Shipton and Cowie, 645 

2001). Berg and Skar (2005) noted that many fractures were spatially associated with subsidiary 646 

faults, and suggested that subsidiary fractures often display increased intensity along their trace. 647 

Their examples consisted of faults with offsets of several metres and their own consistent, along 648 

strike, damage zones. Nevertheless, in their main outcrop fracture network, it appears that increased 649 

fracture intensity concentrates preferentially at the interaction and tips zones, and not along their 650 

entire length. A fracture intensity map would need to be made from their digitised fracture network 651 

in order to demonstrate this definitively. Shipton and Cowie (2003) provide a similar dataset and 652 

conclusions, but also include fracture intensity maps. Their results show higher damage intensities 653 

along the lengths of some of the large subsidiary faults, while smaller shear fractures (synonymous 654 

with their ‘slip-surfaces’ and our minor subsidiary faults) show a distinctly patchy fracture intensity 655 

along-strike, and clear peaks at the few interaction zones present in their outcrops. It is important to 656 

note that both of these datasets are obtained from porous sandstones with mesoscopic damage 657 

dominated by deformation bands that only accommodate a few millimetres of offset (Aydin and 658 



Johnson, 1978; Shipton and Cowie, 2001). As faults are generally sparse in the damage zones of 659 

these examples, especially over the 100-101 m length scale, the effect of minor subsidiary structures 660 

contribute less to the generation of patchy heterogeneity. 661 

 Additional factors 5.2.2662 

Damage localisation in the observed patterns could also be explained by initial heterogeneities in 663 

the country rock properties, either in the lithologic/chemical composition of the granitoid host rock, 664 

or pre-existing background damage (e.g. Brogi, 2011). However, our background fracture density 665 

analysis did not indicate significant pre-existing structural or chemical heterogeneities in the same 666 

patterns observed in the damage zone.  667 

Major subsidiary faults with well-developed damage zones clearly have a significant influence on 668 

the larger scale (10’s of metres) distribution of damage in the damage zone. Corridors of high-669 

density damage surrounding these larger faults, up to several metres wide, have been observed in 670 

multiple field studies (e.g. Mitchell and Faulkner, 2009; Schulz and Evans, 2000; Smith et al., 671 

2013), and the tip and linking zones of these larger faults likely also produce zones of intensified 672 

damage at scales larger than those mapped here. While care was taken to remove these influences, 673 

we cannot rule out effects of larger subsurface or obscured structures on our dataset. 674 

 675 

 Conceptual damage zone evolution model 5.3676 

Our data suggests that fracture damage zones evolve primarily through the growth and nucleation of 677 

minor subsidiary faults, and the concentration of smaller fractures around their fault tips and 678 

interaction zones consistent with mechanisms suggested by Shipton and Cowie (2003) for the slip-679 

patch model. As the fault matures, existing subsidiary faults grow and new, smaller shear fractures 680 

nucleate, preferentially in and towards the inner damage zone (Gudmundsson et al., 2010) where 681 

reduced strength and elastic moduli favour fracturing. This creates a positive feedback where, with 682 



more fault tip and interaction zones, more high fracture intensity patches are generated, increasing 683 

the variance towards the fault core over time (Figure 10). 684 

Variance (including S, and SIR) can be increased through one of two processes, (1) by increasing 685 

the total difference between the minimum and maximum densities, or (2) by changing the 686 

distribution of densities within the spread so that there is a higher proportion of measurements at 687 

both extremes (i.e. a shift from normal to bimodal distribution). The minimum meso-fracture 688 

density cannot decrease over the lifetime of a fault (at shallow P-T conditions, with low fracture 689 

healing rates), and maximum fracture densities are similar along both mature and immature faults 690 

(i.e. 101-103 m displacements) (Mitchell and Faulkner, 2009). Therefore, the spread of fracture 691 

densities does not increase once the damage maximum is formed, and probably changes very little 692 

with increasing fault maturity. This suggests that variance can only increase over time by shifting 693 

the fracture density distribution at a given distance towards a more bimodal distribution. This is 694 

achieved by increasing the number of fracture density peaks while maintaining a relatively constant 695 

minimum density.  696 

Using a space-for-time substitution we interpolate that minor subsidiary fault density increases 697 

close to the main fault as it matures, resulting in more tip and interaction zones. This results in an 698 

increase of high-intensity damage patches, while the blocks between minor subsidiary faults remain 699 

comparatively undeformed, conserving the lower minimum fracture intensity. We thus expect a rise 700 

in the variance in the damage zone close to the fault core, that decays exponentially to background 701 

variance at a shorter distance than the average fracture density decays to the background fracture 702 

density. We show that the damage zone is divided into an inner and an outer zone based on 703 

increased complexity caused by minor subsidiary faults, which is demonstrated by the increasing 704 

variance from background levels. In the case of the Borrego Fault this transition occurs at around 16 705 

m from the fault core. 706 

As low-damaged, inter-fault blocks get smaller through crosscutting by new minor subsidiary faults, 707 

the observed heterogeneity changes, transitioning towards smaller scales with increasing fault 708 



maturity. This is supported by the dm-scale pattern observed on the fracture intensity map (Figure 709 

9c), where the low-intensity patches, close to the fault, are smaller and account for less area than the 710 

high-intensity patches, whereas the opposite is observed further from the fault. The apparent shift 711 

indicates that as the fault grows, the distribution of damage transforms from large troughs with 712 

small, infrequent peaks, to small troughs separated by larger, linked peaks (Figure 10).  713 

[Figure 10 here] 714 

 715 

 Assessment of methodologies for fracture density quantification: 1D vs 2D 5.4716 

We note marked improvement in the observation of the fault zone structure with increased sampling 717 

resolution and density, particularly in relation to heterogeneity in the damage zone. From our 718 

dataset we can compare 4 different resolution scales: (1) single transect studies with point 719 

measurements perpendicular to a fault; (2) diffuse multi-transect studies over several hundred 720 

metres along-strike; (3) concentrated multi-transect studies performed on a single outcrop with 721 

near-continuous data coverage; and (4) high-resolution 2D mapping of fractured outcrops.  722 

1D transects show significant deviation, up to 50%, in DZW from the average damage zone trend, 723 

for both the widely spaced transects (with an average of three measurements at each sampling 724 

interval), and for densely spaced transects on the same outcrop (pavement transects). We therefore 725 

conclude that measurements from single transects do not fully represent the fault damage zone, 726 

even when three measurements are taken at each sampling interval. The common practice technique 727 

of averaging two or more transects provides a more representative damage zone profile, but 728 

conceals the fundamental property of variance in fracture density. However, uncertainty remains 729 

regarding how much variation in transect DZWs are a product of measurement error or method 730 

uncertainty, rather than real changes in the DZW along-strike. The concentrated multi-transect 731 

study on the pavement demonstrates that relative percentage differences of 88% can be explained 732 

by incomplete sampling of the heterogeneous damage profile for transects that did not extend 733 



through the damage zone. Exponential and logarithmic decay models have shorter tails which 734 

reduces the deviation between individual transects by a factor of ~10 (see SI 3.4). Whatever the 735 

cause, our data shows significant errors related to deriving the representative DZW, and even when 736 

an average representative transect is produced, these errors should be provided to account for any 737 

uncertainty.  738 

While the high-resolution digital fracture network undoubtedly allows for more detailed and varied 739 

analysis, the necessary outcrop quality and additional time costs of manually tracing fractures 740 

makes it impractical in most fault studies. A 3D plot of fracture densities from the 9 continuous 741 

box-count transects (Figure 11) shows that several of the key observations from the 2D analysis 742 

(section 4.2.3) do not necessitate digitising the fracture network. For example, a metre to sub-metre 743 

heterogeneity pattern can be discerned from the 3D plot, which is similar to the fracture intensity 744 

map generated in FracPaQ. While the resolution of the plot derived from the continuous box-count 745 

transects is certainly lower than the fracture intensity map (50-100 cm rather than 10-30 cm), many 746 

of the same high and low intensity patches were observed (marked in Figure 11).   747 

We show that the spreading trend can be identified from 4 transects, each with 2-3 discrete 748 

measurements at every interval (Figure 6). From continuous along-strike sampling with at least 9 749 

measurements we can build a more complete picture of the heterogeneity, and quantify the system’s 750 

variance trend (Figure 9). Based on the comparison of results from the different methodologies, we 751 

suggest that the best way to sample outcrop-scale heterogeneity, when either time or access to good 752 

2D outcrops is limited, is to increase the number of non-overlapping measurements at each transect, 753 

rather than increasing the number of transects. 754 

[Figure 11 here] 755 

Sample scale also plays an important role in observing damage heterogeneity. Measurements at 756 

scales larger than the density heterogeneity scale average the difference between high- and low-757 

density patches. Along the Borrego Fault we sampled the transects using a 30 cm measurement 758 



window, so we were more likely to collect a representative coverage of the dm-scale meso-damage 759 

pattern (Figure 9c). Sampling with a 1 m measurement window might have suppressed the 760 

difference sufficiently to conceal the variance trends observed in the multi-transect study. We 761 

hypothesise that the scale of heterogeneity might evolve over the lifetime of a fault, progressing 762 

towards smaller scales as intact blocks are gradually consumed by minor subsidiary faults. Thus, a 763 

changing scale of heterogeneity should be considered when choosing the sampling scale for a given 764 

fault study, specifically on more mature faults. 765 

Clearly, more measurements (higher sampling density) allows us to more accurately observe the 766 

details of fracture distribution, but it also requires proportionally more time to collect these 767 

measurements. While high-resolution 2D fracture maps provide useful insights into damage 768 

distribution, they are also unnecessary for simply determining the DZW of a fault. For future meso-769 

scale damage zone studies, we suggest the following ‘best practice’ methods to capture as much of 770 

the damage characteristics as possible, and to obtain a more representative damage zone profile: 771 

1. For simple damage zone width studies: 772 

i. Measure multiple transects at various distances along-strike to account for a 773 

potentially undulating damage zone width. Check that fault displacement is 774 

consistent at all of these transects, and hence does not influence the DZW. 775 

ii.  Take at least two measurements at every sampling location on each transect, giving a 776 

minimum and maximum damage value. Ideally a third measurement for the 777 

‘representative’ damage at each distance from the fault should also be collected. 778 

iii.  Ensure shorter sampling intervals in the inner damage zone where the greatest rate of 779 

damage decay occurs.  780 

2. For more detailed datasets: 781 

i. Where good quality outcrops exist, perform at least one concentrated multi-transect 782 

study to quantify metre to sub-metre scale heterogeneity and to verify the existence 783 

of systematic change in variance (heteroscedasticity) in the dataset. For this, a high-784 



resolution digital fracture network is unnecessary, as it requires a significant time 785 

cost. Similar results can be obtained by collecting near continuous point 786 

measurements of fracture intensity using line counting methods.  787 

ii.  Measurement lengths should be dependent on the smallest fracture spacing, but are 788 

ideally in the 30-50 cm range to best capture sub-metre heterogeneity. 789 

iii.  Mapping of both minor and major subsidiary faults is crucial to compare with any 790 

spatial trends in fracture density. 791 

 792 

 Implications 5.5793 

Our results demonstrate a clear heterogeneity in both the amount and the distribution of fracture 794 

damage adjacent to the fault core. This heterogeneity decreases to background levels over a distance 795 

shorter than the measured damage zone width. Fracture damage provides a first order control on 796 

fluid flow in tight rocks, so that mineralisation that occurs due to the circulation of fluids in the 797 

damage zone will be governed by the distribution of this heterogeneity. Therefore, we infer that 798 

permeability in the damage zone is focused into patches of high-density fracture damage along the 799 

zones of interaction between minor subsidiary faults. These quasi-cellular regions of high 800 

permeability in two dimensions are likely to form a well-connected network in three dimensions, 801 

with sub-vertical conduits governed by the dominant minor subsidiary fault orientation acting as the 802 

principal fluid pathway in the damage zone.  803 

Many studies now use realistic damage profiles as inputs for rupture propagation models (e.g. 804 

Cappa, 2011; Okubo et al., 2019; Thomas and Bhat, 2018). We suggest that such heterogeneity 805 

should be incorporated both along strike and with distance from the fault. Additionally, models of 806 

the coseismic evolution of faults should consider that damage heterogeneity increases with 807 

subsequent ruptures. Depending on the scale of earthquake propagation, these heterogeneities may 808 

influence wave propagation and affect dynamic processes such as thermal pressurisation and 809 

pulverization. 810 



 811 

6 Conclusions 812 

We demonstrate that mm-cm resolution fracture mapping provides a more accurate representation 813 

of the distribution of damage at meso-scales relative to off-fault damage characterised from 1D 814 

datasets. This allows for improved quantitative analysis of the damage zone and gives better 815 

insights into the mechanisms that control fault evolution. 816 

Our key observations are that variance (i.e. a spatial spreading of fracture densities) in damage 817 

increases with proximity to a fault, and that seismically active faults in crystalline rocks display a 818 

patchy distribution of fracture damage with discreet patterns over decimetre and metre scales. The 819 

observed variance trend is the result of both the ratio and disparity between high- and low-intensity 820 

patches in the decimetre-scale distribution increasing towards the fault core. We suggest that the 821 

pattern is controlled by the distribution of macro-damage produced on shear-accommodating minor 822 

subsidiary fractures, with most patches of high fracture intensity corresponding to areas of 823 

complexity at the tip and interaction damage zones of these fractures. This demonstrates the 824 

importance of minor subsidiary faults in the evolution of off-fault damage, and is consistent with 825 

existing models of fault zone growth, such as the modified slip-patch model (Shipton and Cowie, 826 

2003). Thus, apparent outcrop-scale disorganised heterogeneity is more systematic than first 827 

assumed. We used these systematic trends to identify an inner and outer damage zone that can be 828 

separated based on where the variance begins to increase above the background noise. From these 829 

results we presented a conceptual model for damage zone evolution in which minor subsidiary 830 

faults continue to nucleate and grow throughout the development of the fault, leading to increased 831 

damage heterogeneity with fault maturity.  832 

Where detailed mapping is not feasible (e.g. limited exposure or time constraints), the increase in 833 

variance can be observed, albeit with reduced accuracy, using high-density sampling of fracture 834 

density along multiple transects. Four transects appear to be sufficient, but more importantly, 835 



multiple measurements, at each distance along a transect, will better uncover smaller scale 836 

heterogeneities. 837 

Our data indicates that fault rupture propagation models should consider heterogeneous regions of 838 

damage distribution, not only along the strike of a fault, but also trends in damage heterogeneity in 839 

the rock perpendicular to a fault. 840 
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Table 1: Data and power law regressions from the eight individual transects, scatter plots, and averages for the NW and SE 
segments of the Borrego Fault 

Transect 
ID 

Transect 
Length 

(m) 

Damage Zone 
Width (DZW)  

(m) 

Maximum 
Fracture 

Density (#m-1) 

Distance of 
fracture density 

maxima from 
fault core (m) 

R2 Power Law 
Slope 

Coefficient 
(n) 

NW_T1 50 96.1 
[67.9 - 162.8] 

71 3.5b 0.93 0.304 
[± 0.025] 

NW_T2 65 72.3 
[54.2 - 112.4] 

74 8b 0.94 0.364 
[± 0.028] 

NW_T3 45 121.4 
[81.6 - 222.5] 

80 3.5 0.90 0.265 
[± 0.025] 

NW_T4 150 79.8 
[54.0 - 144.7] 

75 4 0.86 0.269 
[± 0.032] 

NW Scatter 
Plot 

 
83.6 

[51.3 - 181.8]a   0.78 
0.308 

[± 0.015] 

NW Average  
81.9 

[51.3 - 169.9]a   0.96 
0.314 

[± 0.013] 

SE_T1 150 99.1 
[45.8 - 208.6] 

73 2.5b 0.92 0.245 
[± 0.019] 

SE_T2 80 - 79 4.5 0.39 - 
SE_T3c 3.5  81 0   

SE_T4 90 102.9 
[47.8 - 215.3] 

69 3.5b 0.98 0.247 
[± 0.007] 

SE Scatter 
Plot 

 
111.9 

[37.1 - 410.0]a 
  0.64 

0.216 

[± 0.012] 

SE Average  
121.6 

[36.9 - 518.5]a 
  0.88 

0.204 

[± 0.014] 

Results from exponential and logarithmic regression models can be found in Supplementary Information. All errors without 
symbols are derived using the uncertainty in background damage.  
a Combined error from 95% confidence interval (based on the standard error of the model) and uncertainty in average BFD  
- too much scatter to derive a reliable DZW (R2 < 0.4) 
b Maxima is at the closest available measurement to the fault core (i.e. no measurement adjacent to FC). 
c transects that are not long enough to individually derive an DZW 

 

  



Table 2: Data and power law regressions from each transect, spaced at 0.5 m along the river platform, the scatter plot of all 
this data, and the averaged transect.  

Transect  
ID 

Damage Zone 
Width (DZW)  

(m) 

Maximum 
Fracture 

Density (#m-1) 

Distance of fracture 
density maxima from 

fault core (m) 

R2 Power Law 
Slope 

Coefficient (n) 

T2 97.2 
[59.4 - 181.2] 

412 1 - 1.5 0.58 0.421 
[± 0.070] 

T3 - 432 1 - 1.5 0.31 - 

T4 133.9 
[79.9 – 256.9] 

512 1 - 1.5 0.52 0.403 
[± 0.074] 

T5 69.4 
[45.9 – 116.7] 

516 1.5 - 2 0.64 0.504 
[± 0.073] 

T6 51.5 
[35.8 - 81.6] 

452 2 - 2.5 0.80 0.571 
[± 0.056] 

T7 76.1 
[49.4 - 131.4] 

408 4.5 - 5 0.68 0.480 
[± 0.061] 

T8 69.4 
[46.0 - 116.8] 

464 1.5 - 2 0.68 0.504 
[± 0.064] 

Scatter 
Plot 

90.4 

[45.6 - 241.0]a 
  0.60 

0.445 

[± 0.024] 

Averaged 
89.9 

[44.3 - 257.5]a 427 1 - 1.5 0.89 
0.456 

[± 0.029] 

T1 and T9 only extend to half the outcrop (T1 from 0-8.25 m and T9 from 9.5-18.5 m), and as a result are not directly 
compared with T2-T8. The data on these two transects is still included in the scatter plot, graphs in Figure 8, and 
contributes to the average values. All errors without symbols are derived using only the uncertainty in background 
damage.  
a Combined error from 95% confidence interval (based on the standard error of the model) and uncertainty in average BFD.  
- too much scatter to derive a reliable DZW (R2 < 0.4). 

 



Damage Zone Heterogeneity on Seismogenic Faults in Crystalline Rock; a Field Study of the 1 

Borrego Fault, Baja California.  2 

Figures 3 
 4 

 5 

Figure 1: Schematic representation of the distribution of damage around a fault collated and modified from various sources (Faulkner 6 
et al., 2003; Kim et al., 2004; Mitchell and Faulkner, 2009; Peacock et al., 2016; Shipton and Cowie, 2003). a. shows the distribution 7 
of macro-damage around a fault. The wider, more intensely damaged zones occur at the fault tips and areas of fault interaction. 8 
There is no scale on the image as this distribution is consistent along faults ranging all visible scales from cm-km. b. and c. show the 9 
distribution of meso-scale damage in a sheath around large faults, the width scaling with displacement so that it is widest near the 10 
centre (b), and tapers towards the tips (c). d. and e. The influence of large subsidiary faults that have their own macro- and meso-11 
damage zone, is clearly shown in the simplified/averaged meso-fracture density and permeability transects (black arrows). CR – 12 
Country Rock; DZ – Damage Zone; FC – Fault Core; LSF – Large Subsidiary Faults. 13 



 14 

Figure 2: Regional and local geological map of the study area. a. The metamorphic and plutonic basement of the Sierra Cucapah 
horst block bound to the SW and NE by the Laguna Salada and Cerro Prieto sedimentary basins. The yellow star indicates the 
epicentre of the Mw7.2 2010 El Mayor-Cucapah (EMC) earthquake which propagated NW along the path of the red fault lines 
(Fletcher et al., 2014). b. Local geology around the 5 km long section of the Borrego Fault studied in this paper. The fault consists of 
two distinct sections, NW and SE, separated by a 600 m northward bend and bifurcation at point (3). The SW section (4) dips gently 
towards the NE and has formed a wide array of fault scarps. The NW section has two segments, (1) a steep, linear strand continuous 
with the SW Borrego Fault, and (2) a gently dipping strand branching towards the west where it interacts with the buried Laguna 
Salada Fault to form the Paso Inferior accommodation zone. Both sections bound the narrow Borrego basin, forming an 
asymmetrical graben with the SW dipping Cascabel Fault. The two horst blocks, SW of (1) and (4), expose plutonic tonalite and 
granodiorite in which we performed detailed meso-fracture studies. 
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Figure 3: Locations of field sites along the Borrego Fault, split 
into NW and SE segments. In-situ measurements of meso-
fracture density were collected along 8 transects in total, 4 
along each segment. A detailed 2D fracture map was made 
from high resolution photographs on the river pavement 
which was then used to create nine transects for further 
analysis. On each segment the transects are numbered 1 to 
4, starting from the Southeast (i.e. NW_T1 is the closest to 
the river pavement). 



18 

19 

Figure 4: a. Drone image of the NW horst-block with the Borrego Fault and unnamed antithetic fault illustrated for clarity. The red 
line indicates the 2010 EMC rupture surface along the Borrego and green lines show the locations of the 4 NW transects. The 
damage zone width (DZW) of 85-90 m, derived from transect and pavement studies (see results section), is marked by the dotted
line and provides context for the 2D pavement study. The two images on the right show the Arroyo bed before (2010) and after 
(2016) flash floods that scoured off overlying sediments to expose the basement rocks. The photos were taken from the yellow dot, 
looking south towards the river outcrop. b-d. Field photos of meso-fractures from pavement and transects. Yellow arrows = minor 
subsidiary faults; White arrows = fractures with cataclasite infill; Black arrows = open fractures with no mineral infill. Several minor 
subsidiary faults on the pavement crosscut one another so that offsets may be measured (b).  
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Figure 5: a. A simple approximation of the damage profile in the footwall of the Borrego Fault based on the common models of 21 
damage decay, published displacement-DZ width scaling relationships, and a preliminary fault survey to estimate the rough distances 22 
shown on the plot. b. The resulting design for sample frequency along each transect. Final sample locations are ultimately limited by 23 
exposure quality and other field conditions. 24 
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Figure 6: Results of the transect studies along the NW and SE segments of the Borrego Fault. a. and b. Scatter plots of all 
measurements, constrained to 90 m from the fault to better show the wedge-shaped distribution with increased spreading 
towards the fault core. Measurements influenced by LSF damage are shown in red and removed from subsequent analysis. c. and 
d. The degree of spreading, quantified by the variance, shows a transition at 13-15 m between an inner zone of high, scattered 
variance, and an outer zone of low variance at or below the background level. This point is marked on both graphs by the red 
dashed line. e. and f. The DZW is found using a power law regression on the average fracture density from the 4 transects on each 
segment. 95% confidence intervals are calculated in R using the standard error. The first three measurements in e. are ignored 
from the regression due to pulverisation (see main text). n is the slope coefficient. 

Figure 7: (On next page)  
a. Drone image of the 20x5 m pavement, showing the exposed tonalite damage zone and 0.5-1.5 m thick fault core (reddish-
brown strip with white lenses). In this image only the first half of the outcrop has been cleaned, which results in a slight paler 
colour. b. Map of minor subsidiary faults and geological units that make up the fault core (FC) and damage zone on the 
pavement. The grid outlines the area sampled and imaged for fracture digitisation. c. Digital Fracture Network containing 
>11,000 fractures manually traced on high resolution images captured on the 4x18 m grid overlain on b. d. Rose plots of 
fracture orientations at various distances from the fault showing the rotation and divergence of the main fracture orientation 
with distance from the fault. The solid red line shows the orientation of the dominant fracture set relative to the main Borrego 
Fault trace, and the dashed red line (that appears after 9 m) shows the second, possibly conjugate set of fractures.   

 



 



  

Figure 8: Fracture measurements and statistical analysis of data from the nine 1D pavement transects. a. All fracture density 
measurements from transects T1-T9. b. Average fracture density plot with DZW determined from the power law regression. 
n is the slope coefficient. 95% confidence intervals generated from standard error in R. Measurements effected by 
pulverisation shown in grey are ignored from the regression. c. Total fracture length per area vs distance from the fault core. 
Values are the average of measurements from all nine transects. d. Mean fracture lengths calculated by total fracture 
length/number of fractures in each 0.5 m bin. e. Cumulative frequency vs fracture length plot for all 11,114 fractures in the 
digital fracture network. Dashed lines indicate where the data begins to deviate from a power law distribution. f. Distribution 
of fracture spaces along 34 fault perpendicular scanlines. Fracture spaces have been binned into 5 cm intervals. g. Variance 
and h. Semi-Interquartile Range, used to quantify the spread of fracture density data around the mean decay trend. A sliding 
window of 1 m was used to calculate both of these values. i. Maximum and minimum fracture density values at varying 
distances from the fault core.  



 

 

Figure 9: a. Drone image of the platform outcrop, trimmed to the dimensions of the 17x4 m grid. b. Digitised fracture network 
with minor subsidiary faults highlighted with thicker lines. c. and d. Fracture intensity contour maps of the entire fracture 
network generated using FracPaQ, with minor subsidiary faults overlain. c. A decimetre-scale pattern emerges when the 
analysis is performed using a scan circle with diameter between 0.24-0.55 m. High-intensity patches correspond with locations 
of minor subsidiary faults, notably with fracture tips or the areas where fractures interact (e.g. stepovers, crosscuts, splays, 
or terminations). Low-intensity patches associate with gaps between minor subsidiary faults or along poorly developed wall 
damage zones. Some of these points are highlighted with pink (high-intensity) and blue (low-intensity) arrows, and correlate 
the intensity maps (c/d) with the digitised fracture network (b). d. Large scan circles (>0.8 m diameter) show meter-scale 
patterns which are discrete from the dm-scale pattern. e. Fracture intensity map of minor subsidiary faults only, showing 
increasing intensity towards the FC with a high-intensity patch at ~15 m. 



Figure 10: Conceptual models of fracture distribution within the damage zone. A simplified standard damage zone model 
(above) and a modified model (below), incorporating a patchy fracture intensity distribution and a systematic increase in 
heterogeneity, defined by an increase in variance, towards the fault core. D1-D3 indicate increasing displacement along the 
main fault, from an already intermediate stage in D1. The grey cone around the average meso-fracture profile 
represents the decreasing spread of measurements from a maximum close to the fault core to background levels at a 
distance less than the damage zone width. High-intensity patches develop in the tip and linking zones of minor subsidiary 
faults in the damage zone, which increase in frequency as the fault matures. Low-intensity patches occur in blocks bound by 
minor subsidiary faults and shrink with fault maturity as they are dissected by new faults and/or damage migrates inwards 
from their edges. Eventually minor subsidiary faults may grow/link to become major subsidiary faults, their own meso-
fracture damage zones forming a corridor of increased damage (instead of patches) – not shown in this schematic.  



 

 

Figure 11: Comparison between the results of a concentrated multi-transect, and detailed 2D fracture mapping study. Similar 
peaks can be found in both, highlighted by dashed regions, however the 2D fracture intensity map contains a lot more detail 
that is smoothed in the concentrated multi-transect plot. Faults drawn beyond the 2D fracture intensity map provide a 
schematic representation of the minor subsidiary fault network extending beyond the outcrop limits. Red arrows highlight 
zones of increased meso-fracture intensity. 

 



Highlights 

• 68 m2 high-resolution fracture map of 11,114 fractures ranging from cm to m lengths 
• Power law decay in fracture density from fault gives a damage zone width of ~85 m 
• Heterogeneity in fracture density decreases away from the fault core to ~16 m 
• Inner and Outer damage zone defined by increasing heterogeneity from parent rock 
• Modified model of fault damage zone evolution explaining the heterogeneity trend 
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