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Abstract: This paper presents a simulationmodel describing the radicalisation process. The radicalisation pro-
cess is a complex human socio-environmental process which has been of much academic interest for the past
two decades. Despite this it is still poorly understood and is an extremely di�icult area for social scientists to
research. It is a subjectwhich su�ers froma lack of available data,making the construction of an e�ective simu-
lationmodel particularly challenging. In order to construct the simulation in this paper we rely on a theoretical
frameworkwhichwasoriginally developedasameansof synthesising theacademic literatureon radicalisation.
This theoretical framework has three levels: individual vulnerability to radicalisation, exposure to radicalising
moral contexts, and theemergenceof radicalising settings. Weadapt this framework into a simulationmodel by
first re-constructing it as an individual-level state-transition model. Next, appropriate data is sought to param-
eterise the model. A parallel is drawn between the process of radicalisation and the process by which people
develop the propensity to participate in more general acts of criminality; this analogy enables considerably
more data to be used in parameterisation. The model is then calibrated by considering the logical di�erences
between crime and terrorismwhichmight lead to di�erences in the radicalisation and criminality development
processes. Themodel is validatedagainst stylised facts, demonstrating that despite beinghighly theoretical the
simulation is capable of producing a realistic output. Possible uses of the model to evaluate the e�ectiveness
of counter-radicalisation measures are also considered.

Keywords: Radicalisation, Social-Ecological Modelling, State-Transition Modelling, Model Development, Styl-
ized Facts

Introduction

1.1 The process by which people become radicalised has long been acknowledged by experts in the field to be
extremely complex: people who have become radicalised have originated from a range of ethnicities, religious
groups, nationalities, and socio-economic backgrounds. While there may be some trends in the backgrounds
of some terrorists, these do not amount to causal factors explaining why people develop the propensity to
commit terrorist acts. The processes by which people develop such a propensity are complex, and it is only by
truly understanding the causal mechanisms in the process that policies can be put in place to prevent it. The
purpose of this paper is to develop a simulationwhich describes the process of radicalisation. Suchmodels can
aid social scientists, as themodel development process providesmethodological tools that can strengthen the
theoretical element of more qualitative social research (Neumann 2015). They can also highlight areas where
further research is required. It is also hoped that the model in this paper puts in place a foundation which
could be built upon to create amodel that is su�iciently realistic to be of practical use to counter-radicalisation
practitioners.
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1.2 The existing body of models simulating radicalisation is small but growing, and has seen a variety of di�erent
techniques and approaches being used. Examples include Genkin & Gutfraind (2011)’s model simulating the
way radicals self-organise into more or less isolated groups, Galam & Javarone (2016)’s equation-based opin-
ion dynamics model of the behaviours of a sensitive subpopulation, and Alizadeh et al. (2015)’s agent-based
model examining the e�ects of in-group favouritism on the prevalence of extreme opinions. While interesting,
these models have largely been theoretical with little grounding in the social science behind radicalisation.
The model presented in this paper hopes to bridge the gap between simulation modelling and the underlying
social science research behind our current understanding of the radicalisation process. As a demonstration
of how such a model could ultimately be used, it aims to answer the research question: which radicalisation
counter-measures have the greatest e�ect?

1.3 Creating a realistic simulationmodel relies on the availability of gooddata. However, social scientists have long
acknowledged that the radicalisation process is particularly di�icult to collect good data on (Tilley 2002; Lum
et al. 2006; Knutsson & Tilley 2009). Much of the di�iculty lies in not knowing when somebody is radicalised:
there could be many radicalised individuals in society who have not actually committed an act of terrorism,
simply because situational factors have not allowed them to do so. These complexities are part of what makes
radicalisation so di�icult to understand using conventional social scientific methods.

1.4 Does this mean that the radicalisation process is too complex and too poorly understood to be modelled? To
create a simulation model, at an absolute minimum one needs data at three stages in the model building pro-
cess (Gilbert & Troitzsch 2005; Cio�i-Revilla 2014). First, data is needed to generate a hypothesis as to what
the relationships between the component parts of the systemmight be. For example, from reading the biogra-
phies of convicted terroristswe could suppose that aperson ismore likely to become radicalised if a close friend
or family member has also been radicalised. With further data the modeller can attempt to quantify the rela-
tionships between the independent and dependent variables in the model. This would enable them to build
a simulation, run it, and observe the outputs. The final use of data is to validate the model by comparing the
outputs generated by the simulation with the real world.

1.5 The question is whether there is su�icient data available about radicalisation to undertake this exercise. If we
consider radicalisation to be auniqueprocess unlike any other, the answerwould likely be no. However, several
radicalisation researchershavedrawnparallelsbetween radicalisationand theprocessbywhichpeopleacquire
the propensity to commit crime more generally, arguing that terrorism is simply a type of crime (Elworthy &
Rifkind 2006; Sha�oe et al. 2007). If we define radicalisation as “the process by which an individual acquires
the propensity to engage in acts of terrorism” (Bouhana & Wikstrom 2011, p. 6), we can treat it as analogous
to the propensity development process for more general types of crime. This provides considerably more data
andmakes the development of a simulation describing radicalisation a viable option.

1.6 In constructing our simulation we shall be making particular use of the IVEE theoretical framework. This was
developed by Bouhana &Wikstrom (2011) as ameans of synthesising the existing body of research into radical-
isation. Although a theoretical framework, IVEE has been developed from the bottom up frommultiple studies
and thus has considerable empirical validity. The IVEE framework relies on the assumption that there is an
equivalence between the radicalisation and criminality development processes. We shall use it to create the
basic structure of our radicalisationmodel, and then use data from general criminological research to quantify
the relationships between the variables and parameterise the model. Due to the lack of radicalisation-specific
data we then use logic to calibrate the model to make it applicable to radicalisation instead of general crime.
This iswherewe take full advantage of the strength of simulation asmethod: IVEEdoes not distinguish between
the radicalisation and criminality development processes, so it is only through choosing di�erent parameters
and functions within the simulation that we can create a separate model for radicalisation.

1.7 Finally we need to analyse the model outputs and carry out validation. In many cases such analysis can be
facilitatedby representing themodel asaMarkovchain. Markovchainsare stochasticprocesseswith the feature
that the probability of the future behaviour of the process depends only on its current state (Laver & Sergenti
2011). AnyMarkov chainwhere the probabilities of transitioning between states is independent of time is called
time homogeneous, andwill either converge on a single steady state orwill oscillate among two ormore states.
Variousmethods for analysing themodel’s steady state(s) can then be carried out, such as estimating themean
value of the output variables across run repetitions. However the model in this paper is not time homogenous
and does not converge or oscillate, so these methods are not directly applicable in a straightforward manner.
An alternative methodmust therefore be found.

1.8 We shall validate the model using “stylised facts”. This is a method of validating the outputs of a simulation
model where quantitative data does not exist. In order to do this we need to establish the features of the phe-
nomenon being modelled – the “stylised facts” (Kaldor 1961) — and compare the model outputs with these.
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Ormerod & Rosewell (2009) explored how thismight be done in the validation of ABMs ofmacro-economic pro-
cesses, andnoted that “the key aspect to validation is that theoutcomesof themodel explain thephenomenon.
If themodel explains thephenomenonunder considerationbetter thanpreviousmodels do, it becomes the cur-
rent best explanation. This is the best we can expect to do” (p. 135). Our approach replicates that carried out by
Heine et al. (2005), where a list of stylised facts is constructed from the literature, an assessment made of how
many of those stylised facts are addressed or partially addressed by the models being tested, and an assess-
ment made of the overall quality of themodel. This approach has been reproduced in a wide variety of studies
and is fast becoming the standard validation methodology for simulation models.

1.9 We begin with an overview of the radicalisation process using the IVEE theoretical framework.

The IVEE Model of Radicalisation

2.1 The IVEE framework is built around three levels: a person’s individual vulnerability to radicalisation, their expo-
sure to radicalising moral contexts, and the emergence of radicalising settings.

Individual vulnerability

2.2 In the framework, the term “individual vulnerability” specifically refers to an individual’s vulnerability to a
change in their propensity to commit an act of terrorism. Propensity is a concept which is important to the
study of crime in general. It forms a key part ofWikström’s general theory of crime causation, Situational Action
Theory (SAT), which seeks to explain why people choose to breach moral rules (2009). SAT considers an act of
crime to be the breaking ofmoral rules which have been enshrined in law. An individual in a particular environ-
ment may have a number of action alternatives open to them at any one time, one of whichmay be to commit
a crime. If the person chooses to carry out the crime, this will be in part due to situational factors — that is, the
circumstances at the time allowing them to commit the crime. But it also tells us something about their sense
of morality and their levels of self-control. For example, suppose a person is in a large crowd and sees an easy
opportunity to pick-pocket: these are the situational factors. If they then choose to pick-pocket, this could be
because they consider it to be a perfectly acceptable action, or theymay view it asmorally wrong but decide to
do it anyway, perhaps due to the ease of carrying it out and the low risk of getting caught. Wikström concludes
that the development of an individual’s propensity to commit a crime can be divided into two processes: the
process of a person’s moral education, and the process of the development of the cognitive skills relevant to
self-control (2011).

2.3 Translating this to terrorism, the individual vulnerability part of IVEE is concerned with the process by which
an individual’s morality and their ability to exercise self-control change to the extent that they would consider
committing an act of terrorism to be an acceptable action alternative. There are two factors which need to be
present for this change to happen: the first is for the individual to find themselves in an environment where
a radicalising moral context exists, or susceptibility to selection, and the second is for them to be cognitively
susceptible to being influenced by it.

2.4 Taking cognitive susceptibility first: individuals who are cognitively susceptible to developing the propensity
to commit terrorism are less able to exercise self-control andmore easily influenced by radicalising moral con-
texts. An inability to exercise self-control is a consequence of impaired cognitive skill development (Bouhana &
Wikstrom 2011), which neuroscientists have determined resides largely in the brain’s prefrontal cortex (Beaver
et al. 2007). Beaver et al. conducted a study on American kindergarten children in which they found that prob-
lems with capacity to exercise self-control were largely determined by the time children start school. Taking
this further, one twin study conducted on 17 year old American youths found di�erences in executive functions
to be “almost entirely” genetic (Friedman et al. 2008).

2.5 The second feature of a cognitively susceptible individual is that they aremore easily influenced by radicalising
moral contexts. This is a result of di�erences in a person’smoral education (Wikström2011). The underlying rea-
sons for these di�erences are notwell understood, however someneuropsychological studies have highlighted
the specific parts of the brainwhich are responsible for aspects ofmorality (Fumagalli & Priori 2012), suggesting
that an individual’s cognitive susceptibility to moral change is at least in part due to biological factors.

2.6 An individual’s susceptibility to selection is also a key component of their individual vulnerability, as an individ-
ual may be inherently persuadable, but if they never come into contact with a radicalising moral context they
will never develop the propensity to commit terrorism. The personal characteristics that lead someone to be
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more likely to come into contact with radicalising environments include socio-demographics, social networks,
and the person’s lifestyle preferences such as whether they enjoy debating current a�airs or playing computer
games (Wikström 2011). These personal characteristics are the self-selective factors which make an individual
more vulnerable to becoming radicalised through causing them to become exposed to radicalising settings.

Exposure

2.7 The exposure part of the IVEE framework can be explained using the concept of an individual’s activity field. An
activity field is the configuration of di�erent settings to which a person is exposed during a given time period
(Wikström et al. 2010, p. 59). Analysis of the activity fields of adolescents has enabled conclusions to be drawn
regarding the e�ect that exposure to criminogenic settings (that is, settings in which a criminalisingmoral con-
text is routinely found) has on the likelihood that the adolescents commit crime (Wikström et al. 2010). An
individual at higher risk of developing the propensity to consider crime to be an acceptable action is onewhose
activity field leads them to encounter a higher number of criminogenic settings, resulting in them repeatedly
becoming exposed to criminalising moral contexts. Similarly, an individual whose activity field leads them to
repeatedly find themselves exposed to radicalising settings is at higher risk of becoming radicalised.

2.8 An individual may find themselves in the vicinity of a radicalising setting due to their own social networks or
lifestyle preferences, as already discussed. However preferences work at the ecological level too, as members
of particular groups are more likely to find themselves in certain settings: for example students are more likely
than non-students to find themselves in a university special interest group. This is social selection, which con-
strains self-selection by determining the settings in which an individual is most likely to find themselves.

2.9 One also needs to consider the wider environment in which a person’s activity field is situated (Bouhana &
Wikstrom2011; Wikström et al. 2010). Two peoplewith similar interests and cultural backgroundswill have very
di�erent activity fields if one lives in a city and the other in a village. That said, radicalising settings are highly
varied. They can be physical spaces such as a café or a leisure centre, or virtual settings such as web forums.
The features of a setting whichmake it more or less likely to develop into a radicalising setting, and the process
by which this happens, is the focus of final level of IVEE — emergence.

Emergence

2.10 Radicalising settings attract individuals with the propensity for terrorism because they o�er some degree of
privacy—or at least the perception of privacy—enabling these individuals to carry out illegal activitieswithout
interruption or identification. Some settings are evidently more radicalising than others, for instance ISIS’s
recruiters aremore likely tohandout leafletswhere they think theymay finda sympathetic audience, and that is
more likely to be at a university campus than a village fête. However, as radicalising settings are extremely rare,
the reasons why some settings become radicalising and others do not is not well researched. Some parallels
can nevertheless be drawn with the emergence of criminogenic settings (Wikström & Treiber 2009; Wikström
2011).

2.11 A number of suggestions have been put forward for why certain settings become criminogenic while others do
not. In particular social disorganisation theory, a sociological theory developed in the 1940s, became a popular
explanation forwhy crime rates vary acrossdi�erent locations (Shaw&McKay 1942). Social disorganisation the-
ory argues that certain community-level variables that had been shown to be correlated with increased crime
rates, such as the socio-economic status of local inhabitants and ethnic heterogeneity, have only an indirect
e�ect on crime. The theory suggests that the direct e�ect these variables have is on the level of social disorgan-
isation in an area, and it is social disorganisation which leads to increased levels of crime.

2.12 More recent research by Sampson (2004, 2006) supersedes this, and introduces a concept called collective e�i-
cacy, dubbed the “o�spring” of social disorganisation theory (Sampson 2006). Collective e�icacy is defined to
be “social cohesion among neighbors combined with their willingness to intervene on behalf of the common
good” (Sampson 2006, p. 41). Collective e�icacy theory considers that certain exogenous factors lead to a lack
of order and cohesion in a community, making that community more likely to develop unmonitored locations
that could become safe havens for those engaging in crime. These attributes also suggest such locations could
be more likely to develop into radicalising settings.
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Summary

2.13 The IVEE framework allows the causal factors across the three levels of the model to interact. The three lev-
els and their interactions can be summarised as a flow chart, as shown in Figure 1. This diagram shows how
socio-demographic, cognitive and selective factors contribute to an individual’s overall vulnerability to moral
change, and how environmental factors contribute to the emergence of a radicalising setting. When a vulner-
able individual becomes exposed to such a setting they develop an increased propensity to commit acts of
terrorism. The red arrows indicate parts of the model a�ected by feedback: increased exposure to radicalising
settings increases the self-selective factors contributing to an individual’s vulnerability to moral change, and
also increases that vulnerability directly.

Figure 1: The IVEEmodel of radicalisation (Bouhana &Wikstrom 2011).

Adapting IVEE into a Simulation

3.1 Themodelling techniquechosen to represent the IVEE theoretical framework isan individual-level state-transition
model (STM). STMs are commonly used in epidemiology to describe the spread of infectious diseases, with the
simplest version being the basic SIR model (Keeling & Rohani 2008). The SIR model represents the process of
infection, where a person can be in one of three states: “susceptible”, “infectious”, or “resistant”. The arrange-
ment of these states is illustrated in Figure 2.

Figure 2: Basic SIR model.

3.2 In this diagram the circles represent states and the boxes represent transitions between the di�erent states.
Every transitionhasanequal numberof inputs andoutputs, so in theprocessof “infection”a susceptibleperson
becomes exposed to an infected person, and the output of that process is two infected people. The process of
“recovery” is simpler, just requiring one infectious person as input and one recovered person as output.

3.3 The state-transition example in Figure 2 uses only one type of agent — a person — which can be in any one
of the three di�erent states. However these models can also be extended to use multiple types of agent. For
example the spread of malaria can be modelled using two types of agent (people and mosquitos) which can
each take one of two di�erent states (susceptible / infected for people, and susceptible / carrier formosquitos).
This flexibility makes it an ideal tool for reframing the IVEE model, which describes the process by which two
di�erent agents –– people and settings —- change state from unradicalised to radicalised. We can therefore
rewrite the IVEE theoretical framework as a state-transition model with two di�erent types of agent, each with
two states, and with two transitions. This is shown in Figure 3.
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Figure 3: State-transition model of the radicalisation process.

3.4 In Figure 3 the transition called “Exposure” causes a Radicalising Setting to have an e�ect on a Neutral Person
to turn them into a Radicalised Person. Similarly, the “Emergence” transition sees a Neutral Setting turn into a
Radicalising Setting, through the presence of a Radicalised Person.

3.5 In order to turn this theoretical model into a computer simulation we need to define appropriate functions
for the two transitions, Exposure and Emergence, and to calibrate them. We therefore need to determine the
precise relationships between the causal factors in the IVEE framework. In particular, to define the Exposure
Transition we need to know:

1. How does a person’s cognitive susceptibility and their exposure to radicalising settings relate to their
propensity for terrorism?

2. How can we simulate exposure to radicalising moral contexts?

3. How is individual cognitive susceptibility distributed in the population and does it change over time?

3.6 Similarly, to define the Emergence Transition we need to know:

4. What factors make a setting more or less likely to become radicalising?

5. What is the relationship between these factors and how radicalising a setting is?

3.7 Finally, we need to define:

6. What does it mean for a person to be “radicalised” in the model?

3.8 We have tried wherever possible to answer these questions using empirical studies, however as already dis-
cussed data about the radicalisation process is severely limited. To fully parameterise the model we have thus
additionally had to rely on proxies, theoretical hypotheses, common-sense logic, and some trial and error. In
order to be explicit about where our assumptions are based on empirical data andwhere our parameterisation
has been less rigorous, we have summarised our sources below:

1. How a person’s cognitive susceptibility and exposure to radicalising settings relate to their propensity:
we have based this part of the model on an empirical source that relates cognitive susceptibility and
exposure to a person’s propensity for general types of crime (Meldrum et al. 2013). No empirical sources
were available to extend this to terrorism, so we have used statistics on the prevalence of serious crime,
and common-sense logic about the similarities and di�erences between general crime and terrorism.

2. To simulate exposure to radicalising moral contexts: we have drawn a parallel with previous studies on
howpeople decidewhere to spend their time. The primary source is Harris &Wilson’s (1978) research into
thepopularity of retail centres, whichwehavemodifiedusing theory from the literature on radicalisation.
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3. Distribution of individual cognitive susceptibility: we have used empirical studies into the psychology of
cognitive susceptibility to build this part of themodel. Wehave drawnonWikström (2009) as the basis for
this, although to obtain the level of detail required to simulate cognitive susceptibility we used a proxy to
represent an individual’s morality. The proxy chosen is Resistance to Peer Influence, developed by Stein-
berg & Monahan (2007), which has been found in several empirical studies to be linked to delinquency.

4. The factors underlying emergence: this is the least well researched part of the IVEE framework, and we
have had to rely heavily on theoretical work to define this part of themodel. The theoretical research we
have relied on for this are the studies about emergence already discussed, namely Wikström & Treiber
(2009); Wikström (2011); Sampson (2004, 2006). Due to the absence of data we have kept this part of the
model as simple as possible and calibrated it using trial and error, by checking that the model outputs
satisfy a list of stylised facts (discussed further in Section 4.)

5. The relationship between the factors underlying emergence: this is even less well understood than the
factors themselves, and we have had no data on which to draw. We have therefore chosen a simple rela-
tionship based on common-sense logic to build this part of the model.

6. Definition of “radicalised”: our definition of what it means to be radicalised in the model flows from the
way the rest of the model has been calibrated. The IVEE framework assumes there is no fundamental
di�erence between the process of radicalisation and the process by which propensity for crime more
generally develops, but there clearly are di�erences between terrorism and other crimes, so we have
ensured the model is calibrated to describe radicalisation, not criminality development.

3.9 We shall now look in detail at how the separate parts of the model were developed.

Defining the exposure transition

Cognitive susceptibility

3.10 An individual’s cognitive susceptibility to radicalisation can be determined by their capability to exercise self-
control andmorality. The literature suggests self-control is largely fixed by the time a child enters kindergarten,
so in the model it is assumed to be constant for each person. Wikström (2009) assumes ability to exercise self-
control to be normally distributed across the population, and in the absence of other information so shall we.

3.11 However an individual’s morality cannot be assumed to be constant. Large-scale longitudinal neurological
studies into morality have not been conducted, so to determine an appropriate distribution for morality we
shall have to use a proxy. A reasonable proxy for this is a self-report measure called Resistance to Peer Influ-
ence (RPI), developed by Steinberg &Monahan (2007). It is calculated by presenting individuals with 10 pairs of
statements and asking them to choose the statement that describes them best – for example “some people go
alongwith their friends just to keep themhappy” versus “other people refuse to go alongwithwhat their friends
want to do, even though they know it will make their friends unhappy”. This measure has been used in several
large studies that have observed its statistical significance as a predictor of delinquent behaviour (Steinberg &
Monahan 2007; Monahan et al. 2009; Meldrum et al. 2013), and is supported by older research into the e�ects
of susceptibility to peer pressure on criminal propensity (Erickson et al. 2000).

3.12 To use RPI as a proxy for morality in the simulation we need to determine the distribution of RPI in the general
population, and to identify any relationships with individual attributes such as age or gender. Meldrum et al.
(2013)’s study found RPI to be approximately normally distributed, while Steinberg & Monahan (2007)’s study
calculated amean and a variance. All studies using RPI have observed that it varies with age over the period of
middle adolescence, with Steinberg andMonahan identifying a linear trend over the ages 14 to 18. This trend is
the same for bothmales and females, but findings have shown females havehigher RPI thanmales. This finding
is supported by prior research showing girls generally to be less susceptible to peer pressure than boys (Berndt
1979; Greenberger 1982; Steinberg & Silverberg 1986).

Simulating exposure

3.13 As previously discussed, for a person to be exposed to a radicalisingmoral context there are two requirements:
a setting needs to have developed a radicalising moral context, and a person needs to go there. We therefore
need to simulate how radicalising a setting is and how long a person spends in it.
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3.14 We first consider how to model the length of time a person spends in a setting. We can do this by simulating
activity fields for each of the simulated people in the model. A person’s activity field is influenced by social se-
lective and self-selective factors: social selective factors can be incorporated bymaking assumptions based on
socio-demographic information, such as “students spend 40 hours per week at university” or “religious people
attend their place of worship for approximately 2 hours per week”, but modelling self-selective factors is more
complicated.

3.15 Tomodel self-selective factors we need to consider why an individual might bemore likely to go to one setting
over another. This is impossible to model precisely, as by their very nature self-selective factors are individu-
alistic. However, one logical hypothesis to put forward is that a person is more likely to go to locations where
similar people also go –– a phenomenon called homophily (Kandel 1978; Kandel et al. 1990). It can also be as-
sumed that individuals are more likely to go to places located closer to where they live or work. Additionally, a
place that attracts a larger number of people will attract people from a wider catchment area, so the size of a
setting also matters.

3.16 The influence of a setting’s size and proximity to a person’s home have been used in previous models of in-
dividuals’ movements. In particular, Harris & Wilson (1978) created a model of the popularity of retail centres
where theymodelled the flow ofmoney from one location to another. Whilemodellingmoney flowsmay seem
somewhat distant from the concept we are modelling here, Harris & Wilson’s model has formed the basis of
other simulations fromwhichwe can draw a parallel, such as Davies et al. (2013)’s research into the locations in
London that attracted rioters in 2013.

3.17 Harris and Wilson suggested that a flow of money fij from location i to location j can bemodelled by

fij = AiQiW
a
j e
−bcij

whereAi = 1∑
k Wa

k e−bcik

3.18 In this equationWj is the attractiveness of the setting and relates to its size, cij is ameasure of the cost of travel
from i to j,Qi is the retail demand in location i, which is ameasure of howmuch the people in location i go out
to buy things in general, and a and b are model parameters (Harris & Wilson 1978). This equation estimates the
likelihood that each person i visits each setting j. In other words, it provides a means of estimating a person’s
activity field.

3.19 For the equation towork in ourmodel it will be necessary tomake certain adjustments. Firstly, as activity fields
are for people rather than for settings, we need to define i to be an individual rather than a setting. Next we
need to define what we mean by “cost” and “attractiveness” for functions c andW respectively. A simple way
to define cost is as the distance between two locations. For attractiveness we can incorporate the factors that
make a person more likely to go to one setting over another – namely its size, and the presence of other like-
minded people. This makesW a function of both i and j, as its value will vary for each person i and location
j. There are many ways we could defineW ; we have chosen a simple one, which is to measure size by either
the number of people who regularly attend the location or its floorspace, and to multiply this by a “similarity
function”, which considers how similar person i is to each person who has visited location j in the last time-
step. The attributes of a person featuring in this similarity function are their age, religion, self-control, SPI, and
propensity.

3.20 Variable Qi also needs adjusting to make it transferable to the radicalisation model. In the retail model this
variable is the retail demand in location i. The equivalent for ourmodelwould be the proportion of time person
i spends at a particular type of location. This enables us to incorporate social selective factors such as whether
someone is a student or in full-time employment into the activity field. An extra layer of complexity needs to
be added tomake this work, which is the introduction of setting types. For example universities and o�ices are
types of workplace, while churches and mosques are types of religious establishment. We can then say that
a simulated person who is a student and a Christian will spend 40 hours per week at a university and 2 hours
per week at a church, while a full-time employedMuslim spends 40 hours per week at an o�ice and 2 hours per
week at a mosque.

3.21 The second aspect of simulating exposure is to model how radicalising a setting is. To do this we again turn to
the literature on criminality, and what external factors cause an individual’s own delinquent behaviour to in-
crease. In particular, a number of studies have investigated the influence of peer delinquency on an individual
(Brendgen et al. 2000; Elliott & Menard 1996; Farrington 2004; Toro et al. 2004; Lipsey & Derzon 1998; Patter-
son et al. 1991). However, the IVEE framework uses the more general idea of “moral contexts”, rather than just
peer influence. We therefore need a measure for the level of radicalisation of a setting that incorporates both
peer influence and environmental features. Activity fields present a simple way to incorporate peer influence:

JASSS, 23(3) 12, 2020 http://jasss.soc.surrey.ac.uk/23/3/12.html Doi: 10.18564/jasss.4345



whena simulated individual regularly goes to the same setting as another individual, the two canbe considered
a�iliates and their respective propensities for terrorism can bemade to contribute to each other’s exposure. In-
corporating environmental features will be considered when we consider how tomodel emergence.

3.22 It still remains to determine the relationship between cognitive susceptibility, exposure to radicalising settings,
andactual radicalisation. Againwecan turn to the literatureoncriminality to findaplace to start, by considering
the relationship between susceptibility to peer influence (SPI), self-control, peer delinquency, and propensity
for delinquency (where we take SPI to be the direct opposite of RPI – that is, it is RPI with the scales reversed).

3.23 One study which has explored this relationship is Meldrum et al. (2013), which fitted a regression model using
a composite self-report delinquency measure as the dependent variable. Meldrum et al found that the most
suitable statistical model linking SPI, self-control, and peer delinquency to their delinquency measure was a
negativebinomial regression. In theirmodel thenumberofdi�erentdelinquentacts conductedbyan individual
of age 15 over a 12 month period is assumed to be a random variable Y such that the probability that a person
commits y delinquent acts in the next 12 months is:

P (Y = y) =
Γ(y + 1

a )

Γ(y + 1)Γ( 1
a )

(
1

1 + aµ

) 1
a
(

aµ

1 + aµ

)y

(1)

3.24 The parameters a and µ are calculated from the data via the regression model, with the optimum model pro-
duced by Meldrum et al. setting a = 0.1228 and

lnµ = b0 + b1x1 + b2x2 + b12x1x2 + b3x3 = −0.23 + 0.25x1 − 0.13x2 + 0.15x1x2 + 0.69x3 (2)

where x1 is the z-score for SPI, x2 is the z-score for self-control, and x3 is the z-score for peer delinquency.

3.25 If we can define an individual’s criminal propensity in terms of Y then we can use this relationship to calculate
an individual’s propensity for crimegiven their SPI, self-control, andexposure todelinquentpeers. For example,
we coulddefine criminal propensity tobe theprobability that an individual commits any crimes at all in thenext
12 months. In which case we can write a person’s criminal propensity as P (Y > 0). Therefore:

P (Y > 0) = 1− P (Y = 0) = 1−

(
1

1 + 0.1228e−0.23+0.25x1−0.13x2+0.15x1x2+0.69x3

)8.14

(3)

3.26 This gives an average criminal propensity across the population of

E(p) = 1−

(
1

1 + 0.1228e−0.23

)8.14

= 0.5314 (4)

3.27 We now need to consider how to adjust this equation to make it applicable to radicalisation. As no empirical
studies have been carried out replicating the results produced by Meldrum et al. (2013) for terrorism, there is
no data on which to draw. However, some common-sense logical changes can bemade.

3.28 Firstly, a radicalised person is someone with the propensity to commit terrorism, and terrorism is not a normal
crime. Crimes associated with terrorism are among the most severe, such as homicide or significant property
damage. As such severe crimes are much rarer than more minor crimes, the expected value for an average
person’s propensity should be far lower than 0.5314. Mo�itt et al. (1989) observed that the rate of conviction
for a violent o�ence in young adult males is between 3% an 6%; when spread across the whole population this
number becomes lower still, and then lower again if one considers the probability that the violent o�ence is
committed in a particular 12 month period. A more realistic value might then be 0.001. Assuming the value for
the parameter a remains unchanged, this gives b0 = -6.91.

3.29 Two other di�erences between terrorism and more general types of crime can help us make further logical
changes to calibrate b1, b2, b12 and b3 in the regression. One is in the level of morality required for an individual
to consider a terrorist act to be a reasonable action to take. To illustrate this, consider a homicide committed
on an impulse, such as one linked to domestic violence. This would be regarded as a non-terrorist crime and
the driving factor behind it would be lack of self-control. In contrast, terrorist homicide is pre-meditated and
requires significant planning. This suggests an individualwith thepropensity to carry out a terrorist act requires
a certain level of morality in order to do so, regardless of their ability to exercise self-control. We therefore
conclude that morality must have more influence on radicalisation than self-control does, so |b1| > |b2| and
|b1| > |b12|.
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3.30 The final di�erence is that radicalising settings are far rarer than more generally criminogenic settings. This
can be replicated in themodel by assuming that radicalisationwill only happenwhen a particularly susceptible
personbecomesexposed toaparticularly radicalising setting. Tomeet this criteriaweassumethatan individual
in the top percentile of cognitive susceptibility must become exposed to a setting in the top 5% of radicalising
settings to becomemore radicalised themselves. This provides the following condition:

b0 + b1(2.3263) + b2(−2.3263) + b12(2.3263)(−2.3263) + b3(2.5758) ≥ −2.0243479 (5)

3.31 Other logical criteria for the parameters are:

• Susceptibility to peer influence and exposure to radicalised peers increase radicalisation, so b1 > 0 and
b3 > 0

• Self-control reduces radicalisation, so b2 < 0

• Susceptibility to peer influence has a stronger e�ect at higher values of self-control (a finding from Mel-
drum et al.’s original paper), so b12 > 0

3.32 The precise values chosen were b0 = -6.91, b1 = 0.9, b2 = -0.45, b12 = 0.05 and b3 = 0.028, which were found
to generate plausible levels of radicalisation in the simulation following some trial and error.

3.33 We can now define the exposure transition in the simulation. Following exposure, the propensity p of person i
to commit an act of terrorism at time t is:

pi(t) = 1−

(
1

1 + 0.1228e−6.91+0.9x1−0.45x2+0.05x1x2+0.028x3

)8.14

(6)

Defining the emergence transition

3.34 We have already discussed the hypothesis that settings with low collective e�icacy are more likely to become
radicalising. The question is how to incorporate the e�ects of low collective e�icacy in the computer simulation
in theabsenceofempirical research. Weshall keepourassumptionsas simpleaspossible for thiswhileensuring
the relationships are consistent with the theory laid out in the IVEE framework.

3.35 Firstwedefine a collective e�icacy coe�icientw for each setting, assumed tobe constant over timeandwith 1 as
thedefault value. There are then twomechanisms throughwhich lowcollective e�icacy could cause a setting to
become radicalising: radicalised people could be attracted by low collective e�icacy, or low collective e�icacy
could enhance the e�ect that radicalised people have when they are present –– for instance, they could be
more influential when at that setting. A setting with a higher number of radicalised people present will then
automatically attract more, due to homophily being incorporated into the way activity fields are generated.

3.36 A simple way to incorporate the enhanced impact of radicalised people when at settings with low collective
e�icacy is tomultiply the average propensity of the people visiting the setting by 1/w. However following some
trial anderror in the simulationwithdi�erentmultipliers itwas found thatmultiplyingby 1/

√
w producedmore

realistic results. (The trial and error process is discussed further in Section Section 4.)

3.37 Wealso need todeterminewhichpeople should be includedwhen calculating the averagepropensity of people
visiting a setting. Realistically, onewould expect that a personwould need to spend a certain length of time in a
setting before their propensity has any e�ect. A personmight also need to have aminimumpropensity to have
any influence. We therefore include a time threshold and a propensity threshold into the emergence transition,
with the time threshold set at 1 hour per week, and the propensity threshold set at 0.1w. This latter thresh-
old means that an individual with a 10% or higher probability of committing a very severe crime in the next 12
months would be expected to have some radicalising influence on others at a setting with the default collec-
tive e�icacy. An individual with a 5% chance of committing a very severe crime would only have a radicalising
influence at a setting if it had half the default collective e�icacy.

3.38 We can now define the emergence transition in the simulation. Following emergence, the radicalisation level r
of setting j at time t is:

ri(t) =
1

n
√
wj

∑
s.t.f>1hrp>0.1w

pi(t) (7)

JASSS, 23(3) 12, 2020 http://jasss.soc.surrey.ac.uk/23/3/12.html Doi: 10.18564/jasss.4345



Defining “radicalisation” in themodel

3.39 Finally a threshold needs to be set which defines someone as being “radicalised” or “not radicalised” based on
their propensity. This is very subjective as we are dealing with probabilities rather than certainties. However
the parameter a in the negative binomial model acts as a useful guide. This parameter is the heterogeneity
parameter, and 1/a indicates the number of “failures” expected before one “success”, where in this instance
a success means committing a severe crime. This suggests that a person has (for our value of a) an average of
1/a =8.14opportunities tocarryouta severe crimewhere theydonotdoso, before they finallydo. Apropensity
of a =0.1228 therefore seems a reasonable threshold to definewhat itmeans to be “radicalised” in the absence
of any benchmarks.

Input data

3.40 The input to the simulation consists of 500 people whose home locations are evenly distributed across the ge-
ography. There is an even split across gender, religion (Christian, Muslim, or none), and occupation (employed,
unemployed, or studying). The ages of the people at the start of the simulation are evenly divided between the
ages of 14 and 30, with the only constraint being that those aged 16 or below all have the occupation “student”.
Self-control is generated randomly from a normal distribution with mean 0 and variance 1. SPI is generated
randomly, and independently of self-control, from a normal distribution with variance 1 and mean varying ac-
cording to age and gender so as to be consistent with the findings of Steinberg & Monahan (2007). In order to
force the model to begin the process of exposure and emergence, one individual in the model is modified to
give them an artificially high value for SPI; this avoided the need to have hundreds of thousands of people in
the model before a su�iciently cognitively susceptible person appeared.

3.41 The simulation must also be given a location in which to operate to enable the activity fields of the simulated
people to be calculated. As the simulated people in the model are fictitious, the environment can also be fic-
titious. However, as the environment plays an important part in the process it is preferable for there to be ele-
ments of realism –– for instance by having people’s homes, workplaces and leisure destinations geographically
distributed in a way reminiscent of an actual town. This is best achieved by basing the simulated geography on
a real location.

3.42 The location chosen to provide the basis for the environment to be used in themodel is Peterborough, a settle-
ment with a population of approximately 115,000 that has considerable ethnic and social diversity (Wikström
et al. 2010). Peterborough is the logical choice for the model’s environment as much of the UK-based research
on which the model draws was conducted as part of the Peterborough Adolescent and Young Adult Develop-
ment Study (PADS+) project.

3.43 The environmental attributes of settings which are required inputs in the simulation are the type of setting
(workplace, religious establishment, social centres, and residences), the precise location of the settings, the
size of the setting, and the collective e�icacy of the setting. These first three attributes can be easily estimated
for key locations in Peterborough using publicly available data found via a web search. Collective e�icacy is
more di�icult as it would require a large survey to be carried out. However, as precise values are not necessary
for the illustration of the simulation, the collective e�icacy values for the setting in themodel are controlled by
themodeller. All are set to 1 by default, except schools and o�ices which are assumed to have higher collective
e�icacy, and have been set to 1.25 and 1.67 respectively.

3.44 One time-step in the simulation is defined to be one week. The SPI of individuals aged between 14 and 18 re-
duces every time-step in accordance with the findings of Steinberg & Monahan (2007). Qik also changes with
time for certain locations, to ensure that as people age theymove from schools to universities, and stop visiting
youth clubs. The model was run for 260 time-steps, to simulate 5 years. Pseudocode for the full model is in
Appendix.

Model Results

4.1 Themodel was validated using themethod of validation against stylised facts. The following stylised facts were
derived from the literature on radicalisation, and were used for this purpose:

1. The agents in themodel should be heterogeneous with regard to radicalism (i.e. the people in themodel
should not all have the same propensity for terrorism).
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2. The distribution of propensities for terrorism across the population should be strongly positively skewed
(i.e. a very small proportion of people should have any propensity for terrorism whatsoever).

3. An individual’s propensity for terrorism can increase or decrease over time.

4. A steady state for the system overall should not be reached (i.e. individual propensities can continue to
change throughout).

5. Radicalising moral contexts (settings) should be extremely rare.

4.2 This section shows how the model as calibrated in this article fares against these stylised facts, and considers
the drivers behind the observed model behaviour. The interested reader is referred to Pepys (2016) for further
sensitivity tests and results of alternative model calibrations.

Heterogeneity of agents

4.3 Figure 4 shows the propensities for terrorism of the 500 individuals in the model at the end of the simulation.
From this graph it is clear that the agents have di�erent propensities for terrorism, so this stylised fact has been
successfully replicated. This behaviour follows logically from the inputs to the exposure transition: x1 andx2 in
Equation 6, representing SPI and self-control, are generated randomly from a normal distribution and are thus
unique for each individual. So even if the individuals experienced identical levels of exposure to radicalised
peers, they would still have di�erent propensities.

Figure 4: Graph showing the propensities for terrorism at the end of the simulation.

Distribution of propensities for terrorism

4.4 A histogram showing the distribution of propensities for terrorism is at Figure 5. This histogram is a comparison
between thepropensitydistributions for the radicalisationmodel andaversionof themodel thatwascalibrated
for more general types of crime (more details in Pepys 2016).

Figure 5: Histogram showing the distribution of propensities for terrorism compared with more general crime
at the end of the simulation.

4.5 From this histogram it can be seen that there is much less variability in propensities for terrorism than there
is for crime in general, with nearly all individuals in the model having extremely low propensity for terrorism.
There are a small number of individuals with high propensity for terrorism, but overall there is a strong positive
skew. It can therefore be concluded that this stylised fact is satisfied by the model.
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4.6 The driver behind this behaviour is the value for b0 in the exposure transition. This parameter has a far greater
magnitude than b1, b2, b12 or b3, so the values for x1, x2 and x3 would need to be very large to increase an
individual’s propensity significantly above 0.001. While the equation may seem odd mathematically, it does
produce the desired e�ect in satisfying this stylised fact.

Change in propensity for terrorism

4.7 The graph at Figure 6 shows the propensity for terrorism over time of a random 10 individuals in the model.
From this graph it is clear that the propensities of all individuals in the model can both increase and decrease.
This follows because each individual’s exposure to radicalised peers also increases or decreases as a result of
their activity fields changing over time.

Figure 6: Propensity for terrorism over time of 10 people in the model.

Lack of steady state

4.8 Figure 6 also shows that no steady state is reached in the radicalisationmodel, and that individual propensities
continue to change at the end of the simulation. Again this comes from the changes in each individual’s activity
field over time. These changes can occur as “forced” changes, such as an individual no longer attending youth
groups a�er they turn 20, or as “organic” changes where they start attending a di�erent setting because it has
becomemore attractive to them. Thiswould happenwhenmore people similar to themalso attend the setting.
For a steady state to occur the activity fields would need to be kept static, which themodel prevents by forcing
certain changes as specific ages.

Rarity of radicalising settings

4.9 Table 1 shows the distribution of radicalisation levels across public settings (so not including the simulated
individual’s homes) at the endof the simulation, comparedwith the equivalent for the version of the simulation
calibrated for general crime.

Radicalisation / Criminogenity level Radicalisationmodel Criminality model

0 42 24
0 to 0.1 0 13
0.1 to 0.2 5 16
0.2 to 0.3 3 0
0.3 to 0.4 2 2
0.4 to 0.5 0 0
0.5 to 0.6 3 0

Total 55 55

Table 1: Number of settings with the given radicalisation or criminogenity levels at the end of the simulation
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4.10 The table shows that for the radicalisationmodel 42 out of the 55 non-residential settings have zero radicalising
influence, while only 24 out of the 55 settings have zero criminogenic influence in the criminality model. The
radicalisationmodel therefore does satisfy this stylised fact. However, it should benoted that there are very few
settings that have greater than 0.2 criminogenic influence, while 8 of the 55 setting have greater than 0.2 radi-
calising influence. This suggests that where radicalising settings do exist they are more likely to be highly rad-
icalising, while criminogenic settings tend to be only weakly criminogenic. Further research would be needed
to determine whether this finding is true in the real world.

4.11 When calibrating the model this stylised fact was the most di�icult to satisfy. It was through ensuring that this
stylised fact was satisfied that the value b3 andmultiplier 1/

√
w in the emergence transition were determined.

For example, Figure 7 shows the distribution of radicalisation levels across settings when alternative multipli-
ers were tried. Some multipliers generated no settings with high enough radicalisation levels to influence the
people in the model, while others produce unrealistically high numbers of radicalising settings. The multiplier
1/
√
w generated the distribution most aligned to this stylised fact.

Figure 7: Distribution of radicalisation levels for di�erent collective e�icacy multipliers in the emergence func-
tion. All settings havew =0.5 in this example, sincew =1 would have no e�ect.

4.12 This analysis suggests the model is quite sensitive to changes in these parameters. Further research on collec-
tive e�icacy and radicalising settings would be required to assess the calibration and improve this part of the
model.

Applying the Model to Interventions

5.1 The model described in this paper is su�iciently flexible to incorporate counter-radicalisation interventions.
Such interventions can target many di�erent mechanisms in the radicalisation process, for example:

• Promotion of a counter-narrative. This takes the form of an organisation (for instance a Government de-
partment or specialist charity) distributingmedia such as audio-visualmessaging. Themedia is designed
to strengthen individuals’ knowledge and their ability to think critically, making them less easily influ-
enced and less likely to become exposed to radicalising influences. These counter-narratives could be
distributed to the whole population, or just specific at-risk communities. Both distribution methods tar-
get the samemechanisms in the radicalisationprocess, butwewould expect a targeted campaign to have
a greater e�ect on a smaller number of people.

• Youth groups set up to encourage social cohesion. An example is the Active Change Foundation in East
London, whose youth club brings together local young people from an array of ethnic communities, ar-
ranges group activities and invites in guest speakers. These groups target self-selection by encouraging
young people to be in a setting with high collective e�icacy, and they promote critical thinking to make
the attendees less susceptible to radicalising influences.

• Targetedone-on-one interventiononahigh-risk individual. These interventionsareGovernment-sponsored
and can includementoring, theological guidance, and cognitive behavioural therapy (Her Majesty’s Gov-
ernment 2012). If successful wewould expect this intervention to significantly reduce an individual’s sus-
ceptibility to peer influence and the likelihood they visit radicalising settings in the future.
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5.2 Interventions such as these can be easily added to the model:

• Universal counter-narrative campaign: where a setting has a radicalisation level above 0.8, multiply the
attractiveness factor W by 0.75. Reduce the SPI of all people in the model by 0.1.

• Targeted counter-narrative campaign: at a specific time in themodel, reduce the SPI of all people attend-
ing a specific setting by 0.5. For these people multiply by 0.6 the attractiveness factor W of settings with
radicalisation level above 0.6.

• Targeted intervention against an individual: for any individual with propensity for terrorism above 0.8,
over a period of 26 time-steps reduce their SPI by 0.001 each time-step, and multiply by 0.75 the attrac-
tiveness factor W of settings with radicalisation level above 0.6.

• Encouraging social cohesion through youth groups: one youth club is given a collective e�icacy coe�i-
cient of 0.6, and for this setting the attractiveness factor W is multiplied by 1.2 for all people. Individuals
spending more than 2 hours at this youth club have their SPI reduced by 0.001 each time-step.

5.3 The e�ects of these interventions can bemeasured in several ways, such as by comparing the average propen-
sity for terrorism of all people in themodel, themaximum propensity for terrorism of any people in themodel,
or the number of people considered to be “radicalised”. For examplewhen the interventions abovewere added
to the model the results were as follows:

Intervention Mean propensity at t=260 Max propensity at t=260 Number radicalised at t=260

No intervention 0.0169 0.9491 6
Universal counter-narrative 0.0121 0.8724 5
Targeted counter-narrative 0.0136 0.9048 5
Targeted individual intervention 0.0130 0.8184 5
Youth group 0.0153 0.9290 6
All interventions combined 0.0016 0.0318 0

Table 2: Results of counter-radicalisation interventions

5.4 The e�ect of the interventions on individuals can vary significantly, since some interventions will have a direct
e�ect onan individualwhile others an indirect e�ect. For example, Table 2 shows that the youthgroup interven-
tion has the smallest overall e�ect, but for some individuals this intervention has the greatest e�ect, as shown
in Table 3.

Intervention Most e�ective intervention Least e�ective intervention

Universal counter-narrative 468 0
Targeted counter-narrative 8 63
Targeted individual intervention 3 5
Youth group 21 432

Table 3: Number of people for whom each intervention was the most or least e�ective

5.5 This is further illustrated in Figure 8, which displays the reduction in propensity for terrorism of a sample of 8
individuals of di�erent ages following the interventions. If these interventions were implemented di�erently,
for instance if another youth group were chosen, the e�ects on individuals would change and the intervention
could potentially have a greater e�ect.
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Figure8: Reduction inpropensity for terrorismof8people in themodelofdi�erentages following interventions.

5.6 These examples show that in addition to testing whether an intervention has the desired e�ect, themodel can
also be used to test how best an intervention could be implemented –– for instance which youth group is most
e�ective as a hub for counter-radicalisation activities, or whether it is more e�ective to use a targeted counter-
narrative campaign or a universal one. It can also be used to test for potential unintended consequences, such
as an intervention reducing the average propensity of the population in general but not those with the highest
propensity.

5.7 Interventions designed to reduce crimemore generally can also be added, such as by increasing the collective
e�icacy of settings to model the e�ect of more visible policing. It is even possible to add the prison system to
the model, simply by extending the number of settings and altering the activity fields of those convicted.

Discussion and Conclusions

Strengths of simulation asmethod

6.1 The simulation is based on the IVEE theoretical framework for radicalisation. A valid question is whether the
stylised facts could be derived purely from the assumptions behind the IVEE framework, rather than requiring a
simulation. This is certainly true for some of the stylised facts: for instance, the heterogeneity of agents follows
logically from the individual cognitive susceptibility and susceptibility to selection described by IVEE. Similarly
the lack of steady state and the possibility for propensity to increase or decrease follows from IVEE’s proposal
that propensity changes as exposure changes.

6.2 However the stylised factswhichdistinguishbetween the criminality development and radicalisationprocesses
cannot be explained by IVEE alone. These require additional assumptions, such as those we have made cali-
brating the simulation. Using simulation asmethod has highlighted gaps in our knowledge where we have had
to rely on using trial and error against stylised facts. It is hoped that by highlighting these knowledge gaps it
will encourage further social science research in these areas.

Limitations

6.3 This simulation is a considerable simplification of the radicalisation process. This is inevitable, since all models
are simplifications of reality, and in the case of radicalisation the process is particularly complex and data is dif-
ficult (or impossible) to obtain. Key uncertainties in the model include the way activity fields were generated,
the equatingof exposure to radicalisingmoral contextswith exposure todelinquentpeers, and themechanisms
behind the emergence of radicalising settings. Several parameters in the model were calibrated through trial
and error by seeing whether the resultingmodel produced plausible results. Themodel is therefore highly the-
oretical and in its current state could not be relied upon. Despite this, themodel does function, and it provides
a starting point upon which to build as further data becomes available and understanding of the radicalisation
process grows.
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Extension to include virtual settings

6.4 The model is su�iciently flexible that it could be adapted to include virtual settings. This would require some
modification due to the complexity of the online environment; with the number of websites on the internet
now over 1.8 billion (NETCRAFT 2018), it would be impossible to model each individually. A way around this
would be to alter the definition of a setting so that websites with a similar amount of radicalising influence are
grouped together as one, and the size of the setting changes as websites of that radicalisation level increase
or decrease in popularity. The time people spend online could be modelled as an individual attribute of each
person, as could the level of influence they hold. Online radicalisation is a subject of current research interest
(see for example Aly et al. 2017; Bastug et al. 2020; Whittaker 2018), which would facilitate calibration of the
model.

Conclusion

6.5 In this paper we have developed a simulation describing the radicalisation process. The radicalisation process
is a complex socio-ecological process forwhich there is very little data, and for this reasonat a first glance it does
not lend itself to simulation modelling. This paper has argued that despite this, enough data exists to enable a
basic model describing the radicalisation process to be created based on the IVEE framework, and this can be
used to form the basis of a computer simulation. In order to quantify the causal relationships described in IVEE,
such as the processes of exposure and emergence, it has been necessary to draw parallels with the process by
which people develop the propensity to commit more general crimes. This has provided a starting point for
parameterisation of the simulation. From therewe have used logic to determine how the parameters should be
calibrated tomake the simulation applicable to radicalisation. In so doingwe have determined the areas of the
process that are least well understood and which would most benefit from further social scientific research.

6.6 Wehave also sought to tackle the di�icult problemof how to validate a simulationmodel when little data exists
on the process the simulation is seeking to replicate. We have shown that amethod of validation using stylised
facts can be formalised to provide a basic level of validation, in that the outputs generated by the simulation
developed in this paper do display some realistic features.

6.7 The model can be easily adapted to simulate several types of intervention. While the model is not accurate
enough to enable the spread of radicalisation to be predicted, it could still be of use for basic comparisons of
the e�ects of di�erent interventions. Ultimately it is only through use of the model and recalibration as more
data becomes available that its e�icacy can really be explored.
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Model Documentation

This model was programmed using C++ and the code is available at: https://www.comses.net/codebases/
4d44a66c-5415-4efa-8ffe-81040b4fad82/releases/1.0.0.

Appendix

Model Initialisation:

• Read in people input file, containing 500 people with the following attributes:

– Initial Age
– Religion (Christian or Muslim, None)
– Occupation (Student, Employed, Unemployed)
– Gender (Male, Female)
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– Home location coordinates

– Initial Propensity (all equal to 0.001)

• Read in settings input file, containing 56 settings with the following attributes:

– Name

– Type (School, University, O�ice, Mosque, Church, High Street, Leisure Centre, Youth Club)

– Location coordinates

– Size (in number of people or floor area)

– Collective E�icacy

• Add people’s home locations to the list of settings (Type: Home)

• Initialise setting attributes:

– Radicalisation level = 0 for all

– Initial average people attributes for all settings (this is used to determine which people are more
attracted to which settings):

∗ Religion = 0.5 (where Christian = 0, Muslim = 1)
∗ Propensity = 0.5
∗ Self-Control = 0
∗ SPI = 0
∗ Age Group = “19-23”

• Initialise people attributes:

– Self-control generated from N(0, 1) distribution

– SPI generated fromN(µ, 1) distribution with µ varying by age and gender as follows:

Age Male Female

14 or under 2.0364 1.6727
15 1.5382 1.1745
16 1.04 0.6764
17 0.5418 0.1782
18+ 0.0436 -0.32

Table 4: SPI by age and gender

Time-step loop (one time-step represents one week):

1. Increase people’s ages and decrease SPI for those aged 14-18

2. CalculateQik, the number of hours person i spends in settings of type k, using these rules:

a. Total hours in a week = 112 (16 waking hours per day)

b. If Age< 18, hours at School = 35

c. If Age≥ 18 and Occupation = Student, hours at University = 40
d. If Occupation = Employed, hours at O�ice = 40

e. If Religion = Christian, hours at Church = 2

f. If Religion = Muslim, hours at Mosque = 2

g. If Age<20, remaininghoursdividedequallybetweenHome, Friend’sHome, YouthClub,HighStreet,
and Leisure Centre

h. If Age≥20, remaininghoursdividedequallybetweenHome, Friend’sHome,HighStreet, andLeisure
Centre.
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3. Calculate activity fields for the week as follows:

a. CalculateDij , which defines how di�erent person i is to the average person visiting setting j.Dij is
the average of:

religion: di�erence between i’s religion and the average religion of people visiting the setting (where
Christian = 0, Muslim = 1)

Dpropensity: di�erence between i’s propensity and the average propensity of people visiting the set-
ting

Dage: di�erence between i’s age group and the average age group (where “<16” = 0, “16-18” = 1,
“19-23” = 2, “24-30” = 3, “31-40” = 4 and “40+” = 5)

Dself-control = 1˘ exp{−|i’s self-control− average self-control|}
DSPI = 1− exp{−|i′s SPI – average SPI|}.

b. Calculate the attractiveness of setting j to person i asWij = |j|(1 − Dij), where |j| denotes the
size of setting j.

c. Calculate the cost cij as the direct distance from person i’s home to setting j.
d. Calculate the activity field of person i as:

Setting type a a . . . k
Setting 1 2 . . . j
Time spent (%) fi1a fi2a . . . fijk

Table 5: Activity field of person i

where fijk is defined as fijk = AiQikWije
−cij and

Aik =
1∑

l∈Jk
Wile−cij

(8)

where Jk is the set comprising all settings of type k.

4. Modify activity fields as follows:

a. Ensure people only attend one workplace by setting the workplace generating the largest value of
fijk toQik and setting all other workplaces to zero.

b. Identify each person’s best friend as the person with the activity field most closely resembling their
own.

c. Ensure the only home visited (other than their own) is that of the best friend, by setting this toQik

and setting all other homes to zero.

5. Use theactivity fields to calculate, for each setting, themean religion, propensity, self-control, SPI andage
group of the people visiting the setting that week. This is used to calculate the following week’s activity
fields.

6. Use the Emergence function to calculate the radicalisation level of each setting j as

rj(t) =
1

n
√
wj

∑
i s.t. f>1 hr p>0.1w

pi(t) (9)

7. Use the Exposure function to calculate the propensity for terrorism of each person as

pi(t) = 1−

(
1

1 + 0.1228e−6.91+0.9x1−0.45x2+0.05x1x2+0.028x3

)8.14

(10)

where x3 is themean radicalisation level of each setting visited by person i that week. Output the follow-
ing:

• People output: Person index, Propensity
• Settings output: Setting name, Radicalisation level
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