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Abstract

This doctoral thesis is made up of three chapters at the intersection between

macroeconomics and labor economics, all dealing with topics related to

search frictions in the labor market.

In the first chapter, I develop a tractable model of firm and worker re-

allocation over the business cycle that emphasizes the interplay between

firms with heterogeneous productivities and on-the-job search. I use this

framework to study the role of search frictions in determining aggregate

labor productivity following a large economic contraction. In the model,

search frictions slow down worker reallocation after a recession, as employed

workers face increased competition from a larger pool of unemployed work-

ers. This crowding-out effect holds back the transition of employed workers

from less to more productive firms, thus lowering aggregate productivity.

Quantitatively, the model implies that worker reallocation has sizable and

persistent negative effects on aggregate labor productivity. I provide evi-

dence for this channel from data on the universe of British firms which show

that the allocation of workers to firms has downgraded in the aftermath of

the Great Recession.

In the second chapter, I study the unemployment risks faced by self-

employed workers. Though public unemployment insurance (UI) schemes

represent an important feature of the social safety net in most advanced

economies, the self-employed are generally excluded from these programs.

This chapter shows that, similarly to employees on a wage contract, the

self-employed do go through unemployment spells in US data. It then

calibrates a job search model to evaluate the potential welfare gains from

extending UI benefits to this group of workers. The model features workers

moving between paid- and self-employment who face the risk of becoming

unemployed. Agents can also privately save and borrow to self-insure.

My results suggest that extending UI benefits to the self-employed yields

modest welfare gains.

In the third chapter, I use longitudinal data on patents to quantify sort-

ing in knowledge production. The dimension of sorting I study is that
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arising between inventors and their “firm” (private corporations, univer-

sities, public research institutes). My analysis points to the existence of

clear, positive inventor-firm sorting. This mechanism accounts on average

for five percent of the total variance of inventor output in the US between

1975 and 2010. This framework further suggests that the geographical sort-

ing of inventors and firms is a key channel to explain regional disparities

in inventor output.



Impact Statement

A common thread in this thesis is to understand how impediments to indi-

vidual choices in the labor market explain aggregate distributions. These

impediments, known as “search frictions” in the literature, capture the

information problems that prevent workers from moving to better paying

employers, self-employed workers to find a regular wage contract when their

business is failing, and inventors to locate in the best research environments.

As shown in this work, the “search” paradigm is a particularly versatile

framework, which can be used to grasp a variety of economic phenomena. It

is therefore both at the center of a very active strand of academic research

and an insightful tool to inform policymakers. I give some examples below

of how my work in this thesis could have an impact in academia and in

policymaking.

In academic terms, first, this thesis contributes to a line of research in

labor economics and macroeconomics that aims at modeling the interaction

between firms and workers to understand aggregate labor market outcomes.

My first chapter is concerned with introducing a notion of a firm, a group

of several workers, affected by both firm-level and macroeconomic events.

I apply this framework to the Great Recession in the UK to analyze how

the drop in worker transitions across firms feeds into the slow recovery in

aggregate labor productivity observed following the last recession. Several

other recent working papers have proposed models with similar features,

but different underlying assumptions, in the last year (Elsby and Gottfries,

2019; Bilal et al., 2019). I therefore see this chapter as making a potentially

useful methodological contribution on which other researchers can build in

the future.

In terms of policy applications, next, my second chapter provides sev-

eral insights that can guide policymakers in designing welfare policies for

the self-employed, the group of workers not bound to an employer by a

traditional wage contract. There is currently a lot of policy interest in

the subgroup of self-employed workers matched to their customers through

online platforms, who are sometimes collectively referred to as “gig econ-
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omy” workers. I first show in the data that, even before the advent of

these platforms, there is a subgroup of self-employed with low earnings,

low liquid wealth, and who oscillate between wage work, self-employment,

and unemployment. There is therefore a potential policy case to provide

insurance to this group, who is not traditionally covered by government-

managed unemployment insurance schemes. In addition, any such policy

should take into account the diversity of labor market situations encom-

passed by self-employment, from small business owners to partners in law

firms, to understand who would be the primary beneficiaries. This chapter

of my thesis provides a quantitative framework to quantify who gains and

who loses as a result of this type of policies.
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Introduction

The underlying concept throughout this thesis is the existence of search-

and-matching frictions in the labor market. These frictions prevent workers

from immediately locating potentially better alternatives in the labor mar-

ket, such as better employers (Chapter 1), business opportunities (Chapter

2), or research environments (Chapter 3). These three distinct applica-

tions show the versatility of this conceptual framework as a tool to analyze

different facets of the labor market.

The opening chapter “Firm Dynamics and Random Search over the Busi-

ness Cycle” proposes a tractable model of firm and worker reallocation over

the business cycle. The three key features of this framework are: (i) firm

dynamics to study the dynamic selection of firms, (ii) random search with

on-the-job search to think through the reallocation of workers in-and-out

of unemployment and between firms, (iii) aggregate shocks to analyze the

response of this economy over the business cycle. I provide several analyti-

cal results that render the solution of the model tractable, though it is still

necessary to use numerical methods to reduce the dimension of the problem

in solving the model with aggregate shocks. I present an application to the

Great Recession in the UK in which I use the calibrated model to analyze

the persistent drop in labor productivity that followed the trough of the

last economic downturn. The model allows to isolate two opposite forces

that shape the evolution of aggregate labor productivity following a nega-

tive economy-wide shock. There is first a cleansing force, which makes the

selection of businesses more stringent and improves aggregate productivity

in the economy. Conversely, recessions also slow down the reallocation of

workers from less to more productive firms in the model, as workers at

surviving low productivity firms compete with a larger pool of unemployed

workers for better jobs, a “sullying” effect. The model allows to isolate

these two forces from the direct impact of aggregate shocks. In my appli-

cation to the UK Great Recession, I show that the second “sullying” force

dominates in the medium term, as search frictions entail a slow process of

reallocation of workers to firms.

19



20 INTRODUCTION

The second chapter “Self-employment and Unemployment Risks” stud-

ies the labor market risks faced by the self-employed. The motivation for

this question comes from the fact that, in most OECD economies, the

self-employed are excluded from public unemployment insurance schemes

(OECD, 2018a). At the same time, the very large theoretical and empiri-

cal literature studying the optimal trade-off between insurance and moral

hazard in providing benefits to unemployed workers has ignored the self-

employed. This chapter first provides empirical evidence from longitudinal

US data on the unemployment risks faced by the self-employed. I show that,

using commonly accepted definitions of unemployment, the self-employed

do go through unemployment spells, if less frequently than traditional wage

workers. It also emerges that a substantial fraction of the self-employed

have very little liquid wealth to self-insure. In the second part of the

chapter, I set up a model to quantify the potential welfare gains of in-

cluding the self-employed into a standard public unemployment insurance

scheme: mandatory contributions while employed and payments contingent

on previous earnings in the event of unemployment. The model features

workers moving across three different labor force states (wage work, self-

employment and unemployment), who can also accumulate wealth privately

to self-insure. My calibration suggests that extending UI benefits to the

self-employed yields modest positive welfare gains, which are concentrated

amongst the lowest earners.

The third chapter “Sorting in Knowledge Production: Evidence from

Patent Data” analyzes one specific dimension of sorting in knowledge pro-

duction: to which extent the most productive inventors sort into the best

research institutions? I use longitudinal patent data from the United States

Patent Office to answer this question. These data make available inventor

and “firm” (private corporations, research universities, public research in-

stitutes) identifiers, thus allowing to fit statistical models with two-sided

unobserved heterogeneity. The notion of match-level output I consider is

patent quality, which I define as the number of citations a patent receives.

I can then decompose the variation in inventor output into an inventor

component, a firm component, and a sorting term, mirroring the decom-

position traditionally performed on matched employer-employee data. My

results suggest that there is positive inventor-firm sorting. Across the time

intervals I consider in my sample, which go from 1975 to 2009, sorting

accounts for about five percent of the overall variance of inventor output.

The correlation coefficient between inventor and firm fixed effects ranges

from .12 to .25 across periods. I do not, however, find evidence of a clear
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trend in this sorting pattern over the period I study.
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Chapter 1

Firm Dynamics and Random

Search over the Business Cycle

1.1 Introduction

Aggregate labor productivity can be thought of as stemming from two

components at the micro level: a distribution of firms with heterogeneous

productivity levels and a distribution of workers across these firms. In

this paper, I propose a tractable model in which both of these components

evolve endogenously over the business cycle. This framework is motivated

by a series of empirical regularities on firm and worker reallocation during

recessions. On the firm side, the number of active businesses substantially

drops during an economic contraction.1 On the worker side, recessions

both markedly increase flows into non-employment and decrease the pace

at which unemployed workers find jobs. In addition, the rate at which

employed workers make direct job-to-job transitions between employers

also slows down sharply. But whether these changes in firm and worker

flows reallocate workers to more productive firms is an open question.2

This paper argues that the slower pace of job-to-job transitions observed

during recessions acts as a dampening channel for labor productivity. Con-

ceptually, the economic mechanism relating these transitions to productiv-

ity is the existence of a productivity ladder in equilibrium: workers move

from less to more productive firms when making a direct transition be-

tween employers since these firms offer more attractive jobs. Recessions

1The number of active firms shrank by, respectively, five (ten) percent in the US
(UK) between 2008 and 2011.

2Classic models of the “cleansing” effect of recessions include Caballero and Hammour
(1994) and Mortensen and Pissarides (1994). Barlevy (2002) and Ouyang (2009) are
examples of papers putting forward a “sullying”/“scarring” channel. See Foster et al.
(2016) for additional references.

23



24 CHAPTER 1. FIRM DYNAMICS AND RANDOM SEARCH

slow down the transitions of employed workers up the productivity lad-

der, as these workers face increased competition for jobs from a larger pool

of unemployed workers. I use the model to assess the quantitative signif-

icance of this mechanism in holding back labor productivity during the

Great Recession in the UK. The model allows to quantify the magnitude of

this worker reallocation channel (a negative effect) relative to the impact

of firm selection (a positive effect) in shaping labor productivity after a

recession.

To gage the importance of worker reallocation for aggregate productivity,

I start by building a labor productivity index from the ground up, aggregat-

ing from British firm-level administrative data over the period 2000-2016.

This data set makes output and employment available for all active firms

in the economy, thus allowing to define labor productivity at the firm level.

Besides, it also covers about a decade before and after the Great Recession

– officially starting in 2008Q2 in the UK – the largest post-war economic

contraction in Britain. I can then study separately the component of ag-

gregate labor productivity coming from the productivity of individual firms

and that arising from the allocation of labor to those firms before and after

the Great Recession. I find that the allocation of labor to firms is signifi-

cantly downgraded following the last recession. Firm-level regressions con-

firm that the positive relationship between the labor productivity of firms

and their employment grow in the next period is weaker post-recession. I

see these facts as evidence that less productive firms represent a damp-

ening channel for labor productivity during the UK Great Recession and

interpret them through the lens of the calibrated model.

A key contribution of this paper is to develop a tractable model of firm

and worker reallocation to study these empirical patterns. My framework

combines the three following features: aggregate shocks, search frictions,

and firm dynamics. Aggregate shocks are a pre-requisite to studying the

evolution of labor productivity over the business cycle. Search frictions

in the labor market constrain the transition of workers out of unemploy-

ment. In the spirit of the random search framework with on-the-job search

proposed by Burdett and Mortensen (1998), I also allow workers to search

while employed. While it complicates the solution of the model, this ad-

dition is central since (i) about half of gross job creation and destruction

flows originate in direct employer-to-employer transitions in the data, so

these transitions matter quantitatively for worker reallocation,3 (ii) Bar-

levy (2002) points out that allowing for on-the-job search can potentially

3See Haltiwanger et al. (2018) for a detailed analysis of these worker flows.
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drag productivity down, as it gives unemployed workers the option to take

bad jobs as a stepping-stone to get better ones later. Lastly, firm dynamics

allows the selection of firms to adjust over the business cycle through entry

and exit, in line with the large drop in the number of active firms observed

during recession.

In the model, firms make hiring and exit decisions and commit to a

long term state-contingent wage contract. In designing these contracts,

firms face a trade-off between making larger profits through offering lower

wages and preventing their worker from getting poached by other employers

with larger wage payments. I provide conditions on the primitives of the

model such that the optimal wage contract is increasing in the firm’s own

productivity after all histories in equilibrium. This monotonicity property

implies that workers move from less to more productive firms when mak-

ing direct transitions between employers, since more productive firms offer

larger wage contracts.

This property of the optimal wage contract is also central in retaining

the tractability of the model. With on-the-job search, the optimal contract

itself depends on the whole distribution of offered contracts through the

rate at which workers quit firms to take better paying jobs, a daunting

fixed-point problem. Instead, the fact that contracts are increasing in firm

productivity makes the distribution of workers across firm productivity

levels sufficient to characterize the firm’s policies out of steady-state. I

approximate this distribution with a set of its moments to numerically

solve the full model with aggregate shocks.

I calibrate the model to match a set of labor market and firm dynamics

moments from pre-recession British data. In doing so, I specifically include

moments capturing workers’ transition rates in and out of unemployment

and between employers, as well as moments disciplining the selection of

firms upon entry. These moments include the firm exit rate, as well as the

persistence and dispersion of labor productivity at the firm level, which

I obtain from the firm-level data. While not being targeted directly in

the calibration, the model does a very good job at replicating the large

concentration of employment in the largest firms observed in the data. This

is important since any measure of aggregate productivity derived from firm

data is shaped by this high level of employment concentration.

Given the calibrated model, I feed in a sequence of aggregate shocks

triggering a sharp and prolonged increase in unemployment, akin to the

UK experience during the Great Recession. The model generates firm

dynamics and labor market aggregates in line with the data, a set of series
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not targeted as part of the calibration procedure. Importantly, it also

replicates the drop in worker allocation across firms measured in the firm-

level data after 2008. In the simulated recession, the model captures the

magnitude and a large part of the persistence of this effect: it accounts

for about sixty percent of the overall reduction in labor productivity that

can be attributed to the allocation of workers to firms found in the data

by 2015. Search frictions in the labor market then represent a compelling

explanation for the drop in the worker allocation measure found in the

data.

To understand the respective contribution of firm dynamics and search

frictions, I leverage the model to decompose labor productivity into three

components: (i) aggregate shock, (ii) firm selection, (iii) worker realloca-

tion. This model-based decomposition allows to isolate the effects of firm

selection and worker reallocation from the direct impact of the aggregate

shock, which is subsumed in the empirical decomposition implemented on

firm data. I can then assess the role of each endogenous component in

driving aggregate labor productivity in the simulated recession. While firm

selection has a large positive effect on labor productivity in the short run,

I find that the worker reallocation component has a medium-term negative

impact on labor productivity. On net, it consistently dominates the firm

selection effect three years after the start of the recession.

The reason the allocation of workers to firms is downgraded following

the shock comes from on-the-job search. Firms have two margins to con-

trol the rate at which they adjust their workforce in the model: the rate

at which they hire and the rate at which workers quit their job to work

at more productive firms. While the hiring rate drops everywhere in the

productivity distribution, the rate at which workers quit their job decreases

primarily on the lower part of the firm productivity distribution, as these

workers now compete for good jobs with a larger pool of unemployed work-

ers. This second effect dominates in the calibrated model. As a result, low

productivity firms do not shrink as fast in the aftermath of the recession

as in normal times.

This mechanism finds empirical support in the data in three dimensions.

First, the fact that low productivity firms do not shrink as fast in the after-

math of the shock is in line with the empirical finding that the relationship

between employment growth and labor productivity is still positive but not

as strong following the Great Recession in the UK firm data. Second, the

lower rate of voluntary quits implies a lower aggregate rate of job-to-job

transitions. These direct transitions between employers drop sharply at the
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time of the Great Recession in the UK. Finally, recent evidence described

in Haltiwanger et al. (2018) for the United States points to a substantial

reduction in the rate of job-to-job transitions out of low-paying firms during

the last recession. While I cannot investigate this channel directly in the

British firm-level data, this last finding is consistent with the model predic-

tion that voluntary quits from low productivity firms fall after a negative

shock.

Related literature. This work is first related to the literature stressing

the connection between the dispersion of firm productivity within narrowly

defined industries and the allocation of production factors in determining

aggregate productivity. Hsieh and Klenow (2009) study the misallocation

of production factors across countries in a model with monopolistic com-

petition and heterogeneous firms. Lentz and Mortensen (2008) quantify

the importance of input reallocation for aggregate growth using a model

of product innovation. My paper similarly starts from the existence of a

large dispersion in firm productivity but instead emphasizes the interplay

between search frictions in the labor market and the business cycle as a

key driver of the reallocation of labor across heterogeneous firms.

There is a large empirical literature that studies the reallocation effects

of recessions using micro-level firm data. Starting with Davis and Halti-

wanger (1992), economic downturns have been recognized as periods of

changing job reallocation. Moscarini and Postel-Vinay (2012) and Fort

et al. (2013) further point out the existence of heterogeneous responses

in employment growth respectively by firm size and firm age. Because of

data limitations, these papers focus on employment changes, but do not

link them to productivity explicitly. A contribution of this paper is to use

data with a concept of output at the firm level to directly tie employment

changes to firm-level productivity. These data allow me extend the analysis

of the US manufacturing sector in Foster et al. (2016) to the entire private

sector in the UK. My finding that worker reallocation has a negative impact

on labor productivity is in line with their result that the reallocation of jobs

triggered by the US Great Recession has been less productivity enhancing

than in previous contractions. In addition, the central contribution of this

paper is to describe a tractable model with both a meaningful definition

of firm productivity and endogenous worker flows, thus providing a rich

framework to analyze these empirical regularities.

Second, this paper contributes to the growing literature that combines

firm dynamics with search frictions in the labor market. Models of firm
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dynamics traditionally center on adjustment costs in capital inputs (Khan

and Thomas, 2013; Clementi and Palazzo, 2016) or in gaining customers

(Sedláček and Sterk, 2017), but they maintain the assumption that labor

markets clear. Conversely, the macro labor literature stresses the role of

search frictions to account for the evolution of labor market aggregates

over the business cycle, but these models center on the notion of jobs – a

one worker-one firm match with idiosyncratic productivity (Mortensen and

Pissarides, 1994; Shimer, 2005; Lise and Robin, 2017). As such, they do not

suggest a natural way to aggregate these jobs into a meaningful definition

of a firm.

My work adds to the recent papers integrating firm dynamics and search

friction in the labor market by merging three unique features: firm dy-

namics, random search with on-the-job search, and a global solution with

aggregate shocks. Gavazza et al. (2018), Kaas and Kircher (2015), and Sep-

ahsalari (2016) abstract from job-to-job flows and center on heterogeneity

in the efficiency of hiring over the business cycle. Elsby and Michaels (2013)

describe a rich random search environment with heterogeneous firms but

abstract from on-the-job search. Schaal (2017), finally, focuses on the im-

pact of uncertainty shocks in a related model cast in a directed search

framework. With respect to the random search environment considered

in my model, his framework implies that firms are indifferent between

contracts in equilibrium, and as such job-to-job transitions need not be

productivity enhancing. In my model, by contrast, more productive firms

poach workers from less productive firms in equilibrium. This equilibrium

property offers a clear channel through which recessions can affect the al-

location of workers to firms: by slowing down the reallocation of workers

from less to more productive firms, as these workers compete with a larger

pool of unemployed workers during downturns.

My work is most closely related to several recent papers describing ran-

dom search environments with both firm dynamics and on-the-job search.

In each case, I stress the main differences with my model.

Moscarini and Postel-Vinay (2013) extend the standard Burdett and

Mortensen (1998) model to an environment with aggregate shocks. My

model uses a similar contract structure, in which the firm can commit to

state-contingent wage payments going forward. I improve on their frame-

work by embedding a proper notion of firm dynamics: firms enter, are hit

by idiosyncratic shocks, which eventually lead them to exit. This was not

possible with their definition of equilibrium, which requires that more pro-

ductive firms have larger employment over the business cycle—what they
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term a ‘’Rank-preserving” equilibrium. This characterization rules out,

for example, a very productive firm entering, as it would have low employ-

ment by definition. I show that under a specific recruitment technology, the

equilibrium can be characterized in terms of a single productivity ladder,

independently of a firm’s size.

Coles and Mortensen (2016) present a model with both firm dynamics

and on-the-job search. I rely on their hiring cost formulation to establish

size-independence in the firm’s policies. They use a different wage-setting

protocol to mine, and I expand on this difference in Appendix 1.A.1. My

paper also diverges from theirs in that firm entry and exit is endogenous, I

do not restrict search effort to be the same for employed and unemployed

workers, and thoroughly analyze the business cycle properties of my model,

implementing a full numerical solution for the equilibrium out of steady-

state.

Elsby and Gottfries (2019) develop a model with firm dynamics and

on-the-job search in which firms operate a decreasing returns-to-scale pro-

duction function. They show under two bargaining protocols that the job

ladder can be characterized in terms of a single variable, the marginal

product of labor. A key difference with my framework is that they do not

allow for firm entry and exit. So all reallocation occurs through worker

transitions, contrary to my framework where firm selection also plays a

role. Another relates to their exploration of the cyclical property of their

model, which is limited to a comparison of steady-states and transitional

dynamics.4

Bilal et al. (2019), finally, describe a model with firm dynamics (in-

cluding firm entry and exit), on-the-job search, and a production function

with decreasing returns to scale. They build on the framework developed

in Lentz and Mortensen (2012) to characterize the job ladder in terms of

the marginal value of the firm-workers surplus. Similarly to Elsby and

Gottfries (2019), the main difference with my paper is that they restrict

themselves to studying the transitional dynamics property of their model,

staying away from studying the full dynamics out of steady-state.

Outline. Section 1.2 documents novel facts on firm dynamics and labor

productivity from British firm-level data. Section 1.3 introduces the model.

Section 1.4 defines the equilibrium. Section 1.5 describes the calibration

and numerical solution. Section 1.6 analyzes the reallocation properties of

the model during a recession and Section 1.7 concludes.

4At least in the current working paper version.
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1.2 Firm Productivity and Labor Produc-

tivity during the Great Recession

To document the interaction between firm productivity at the micro level

and labor productivity at the macro level, I construct an index of la-

bor productivity aggregating from the ground up, starting from firm-level

data. This paper uses the Business Structure Database (Office for Na-

tional Statistics, 2019), a dataset with yearly information on the universe

of British firms between 1998 and 2016. Importantly, these data cover

about a decade before and after the Great Recession – officially starting

in 2008Q2 and ending in 2009Q2 in the UK – thus allowing to decompose

labor productivity before the onset of the recession and during the recovery

period.

Aggregate labor productivity from firm-level data. The Business

Structure Database (BSD) combines several administrative sources to de-

rive the employment, sales, and industry for each active firm in a given

year. In the subsequent analysis, I exclude Health and Education, which

are mostly public in the UK, as well as a few industries whose aggregates do

not line up with official UK statistics (Finance and Insurance, Mining and

Quarrying). The final sample is made up of more than 33 million firm-year

observations. Further details regarding sample selection, the construction

of these variables, and the validation of the aggregate series derived from

the BSD against official UK statistics can be found in Appendix 1.B.1.

I follow Bartelsman et al. (2013) in defining the following industry-level

labor productivity index

LPt :=
∑
i

ESi,t︸ ︷︷ ︸
employment share

× LPi,t︸︷︷︸
firm labor productivity

(1.1)

with the employment share, ESi,t, and labor productivity measure, LPi,t,

at firm i in period t given by

ESi,t :=
employmenti,t∑
i employmenti,t

, LPi,t := ln

(
salesi,t

employmenti,t

)
. (1.2)

While the Business Structure Database reports sales, and not value-

added as more conventionally used to define labor productivity, its key

advantage is to make this information available throughout the firm’s life
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span and for all firms in the economy, independently of their size or sector.5

Decker et al. (2018), who also study the relation between firm productivity

and worker reallocation, define labor productivity at the firm-level similarly.

In addition, I compare the sales-based labor productivity measure to a value

added one from a different dataset of British firms in Appendix 1.B.2. I find

that the two measures are very strongly correlated (correlation coefficient

of .925), in line with findings based on US data (Foster et al., 2001).

The analysis is carried out within industries to account for price dif-

ferences (in product or input) across sectors.6 To further abstract from

trends in industry shares over the sample period, these industry-level mea-

sures are aggregated using time-invariant industry weights. These weights

are defined as the labor share of each industry in the pooled sample.7

Worker reallocation and productivity during the UK Great Re-

cession. Figure 1.1 briefly outlines the UK experience during the Great

Recession. It shows that the sharp and prolonged increase in unemploy-

ment comes at the same time as a persistent reduction in aggregate labor

productivity growth, a pattern known in the UK as the “labour produc-

tivity puzzle.” While previous work has analyzed the role of cross-sector

reallocation in accounting for the economy-wide pattern (Patterson et al.,

2016), these data show that labor productivity growth also markedly slows

down within sectors.

To assess the role of worker reallocation in accounting for the overall

drop in labor productivity, I decompose LPt as

LPt =
∑
i

ESi,t × LPi,t

= LP t︸︷︷︸
average firm productivity

+
∑
i

(
ESi,t − ESt

) (
LPi,t − LP t

)
,︸ ︷︷ ︸

OP allocative efficiency measure

an equality referred to in the literature as the “OP decomposition” (Olley

5To be precise, the BSD covers all firms either above the VAT registration threshold
or with at least one employee liable for income tax. These thresholds are not overly
restrictive as they represent low levels of economic activity.

6In my baseline analysis, I use the “division” level of the British Standard Indus-
trial Classification (SIC). With about seventy categories, this level of decomposition is
roughly equivalent to three-digits sub-sectors in the NAICS system. The graphs shown
in this section are similar when using a thinner SIC level.

7The decline in manufacturing is the most noticeable trend in the UK over the period.
The share of manufacturing in employment falls from 16 to 8 percent between 1998 and
2016.
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Figure 1.1: The Great Recession in the UK. Left: monthly unemploy-
ment rate (Office for National Statistics). Right: Labor productivity index,
as defined in Equation (1.1). The index is computed separately for each
industry and aggregated using time-invariant industry weights (see main
text for details).

and Pakes, 1996).8 In this last expression, the first term is the average (un-

weighted) productivity of firms in the economy. The second term measures

how well labor is allocated to firms, as it increases as more firms with above

average productivity also have a larger than average employment share.

The evolution of each of these terms immediately before and after the

Great Recession is depicted in Figure 1.2. They are both expressed in

deviation from their respective pre-recession linear trend. Figure 1.2 shows

that average firm productivity and the allocation of labor to firms have

contributed to lower labor productivity growth in the aftermath of the

recession. In particular, after a small increase right after the onset of the

recession, the OP measure of allocation has kept moving down since 2010.

By the end of the sample period, it represents about a fourth of the overall

reduction with respect to the pre-recession trend in labor productivity.9

Firm-level evidence. At the firm level, this aggregate pattern shows up

as a lower association between firm labor productivity and their subsequent

employment growth at the firm level. Table 1.1 shows regressions of the

8This equality follows directly from expanding the second term and noting that, by
definition,

∑
iESi,t = 1.

9Many different decompositions of productivity have been proposed in the literature
(e.g., Griliches and Regev, 1995; Foster et al., 2001; Diewert and Fox, 2010). Most
closely related to the exercise in this paper, Riley et al. (2015) similarly find using a
battery of dynamic productivity decomposition that the “external” – between firms –
component of labor productivity changes tends to increase over time as a share of the
overall productivity drop following the Great Recession in the UK. The use of the OP
decomposition is motivated by the fact that it admits an intuitive counterpart in the
notation of the model to be introduced in Section 1.3.
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Figure 1.2: OP decomposition in the aftermath of the Great Recession.
Each series is shown in deviation from its pre-recession linear trend.

form

∆ lnni,t+1 = αLPi,t + βpostt × LPi,t + µt,s + εi,s,t, (1.3)

where LPi,t is firm labor productivity, “post” is an indicator for the years

following the Great Recession, and µs,t a set of industry-year fixed effects.

The coefficients (α, β) then measure the strength of the relationship be-

tween labor productivity and employment growth within an industry-year

cell. The coefficient β shows that the positive association between firm

labor productivity and employment growth drops by about a fourth post-

recession, implying the average growth between a firm one standard devi-

ation above and below the mean is about 2.3 percent lower. This finding

suggests that employment growth is not as productivity enhancing as prior

to the recession. The model developed in subsequent sections offers a ra-

tionale in terms of search frictions for this firm behavior at the micro level.

(Table 1.1 also reports results on the productivity of entering and exit-

ing firms, showing minor differences between the pre- and post-recession

periods.)

Job-to-job transitions. The slow down in worker reallocation docu-

mented in Table 1.1 comes at the same time as a net reduction in job-to-job

transitions, as depicted in Figure 1.3. In the aftermath of the downturn,

the rate of direct transitions between employers is about one-third lower

than prior to the start of the episode. The recovery period is then charac-

terized by both a much larger pool of unemployed workers and a drop in,
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∆ lnni,t+1 Firm Entry Firm Exit
(continuers)

LPi,t 0.065 -0.004 -0.020
(0.000) (0.000) (0.000)

LPi,t × postt -0.017 -0.004 0.003
(0.000) (0.000) (0.000)

Year-Industry FEs Yes Yes Yes
Size Control (lnni,t) Yes Yes Yes
N (million) 22.01 27.08 27.78

Table 1.1: Reallocation during the Great Recession at the firm level. The
specification is given in Equation (1.3). The first column is the change in
employment in the next period (restricted to surviving firms). The second
is a linear probability model for firms exiting in the next period (restricted
to surviving and exiting firms). The third is a linear probability model
for entering firms (restricted to firms entering in the current period and
incumbents). Robust standard errors in parentheses.

potentially productivity enhancing, employer-to-employer transitions.

1.3 A Model of Firm Dynamics with On-

the-Job Search

The section describes a model of firm dynamics in which the transitions

of workers in-and-out of unemployment and between employers are con-

strained by search frictions in the labor market. The model thus offers

a counterpart to the various reallocation patterns documented in Section

1.2: unemployment, job-to-job transitions, but also reallocation of workers

across firms with heterogeneous productivities.

1.3.1 Environment

Time is discrete and the horizon is infinite. Aggregate productivity is

driven by an economy-wide shock, ωt, which follows a stationary first-order

Markov process, Q(ωt+1|ωt).

Agents. There are two types of agents in the economy: workers and

firms. Both are risk-neutral, infinitely-lived, and maximize their pay-offs

discounted with factor β. The labor force is represented by a continuum of

working age individuals with measure one. These workers are ex-ante iden-

tical and supply one unit of labor in-elastically. There is an endogenously
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Figure 1.3: Job-to-job monthly transition rate derived from the British
Household Panel Survey (Postel-Vinay and Sepahsalari, 2019). See Ap-
pendix 1.B.3 for additional details on the construction of this series.

evolving measure of firms shaped by firm entry and exit. These firms face

an idiosyncratic productivity shock evolving according to a distinct first-

order Markov process denoted by Γ(pt+1|pt).

Timing. Each period t can be divided into the six following phases:

1. Productivity shocks. Aggregate productivity, ωt, and firm-specific

productivity pt are realized.

2. Entrepreneurial shock. With probability µ, workers become potential

entrepreneurs. They draw an initial idea with productivity p0 ∼ Γ0

and decide whether to enter.

3. Firm exit. Firms decide whether to stay on or discontinue their op-

erations based on the realization of the productivity shocks. If they

exit, all of their workers become unemployed.

4. Exogenous separations. Employees at continuing firms lose their jobs

with exogenous probability δ.

5. Search. Recruitment at incumbent firms takes place. Firms post

vacancies to hire. Both unemployed and employed workers search for

jobs.

6. Production and payments. Unemployed workers have home produc-

tion b. Firms produce with their employees after the search stage.
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Wages accrue to employed workers. Newly created businesses start

producing with a single worker, the entrepreneur.

It is assumed that workers becoming unemployed due to firm exit or a δ-

shock start searching in the next period. Similarly, potential entrepreneurs

(workers hit by a µ-shock) quit their job and do not search in the current

period. They become unemployed should they choose not to pursue their

business opportunity.

A recursive formulation is used throughout the paper. All value func-

tions in subsequent sections are written from the production and payments

stage onward, taking expectation over the events occurring in period t+ 1,

conditional on the information available at the end of period t. The measure

of unemployed workers and incumbent firms, which are formally defined be-

low, are recorded at the very start of the period, before the entrepreneurial

shock occurs.

Contracts. Each firm designs and commits to an employment contract.

This agreement between a firm and a worker specifies a wage payment

contingent on the realization of some state variable, which is made precise

once the agents’ problems are formally introduced. The firm chooses this

contract to maximize its long-run profits, taking other firms’ contracts as

given. In addition, it is assumed that firms are bound by an equal treat-

ment constraint, which restricts them to offering the same contract to all

of their employees, independently of when they are hired.10 With full com-

mitment, the discounted sum of future wage payments can be summarized

by a contract value Wt, where t denotes the realization of the contractible

state in the current period. In Section 1.4, I derive a closed-form expression

for the optimal contract that makes the model straightforward to simulate.

Workers, on the other hand, cannot commit to a firm and are free to

walk away at any point. Outside offers are their private information and

are therefore not contractible. Given the equal treatment constraint, if the

realization of the state entails a contract value below the value of unem-

ployment, the firm loses its entire workforce and is forced to exit. This

can equally be interpreted as the employment contract specifying firm exit

after certain realizations of the state.

Search and matching technology. Search is random. The probability

that a vacancy reaches a worker is denoted ηt. The probability that an

10 Because all workers are ex-ante identical and since there is no learning on the job,
this constraint can be interpreted as a non-discrimination rule.
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unemployed worker draws an offer is denoted λt. Employed workers have

less time to search; their probability to draw an offer is given by sλt, for

some exogenous search intensity parameter s < 1. Denoting At the stock of

vacancies and Zt aggregate search effort (from employed and unemployed

workers), accounting for contacts between workers and vacancies in each

period directly gives the equality

λtZt = ηtAt, λt, ηt ≤ 1.

Following Burdett and Mortensen (1998), there is no bargaining: work-

ers draw a take-it-or-leave-it offer from a distribution, Ft, which is endoge-

nously determined in equilibrium. Since workers can only accept or decline

these offers, their decision boils down to accepting better contracts.11

1.3.2 Incumbent firms

Production. Firms operate a constant returns to scale technology with

labor as its only input. nt denotes the measure of workers currently em-

ployed at the firm. The productivity factor is given by ωtpt. ωt stands for

the aggregate component of productivity, which is common to all firms,

while pt represents the firm’s idiosyncratic productivity. ωt and pt follow

independent first-order Markov processes and are positive by assumption.

Hiring technology. Following Merz and Yashiv (2007) and Coles and

Mortensen (2016), hiring is modeled as an adjustment cost, where the cost

of hiring is spread equally amongst current firm employees. A firm of

current size nt hiring a total of Ht workers has a total recruitment bill of

ntc

(
Ht

nt

)
= ntc(ht), ht :=

Ht

nt
,

where c is assumed to satisfy c′ > 0, c′′ > 0 and c(0) = 0. As will become

clear when writing down profits, a linear recruitment technology in the

firm’s employment at the time of hiring implies that the firm’s problem is

linear in nt. This simplification makes the model more tractable, as the

firm’s policy functions do not depend on nt.

In economic terms, this formulation of the firm’s hiring cost should be

seen as a screening and training cost for new hires. Similarly to the model

developed in Shimer (2010), current employees are an input in the recruit-

11Burdett and Mortensen (1998) use the term “wages” instead of “contract”, since,
in their stationary environment, a contract is a constant, non-renegotiable wage.
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ment process, with additional hires decreasing the revenue from each worker

all else equal. The fact that this cost is convex in hires per current em-

ployees reflect the smaller disruption to production of recruiting, say, five

new employees at a business with 100 workers than at a ten-worker one.

Empirical evidence suggests that these training costs can be substantial:

Gu (2019) finds that job adaptation, as assessed by employers, takes 22.5

weeks on average for US non-college workers.12

Once the firm has chosen its target number of hires, I assume that the

actual vacancies corresponding to these hires, which I formally define once

the notation for aggregates is introduced, are posted at no extra cost.

Discounted Profits. Because the firm fully commits to a contract upon

entry, its profits can be written in recursive form by requiring that the firm

offers at least the value of the current contract in equilibrium (Promise-

Keeping constraint). Let V denote the value of this contract given the

realization of the states this period. Let χt further denote the firm’s decision

to continue given the realization of the shocks at the start of period t.

A firm with current productivity pt employing nt workers has discounted

profits

Πt

(
pt, nt, V

)
= max

ht+1≥0
wt

Wt+1

{
(ωtpt − wt)nt

+ βEt

[
χt+1

(
− c(ht+1)(1− µ)(1− δ)nt + Πt+1(pt+1, nt+1,Wt+1)

)]}
,

(1.4)

where the firm’s continuation decision is given by

χt+1 := 1

{(
Wt+1 ≥ Ut+1

)
∩
(
Πt+1 ≥ 0

)}
, (1.5)

since the firm needs to offer at least Ut+1 for its workers not to quit and I

assume that it must make non-negative discounted profits. Anticipating on

the results in Section 1.4, in equilibrium the firm’s continuation decision can

be expressed solely in terms of the firm’s current idiosyncratic productivity,

though this threshold evolves with the business cycle.

In addition, the firm’s maximization problem is subject to the two fol-

12The exact question in the Multi-City Study of Urban Equality asks about the time
it takes a typical employee in an occupation to become fully competent. See Gu (2019)
for details.
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lowing constraints. First, full commitment implies a Promise-Keeping con-

straint in the sequential form problem. The firm’s choice of wages, wt, and

contract values in the next period, Wt+1, has to give workers a value of at

least V in expectation. Second, the size of its workforce, conditional on the

firm surviving, is defined as

nt+1 =

1− qt+1(Wt+1)︸ ︷︷ ︸
quit rate

+ ht+1︸︷︷︸
hiring rate

 (1− µ)(1− δ)nt.︸ ︷︷ ︸
remaining workers at search stage

(1.6)

The measure of workers employed at the search stage is (1 − µ)(1 − δ)nt,
those not leaving to become potential entrepreneurs (rate µ) or exogenously

becoming unemployed (rate δ). qt+1(Wt+1) denotes the rate at which work-

ers still employed at the search stage leave the firm to take on better jobs,

conditional on the firm offering value Wt+1. The quit rate is given by

qt+1(Wt+1) := sλt+1F t+1(Wt+1), the rate at which workers employed at the

firm find better jobs in the current period.13 Equation (1.6) makes the

firm’s trade-off in controlling the growth of nt explicit. It can either of-

fer better contracts, thus limiting poaching, or intensify its hiring effort

through h at a higher recruitment cost.

Coles and Mortensen (2016) describe an alternative wage determination

protocol, in which firms cannot commit to a wage payment schedule in the

future and workers do not observe the firm’s productivity, only its offered

wages. Their characterization, however, is obtained under stronger assump-

tions made for tractability. I provide a detailed discussion of the implied

difference between the two wage determination mechanisms in Appendix

1.A.1.

Linearity of Discounted Profits. It can be guessed and verified that

discounted profits are linear in nt. Define profit per worker as ntπt(pt, V ) :=

Πt(pt, nt, V ). By substituting this guess in the right-hand side of (1.4) and

13I define F̄t := 1−Ft. Note that conditional on qt+1(Wt+1) and ht+1 Equation (1.6)
holds exactly by a Law of Large Number argument since nt is the measure of workers
employed at the firm.
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using the law of motion for employment, it can be shown that

πt
(
pt, V

)
= max

ht+1≥0
wt

Wt+1

{
ωtpt − wt

+ βEt

[
(1− µ)(1− δ)χt+1

(
− c(ht+1)

+ (1− q(Wt+1) + ht+1)πt+1(pt+1,Wt+1)
)]}

, (1.7)

still subject to the Promise-Keeping constraint. See Appendix 1.A.2.

It follows directly from Equation (1.7) that the firm’s optimal policies do

not depend on its current size nt. In particular, there is no partial layoff in

the model, since the continuation decision χt is the same at all nt. Jobs are

only terminated in the following four cases: (i) exogenous entrepreneurial

shocks at rate µ, (ii) exogenous separations at rate δ, (iii) voluntary quits

for better jobs at rate sλtF t(Wt), (iv) firm exit.

To sum up, firms are defined in the model by a recruitment technology –

the cost function c – and a “contract policy” – the state-contingent contract

Wt+1 it offers to all its workers. While firm size does not enter directly

the firm’s policy functions, it is still well-defined in the model. This is

because these policies pin down, conditional on survival, the growth rate

of employment. Even if two firms with the same idiosyncratic productivity

in a given period grow at the same rate, the accumulation of firm-specific

shocks generates a firm-size distribution in the cross-section. The model

actually replicates the Pareto tail of the empirical firm size distribution

very well. I return to this point when calibrating the model in Section 1.5.

1.3.3 Firm Entry

Firm entry is governed by the decision of workers to become entrepreneurs.

I assume that unemployed and employed workers draw a business idea

with probability µ from an exogenous distribution Γ0 at the start of each

period t. This distribution gives the initial (firm-specific) productivity of

entering businesses. I further make the assumption that employed workers

cannot go back to their previous job when hit by such an “entrepreneurial

shock”. They must either enter the market with their new idea or become

unemployed.

The decision of potential entrepreneurs to start a new business then

weighs the value of starting up a firm against the value of unemploy-
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ment. Entering entrepreneurs are assumed to get the full surplus St(pt) :=

πt(pt, V ) + V of the match.14 They then decide to enter if Ut ≤ St(p0)

for some initial draw p0 from Γ0. If they choose not to take this business

opportunity, they fall back into unemployment until next period (they do

not search in the current period). If they choose to enter, it is assumed

that entrepreneurs have their business purchased by some outside investors

(not modeled), and become the first workers at these firms.

Similarly to Gavazza et al. (2018), firms need to have positive employ-

ment to operate the recruiting technology. There is no meaningful notion

of a firm with zero worker in this framework, and entrepreneurs therefore

become the first workers at newborn firms. With a continuum of work-

ers, the interpretation of this entry process is that a measure µ of workers,

both employed and unemployed, becomes potential entrepreneurs in each

period. They then create firms at which they become the first workers, and

these firms have employment n0. I normalize n0 = 1, so that the measure

of entering firms is equal to that of starting entrepreneurs.15 These firms

then move on to the production stage, and become incumbent firms from

the next period onward.

1.3.4 Value of Employment and Unemployment

First, let Qt denote the value of a potential entrepreneur, a worker hit by

a µ-shock,

Qt :=

∫
max

(
St(p), Ut

)
dΓ0(p).

An unemployed worker has home production b and receives job offers with

probability λt+1, conditional on not being hit by an entrepreneurial shock,

µ. The value of being unemployed is then

Ut = b+ βEt

{
µQt+1

+ (1− µ)
[
(1− λt+1)Ut+1 + λt+1

∫
max

(
W ′, Ut+1

)
dFt+1(W ′)

]}
. (1.8)

Similarly to unemployed workers, employees are hit with probability µ

14Note that given the value of a firm is linear in nt and given the equal treatment
constraint, the surplus of the firm and all of its workers is simply Πt(pt, nt, V ) + ntV =
ntSt(pt).

15In the British firm data, more than three quarters of entering firms report employ-
ment equals to one, where employment is defined as “employees and working propri-
etors.”
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by an “entrepreneurial shock”, in which case they leave their present job to

explore this idea. Otherwise, employed workers can search on the job with

exogenous relative intensity s < 1. They separate with exogenous proba-

bility δ. Employed workers earn wages wt in the current period, and are

promised a state-contingent value Wt+1 in the next period. Recall that due

to the commitment structure, the firm exits and all of its workers become

unemployed after some realizations, when it cannot offer its workers more

than their reservation value, Ut+1, summarized by the indicator χt+1(Wt+1).

Taken together, these shocks give rise to the following value function for

the employed worker

Wt = wt + βEt

{
µQt+1 + (1− µ)

[(
(1− χt+1) + δχt+1

)
Ut+1

+ χt+1(1− δ)
((

1− qt+1(Wt+1)
)
Wt+1

+ sλt+1

∫
max (W ′, Ut+1) dFt+1(W ′)

)]}
. (1.9)

1.3.5 Joint Firm-Worker Surplus

The firm and worker problems can be summarized in a single expression

combining Equations (1.7) and (1.9). I show in Appendix 1.A.3 that the

following expression for St := πt(pt, V ) +V can be obtained after rearrang-

ing these two equations

St(p) = ptωt + βEt

{
µQt+1 + (1− µ)

[
(1− χt+1(pt+1))Ut+1

+ χt+1(pt+1)
(
δUt+1 + (1− δ)ψt+1(pt+1)

)]}
. (1.10)

In this last expression, ψt+1(pt+1) denotes the joint value of a firm-worker

pair, conditional on the firm not exiting, which writes

ψt+1(pt+1) := max
ht+1≥0
Wt+1

{
− c(ht+1) + (1− qt+1(Wt+1))St+1(pt+1)

+ ht+1(St+1(pt+1)−Wt+1) + (1− δ)sλt+1

∫ ∞
Wt+1

W ′dFt+1(W ′)

}
. (1.11)

This simplification directly follows from the assumptions that the firm

fully commits to its workers and that utility is transferable, since both firms

and workers are risk-neutral. Conditional on survival, the optimal contract
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and hiring rate maximize Equation (1.11), and, importantly, the resulting

contract fully internalizes the Promise-Keeping constraint.

While wages disappear from this last expression, they can still be com-

puted from the Promise-Keeping constraint. Given that the firm guarantees

at least V in expectation to its workers and that future contract values are

defined as the solution to Equation (1.11), the offered wage is implicitly

defined by

V = wt + βEt

{
µQt+1 + (1− µ)

[(
(1− χt+1) + δχt+1

)
Ut+1

+χt+1(1−δ)
((

1−qt+1(Vt+1)
)
Vt+1+sλt+1

∫
max (V ′, Ut+1) dFt+1(V ′)

)]}
,

where Vt+1 denotes the (state-contingent) solution to the joint-surplus max-

imization problem in Equation (1.11).

1.3.6 Aggregation

Search Effort, Vacancies, and Offer Distribution. Let νt(p, n) de-

note the cumulative measure of firms with productivity less than p and

workforce less than n at the start of period t, before workers are hit by

“entrepreneurial” shocks and firm exit takes place. Aggregate search effort

is the measure of searching workers, both unemployed and employed,

Zt := (1− µ)

[
ut + s(1− δ)

∫
χt(p)ndνt

]
, (1.12)

where the unemployment rate is ut := 1−
∫
ndνt. This expression excludes

potential entrepreneurs and displaced workers, who do not search in period

t by assumption.

Let at(p, n) denote the vacancies posted by a continuing firm with pro-

ductivity p and workforce n. Total vacancy posting aggregates the vacan-

cies of all active firms in the economy

At :=

∫
χt(p)at(p, n)dνt. (1.13)

Finally, the cumulative density of offered contracts is the sum of va-

cancies offering a contract less than some contract value W over the total
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posted vacancies (since search is random)

Ft(W ) := A−1
t

∫
1 {Wt(p) ≤ W}χt(p)at(p, n)dνt. (1.14)

Firm Vacancy Posting. To close the model, we need to specify vacancy

posting by firms, at(p, n). Since there is no cost of posting vacancies by

assumption, the firm simply posts as many as required by its target hiring

rate, ht(p). at(p, n) is then implicitly defined by the accounting equation

ht(p) (1− µ)(1− δ)n︸ ︷︷ ︸
remaining workers at search stage

= at(p, n)︸ ︷︷ ︸
vacancies

ηt︸︷︷︸
contact rate

Yt(Wt(p)),︸ ︷︷ ︸
acceptance rate

(1.15)

where ηt is the probability that this vacancy reaches a worker and Yt(Wt(p))

is the chance it is accepted. This probability is determined by whether the

worker reached by the vacancy is currently employed at a firm offering less

than Wt(p) in the current period.16

1.4 Rank-Monotonic Equilibrium

This section formalizes the definition of equilibrium used in the remain-

der of the paper. I provide conditions on the cost of hiring function such

that the optimal contract is increasing in the current realization of idiosyn-

cratic productivity after all histories. I label these equilibria as “Rank-

Monotonic” in the rest of the paper. This characterization is similar in

spirit to the “Rank-Preserving” property defined in Moscarini and Postel-

Vinay (2013) in the sense that the optimal contract is increasing in firm-

specific productivity in both cases. However, while in their framework with

constant productivity this property implies that more productive firms are

always larger along the equilibrium path – it preserves the rank of firms

in the firm-size distribution – in Moscarini and Postel-Vinay (2013), id-

iosyncratic productivity shocks break the direct link between a firm’s rank

in the productivity distribution and firm size in my framework. Though

more productive firms are still growing faster and therefore more likely to

be large in equilibrium – contracts are monotonic in a firm’s productivity –

my model also allows for new, fast-growing entering start-ups. These firms

show up in the model as firms entering near the top of the productivity

distribution, which will grow fast while being initially small.

This property drastically simplifies the numerical solution of the model

16I provide a full expression for Yt(Wt(p)) in Appendix 1.A.4.
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since, (i) there is no need to compute the full distribution of offered con-

tracts, a daunting fixed-point problem as the optimal contract itself de-

pends on this distribution, (ii) the optimal contract has a closed-form so-

lution.

1.4.1 Recursive Equilibrium

Given the Markov structure of the shocks, attention can be restricted to

recursive equilibria in which the state-space relevant to the firm’s decision

is made of the two shocks and the measure of firms in the (n, p)-space,

ν, the latter being sufficient to compute all aggregates in the model. In

addition, Equation (1.7) makes clear that the firm’s current size is not part

of this state-space. More formally:

Definition 1 A Recursive Equilibrium is a triple of policy functions (V ,h,χ)

and a pair of value functions (S,U) that depend on the current realization

of aggregate productivity, the current realization of idiosyncratic productiv-

ity, and the measure of firms at the start of the period. Given that all firms

follow the policies given by (V ,h,χ), these functions satisfy:

1. Equations (1.12)-(1.15) hold with χt+1(p) = χ(p, ω, ν), ht+1(p) =

h(p, ω, ν), and Vt+1(p) = V (p, ω, ν);

2. The contract and hiring functions solve the maximization problem in

(1.11). The continuation decision is given by

χ(p, ω, ν) = 1 {V (p, ω, ν) ≥ U(ω, ν)} ;

3. S and U solve, respectively, (1.10) and (1.8).

1.4.2 Rank-Monotonic Equilibrium

A Rank-Monotonic Equilibrium (RME) adds the following requirement to

the optimum contract:

Definition 2 A Rank-Monotonic Equilibrium is a Recursive Equilibrium

such that the optimal contract, V (p, ω, ν), is weakly increasing in p for all

ω and ν.

Result 1 further provides sufficient conditions on the cost of hiring function

such that a Recursive Equilibrium is in fact Rank-Monotonic.
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Result 1 Assume that the hiring cost function is twice differentiable, in-

creasing and convex. Assume the Markov process for idiosyncratic produc-

tivity satisfies first-order stochastic dominance (Γ(.|p′) ≤ Γ(.|p) for p′ > p

with strict inequality for some productivity level). Then:

1. The firm-worker surplus defined by Equation (1.10) is increasing in

p;

2. Any equilibrium is Rank-Monotonic if

c′′(h)h

c′(h)
≥ 1, ∀h ≥ 0.

The proof is in Appendix 1.A.5. Similarly to the result in Moscarini and

Postel-Vinay (2013), Result 1 is not an existence statement, but a char-

acterization of the properties of the optimal contract conditional on the

existence of such an equilibrium.

The condition on the cost function in Result 1 is an additional convexity

requirement. Firms use the retention margin – through offering better con-

tracts – only in the extent the hiring technology is sufficiently costly. With

identical workers and no learning on the job, the model could potentially

generate a large amount of churning at the top of the productivity distribu-

tion if employers have little incentives to promise their worker higher values

to retain them. Given the conditions in Result 1, hiring costs become so

high for larger h that firms find it optimal to use both the retention and

hiring margins to control their optimal growth rate.

The rest of the paper centers on Rank-Monotonic equilibria. When

taking the model to the data, I restrict the parameter space to ensure

that the convexity requirement on the cost of hiring function in Result 1 is

satisfied.

1.4.3 Additional Characterization of RMEs

Because the optimal contract is increasing in p after every history in a

Rank-Monotonic Equilibrium, several aggregates can be recast as functions

of p, which allows to further characterize the optimal contract. I start by

defining the measure of workers employed at firms less productive than p

at the start of period t

Lt(p) :=

∫
p̃≤p

ndνt(p̃, n).
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Note that this last measure fully summarizes acceptance/quit decisions

at each level of productivity in a Rank-Monotonic Equilibrium since the

optimal contract is increasing in p. Firms will poach workers from firms

with productivity below them and lose workers to firms with productivity

above them.

Optimal policies. First, since both the firm-worker surplus and the op-

timal contract are increasing in p in a Rank-Monotonic Equilibrium, the

entry and exit thresholds coincide. The firm’s continuation policy can be

written χ(p, ω, L) = 1{S(p, ω, L) ≥ U(ω, L)}. I denote pE(ω, L) the corre-

sponding entry and exit productivity threshold, which is implicitly defined

by S(pE, ω, L) = U(ω, L).

Second, Appendix 1.A.6 shows that the optimal contract takes the fol-

lowing form

V (p, ω, L) =

uU(ω, L) + s(1− δ)
∫ p

pE

S(p̃, ω, L)dL(p̃)

u+ s(1− δ)
(
L(p)− L(pE)

) . (1.16)

The optimal contract is therefore a weighted average between the value of

unemployment and the firm-worker surplus, where the weights are given by,

respectively, the measure of workers in unemployment and the measure of

workers searching this period at firms with productivity less than p. This

expression is reminiscent of the Nash-Bargaining solution used in classic

search models, which breaks down the firm-worker surplus between each

party with a constant exogenous weight (e.g., Mortensen and Pissarides,

1994). The difference in my setting is that the weights are fully endogenous

and evolve with the distribution of workers over the business cycle.

Third, the optimal hiring rate follows directly from inverting the deriva-

tive of the cost function in the firm’s corresponding first-order condition

from Equation (1.11)

c′(h(p, ω, L)) = S(p, ω, L)− V (p, ω, L).

Wages. Given the expression for the optimal contract in Equation (1.16),

wages are straightforward to solve for. They can be solved from the value

for the employed worker (1.9) in which the contract value is now known

and given by Equation (1.16).
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Distribution of offered contracts. In a RME, the acceptance rate for

a firm with current productivity p can be expressed as a function of the

measure of workers employed at firms with current productivity below p.

The distribution of offered contracts can then be simplified as

λtFt (V (p)) =

∫ p

pE

ht(p̃)

ut + s(1− δ)
(
Lt(p̃)− Lt(pE)

)dLt(p̃). (1.17)

The derivations can be found in Appendix 1.A.6.

Employment Law of Motion. Taken together, these policies imply the

following law of motion for the measure of employed worker

LPt (p) =

µ

∫ p

pE

χt(p̃)dΓ0(p̃) + (1− µ)χt(p)
[
Lt(p)ρt(Vt(p)) + utλtFt(Vt(p))

]
, (1.18)

where LPt denotes the measure of workers at firms with productivity less

than p at the end of period t (at the production stage). The first term

corresponds to entering entrepreneurs with initial draws less than p. The

two terms in the square brackets give, first, the fraction of workers retained

at firms less than p and the inflow from unemployment. The end of period

and beginning of next period measures are directly linked by

dLt+1(p)

dp
=

∫ p

p

dLPt (p̃)

dp̃
dΓ(p|p̃),

which corresponds to the “re-shuffling” of workers across productivity levels

due to the firm-specific shocks.

To sum up, knowing the value functions S and U for all values of the

aggregate shock and the measure of employment across firm productivity

is enough to simulate the model in the presence of aggregate shocks.17 The

firm’s optimal policies admit closed-form solutions conditional on these

value functions, and these policies in turn determine the law of motion for

workers across firm productivity.

17It is also possible to define the net surplus as φ(p, ω, L) := S(p, ω, L) − U(ω,L)
and express the firm’s policies as a function of this single value function, which I do in
practice when simulating the model. To economize on notation, all the corresponding
expressions are relegated to Appendix 1.A.7.
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1.5 Calibration

This section presents the calibration and simulation procedure. Though

the size independence and Rank-Monotonic equilibrium results simplify

the firm’s problem, solving for the firm’s policies still requires to keep track

of the measure of workers across firm idiosyncratic productivity levels, Lt.

I then proceed in two steps to calibrate the model.

I start by solving the model without aggregate shocks, and target some

key labor market and firm dynamics moments from British data to calibrate

the main parameters. In doing so, I focus on a Stationary Rank-Monotonic

Equilibrium. Formally:

Definition 3 A Stationary Rank-Monotonic Equilibrium is a triple of pol-

icy functions (V ,h,χ), a pair of value functions (S,U), and a measure of

workers across firm productivity L, that depend on the current realization

of the firm’s productivity p. These functions satisfy the following require-

ments:

1. The conditions for a Rank-Monotonic Equilibrium in Definition 2 are

satisfied;

2. The law of motion for the measure of worker induced by the firm’s

optimal policies (1.18) is constant and equal to L.

I return to the full model with aggregate shocks in a second step, and

describe how the measure of workers is approximated out of steady-state

in Section 1.6.

1.5.1 Parametrization

A period t is set to a month. I specify the Markov processes for idiosyncratic

productivity shocks as ln pt+1 = ρp ln pt + σpε
p
t+1 with εpt+1. Such a process

satisfies first-order stochastic dominance conditional on past realizations,

which is required for the equilibrium to be Rank-Monotonic (Result 1).

The productivity of initial ideas, Γ0 is assumed to follow a log-normal

distribution with mean µ0 and standard deviation σ0. The functional form

for the cost of hiring function is guided by the conditions derived in Result 1.

I calibrate the parameters in the following cost function c(h) = c2
−1
(
c1h
)c2 ,

which satisfies the convexity requirements in Result 1 provided c2 ≥ 2. I

enforce this condition when searching over the parameter space. Taken

together, these functional form assumptions give the following vector of

eleven parameters to calibrate {β, δ, c1, c2, s, µ, b, ρp, σp, µ0, σ0 }.
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1.5.2 Calibration strategy

The discount factor, β, is set in line with a 5% annual discount rate. This

leaves ten parameters to calibrate, which I pin down by targeting an equal

number of moments from the data. My choice of moment targets reflects

both the search and firm dynamics components of the model. To discipline

worker transitions in and out of unemployment and between employers, I

target the unemployment to employment (UE), employment to unemplo-

ment (EU), and job-to-job (EE) average monthly transition rates in the

UK over the pre-crisis period (2000-2007). These series are derived from

the British Household Panel Survey (BHPS) following the methodology

described in Postel-Vinay and Sepahsalari (2019).

To discipline the life cycle of firms, I target the firm exit rate, as well

as the auto-correlation and inter-quartile range of labor productivity. I use

the measure of labor productivity defined in Equation (1.2) (log sales over

employment), deviated from year-industry averages. These moments are

computed directly from the Business Structure Database (BSD), and are

therefore yearly measures. In addition, I also include moments that relate

specifically to the dynamics of young firms. Firms are labeled as “young”

if they are less than ten years old, since this cut-off implies an equal share

of young and old firms on average. These moments are the share of young

firms, the share of workers employed by young firms, and the exit rate and

inter-quartile range of labor productivity at young businesses. They are

also derived from the BSD.

To compute the moments implied by the model, I solve for a Stationary

Rank-Monotonic Equilibrium, given a vector of candidate parameters. This

yields a distribution of firms and workers across productivity levels, as well

as an entry/exit productivity threshold and a monthly employment growth

rate for surviving firms. Figure 1.4 depicts the obtained distributions and

employment growth rate at the estimated parameters. The monthly tran-

sition rates can then be computed directly based on this equilibrium. For

instance, the monthly probability to find a job when unemployed implied

by the model is given by

µ

∫
p̃≥pE

dΓ0(p̃)︸ ︷︷ ︸
successful entrepreneurs

+ (1− µ)λ.︸ ︷︷ ︸
successful job search

However, because the moments relating to firm dynamics are derived from

yearly data, their model counterpart are obtained by simulating a panel
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Figure 1.4: Properties of Stationary Rank-Monotonic Equilibrium at es-
timated parameters. Left panel: beginning of period productivity distribu-
tions of firms and workers. Right panel: monthly employment growth rate
implied by the firm’s policies.

of firms. I simulate a cohort of 150,000 entrants (roughly the size of a

typical cohort in the Business Structure Database) for twenty years and

aggregate the output from that simulation exactly like the data. Note that

monthly turnover at firm i and in month t is defined as pi,tni,t and summed

over a year to get a model equivalent to the turnover concept in the BSD

and compute the labor productivity measure defined in Equation (1.2).

Since this last productivity measure is in logs, the actual units of sales are

irrelevant to my calibration.

The model fit to the targeted moments is shown in Table 1.2. Overall,

the model replicates these statistics well, with the exception of the exit rate

at young firms and the persistence of labor productivity, which are both

slightly lower in the model than their empirical counterpart. The model

can still account for about half of the difference in firm exit between young

and old businesses.

I show how each parameter is related to each moment in Figure 1.5.18

The figure depicts the absolute elasticity of each moment to each parameter

around its estimated value. Though each parameter drives more than one

moment, the following broad groups can be derived from the figure. The

main parameters determining the transition rates are the job destruction

rate (δ), the cost of hiring function parameters (c1, c2), and relative search

effort s. The exit rate moments are primarily driven by the persistence

of idiosyncratic productivity (ρp) and the mean relative productivity of

entrants (µ0). The dispersion and correlation of labor productivity are

mainly determined through the flow-value of unemployment (b) and the

18I also report slices of the objective function for each parameter in Appendix 1.C.2.
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Moment Model Data

Worker transitions (monthly)
UE 0.067 0.069
EU 0.004 0.004
EE 0.020 0.020

Firm dynamics(yearly)
Exit Rate 0.133 0.128
ρ(LPi,t, LPi,t−1) 0.632 0.798
IQR(LPi,t) 0.669 0.678
Average Employment 12.8 12.8
Firm Share Young 0.621 0.560
Exit Rate Young 0.141 0.176
IQR(LPi,t) Young 0.645 0.616

Table 1.2: Targeted moments.

standard deviation of the shocks (σp, σ0). Finally, the share of young firms

and employment at young firms are primarily responding to the rate of

arrival of business ideas (µ), with the relative search intensity (s) and

persistence of idiosyncratic productivity (ρp) also playing a role.

The estimated parameters are listed in Table 1.3. The estimated job

destruction rate is low, since the bulk of EU transitions come from firm exit

in the model.19 There is no clear benchmark in the literature for the hiring

cost function parameters because this functional form has seldom been

used. I find that the implied average hiring cost as a fraction of monthly

sales is 5.3%. Among the studies using a related specification, Merz and

Yashiv (2007) estimates the exponent to be approximately cubic, but in a

pure adjustment cost model without search frictions, while Moscarini and

Postel-Vinay (2016) use a highly convex function (exponent = 50) in their

baseline calibration, but with this cost applying to the number of actual

hires and not the hiring rate. The relative search effort (s) of employed

worker is large compared to traditional estimates obtained from US data.

This reflects the fact the EE transition rate is much larger relative to

the UE transition rate in British data (respectively .02 and .07 monthly

in the British Household Panel Survey) than in US data (respectively .02

and .21 monthly in the Survey of Income and Program Participation).

The flow-value of unemployment represents 19% of the average wage in

19A potential strategy to further discipline this feature would be to get an estimate
of the fraction of EU transitions coming from firm exit. This information is not readily
available in UK data.
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the economy, which is about half the value used in Shimer (2005).20 The

idiosyncratic shock parameters, finally, imply a large degree of persistence

of idiosyncratic productivity and a much larger dispersion of idiosyncratic

productivity post-entry than pre-entry. As such post-entry shocks are a

key driver of the life-cycle of the firm in the model.

1.5.3 Firm size distribution

Though the firm size distribution is not included in the set of targeted mo-

ments, the model still generates the large concentration of employment in

the largest firms observed in the data. Figure 1.6 displays the normalized

employment size (employment at the firm divided by average firm employ-

ment in the economy) and the associated complementary CDF (the firm’s

rank in terms of employment size) in the model and the data on a log-log

scale. It shows that the model can replicate the log-linear relationship be-

tween firm employment and tail probability, a well-documented empirical

feature of the firm size distribution. The resulting Pareto coefficient, esti-

mated for the sample of firms larger than average size, is 1.066 in the data

and 1.03 in the model.

This feature of the model can be rationalized within the framework de-

20Hornstein et al. (2011) show that lower values of b in the Burdett and Mortensen
(1998) model yield a mean to min wage ratio more in line with the data.
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Parameter Description Value

Pre-calibrated
β discount factor (≈5% annual) 0.996

Estimated
δ prob. job destruction (×100) 0.085
c1 hiring cost: 45.855
c2 c(h) = (c1h)c2/c2 4.977
s relative search effort 0.802
µ prob. of start-up (×100) 0.082
b flow value of unemployment 0.502
ρp firm productivity process: 0.982
σp ln pt+1 = ρp ln pt + σpε

p
t+1 0.153

µ0 initial productivity draw: -0.200
σ0 ln p0 ∼ N (µ0, σ0) 0.050

Table 1.3: Parameter estimates.

veloped by the literature on power laws in economics (e.g., Gabaix, 1999).

This line of research stresses several characteristics of the underlying pro-

cess driving the size of individual units – firm employment in my setting,

but typically the population of cities – that lead to a Pareto tail in steady-

state. First, the growth rate of individual units is modeled through an

evolving, but size independent growth rate (Gibrat’s Law). Second, these

individual units must be exposed to a birth-death process (Reed, 2001).

Without going into the technical details underpinning these results, I

note that the evolution of firm size in my model is consistent with these

requirements.21 First, as shown in Section 1.3, the constant returns to scale

assumption implies that the firm’s policies are independent of employment.

Conditional on survival, the growth rate at a firm with current productivity

realization p is given by (1−µ)(1−δ)
(
1−q(V (p))+h(p)

)
, irrespective of its

current employment. Second, the entry-exit threshold naturally generates

firm birth and death.

1.6 Business Cycle

In a Stationary Equilibrium, the distribution of workers across firm pro-

ductivity is stationary and consistent with the firm’s optimal policies by

definition. But in the presence of aggregate shocks, this distribution evolves

over time and enters the firm’s state space (see Definition 2). This extra

21Gouin-Bonenfant (2019) also gets a similarly good fit to the firm size distribution
in a search model with similar properties.
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Figure 1.6: Firm size distribution at the calibrated parameters. Normal-
ized employment is defined as employment at the firm divided by average
firm employment in the economy. The complementary CDF at firm em-
ployment n is given by Pr(employmenti,t > n). The data series comes from
the BSD and is computed separately for each year and averaged across
years. The model series is obtained by simulating a cohort of entrants for
one hundred years.

state variable comes with a technical hurdle since the distribution of work-

ers across firm productivity is an infinitely dimensional object.

In this section, I start by describing the approximation used to solve the

model out of steady-state. I then proceed with a series of exercises high-

lighting the interplay of firm dynamics and search frictions in accounting

for labor productivity following the Great Recession in the UK.

1.6.1 Solving the Model with Aggregate Shocks

I now reintroduce aggregate shocks in the model. In the spirit of Krusell and

Smith (1998), the measure of workers out of steady-state is approximated

by a set of its moments. This measure is summarized by the unemployment

rate, ut = 1−
∫
dLt(p), and a vector of moments mt from the normalized

measure of workers Lt/
∫
dLt(p).

22

In addition, simulating the full model with aggregate shocks requires to

solve for the firm’s policy functions for all values of the aggregate shock

and the distribution of workers, Lt. Given the approximation of Lt, the

state-space relevant to the firm now reduces to ωt, ut, and mt. I then

approximate the firm-worker surplus and the unemployed worker’s value

function out of steady-state with a polynomial.23 For instance, the value

22Recall that there is a measure one of workers, so ut +
∫
dLt(p) = 1 by definition.

23I approximate the value functions and not the firm’s policies directly since the latter
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ω parameters ût targets Data Model

ρω 0.965 corr(ût, ût−1) 0.937 0.920
σω 0.110 sd(ût) 0.081 0.084

Table 1.4: Parameters aggregate shock (ωt). Persistence and volatility
are, respectively, the first autocorrelation and standard deviation of HP-
filtered (log) unemployment in the UK between 1971Q1 and 2018Q4. The
model series are obtained from simulating the model and aggregating and
filtering its output similarly to the data.

function for workers in unemployment is approximated as

lnU(ωt, Lt)− ln Ū ≈ Ũ(ωt, ũt, m̃t; θU)

where x̃t denotes a variable in log-deviation from steady-state and θU is a

vector of coefficients to be solved for. The firm-worker surplus is similarly

approximated, using a separate polynomial at each idiosyncratic produc-

tivity node. The solution algorithm proceeds by repeatedly simulating the

model until the coefficients converge. Additional details regarding the im-

plementation of this algorithm can be found in Appendix 1.C.3.

An alternative approach to simulate heterogeneous agents models with

aggregate shocks is to use the perturbation method proposed by Reiter

(2009). Such linearization techniques have been successfully applied to

firm dynamics models (Sedláček and Sterk, 2017; Winberry, 2016). How-

ever, my simulations suggest that this first-order approximation is highly

inaccurate in the context of my model due to the discontinuity implied

by the firm’s entry and exit threshold. I therefore choose the simulation-

based approach outlined here and report accuracy tests for my proposed

algorithm in Appendix 1.C.5.

Finally, the Markov process for aggregate productivity shocks is assumed

to follow lnωt+1 = ρω lnωt+σωε
ω
t+1 with εωt+1 ∼ N (0, 1). The parameters in

this process (ρω, σω) are chosen to replicate the model-simulated persistence

and volatility of unemployment in the UK between 1971 and 2018. They

are shown in Table 1.4.

1.6.2 The Great Recession in the Model

To understand the reallocation effects of a large recession in the model, I

input a sequence of aggregate shocks that triggers a sharp rise in unem-

ployment, akin to the UK experience during the Great Recession. I show

are not smooth functions of the aggregate states due to the entry/exit threshold.
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that the model can generate a reduction in the OP measure of allocation

of workers to firms that is in line with the patterns documented in the

data. I then leverage the model to further account for changes in labor

productivity following the recession in terms of firm selection and worker

reallocation.

Aggregate responses. Figure 1.7 displays key model generated aggre-

gates along with the respective data series. The top left panel shows the

Great Recession counterfactual I run in the model: I input a sequence of

aggregate shocks designed to replicate the sharp increase in unemployment

observed at the onset of the recession. Aggregate productivity is then left to

revert back to its steady-state level according to the persistence parameter

given in Table 1.4.24

The remaining plots benchmark the implied responses in the number of

active firms, the labor market transition rates, and vacancies against the

corresponding data series.25 All data series are shown in deviation from

their pre-recession linear trend. Overall, the model does a decent job at

replicating the overall pattern of these aggregates, keeping in mind that

these series are not targeted and that the model is calibrated on the pre-

recession period based on its stationary solution.

As an additional validation, I study the reallocation of workers implied

by the model in the simulated recession. The measure of worker reallocation

used is similar to the empirical part of the paper and given by∑
i

(
ESi,t − ESt

) (
LPi,t − LP t

)
,

an expression that increases with a higher share of workers employed at the

most productive firms. Figure 1.8 benchmarks the model response against

the data in deviation from their pre-recession linear trend. It shows that the

model generates a drop in this measure that is, overall, similar in magnitude

to that observed in the data. Though it recovers more quickly than the

data, it still accounts for more than fifty percent of the overall response by

2015, seven years after the start of the recession.

24Figure 1.19 in Appendix 1.C.6 shows that unemployment exhibits marked non-
linearities as a response to aggregate shocks in the model. These non-linearities justify
fully solving the model with aggregate shocks so that agents appropriately incorporate
future uncertainty in their decisions over the course of the simulated recession.

25While it is not necessary to specify a matching function to solve the model since it
can be solved using the identity λtZt = ηtAt, a functional from assumption is required to
back out vacancies. I use the standard Cobb-Douglas form ξAαt Z

1−α
t where I normalize

ξ = 1 and set the elasticity of matches to vacancies to .5.
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Figure 1.7: Aggregate model responses to a sequence of productivity
shocks triggering the increase in unemployment depicted in the top left
panel. See Appendix 1.B.4 for the source of additional series.
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Figure 1.8: Olley-Pakes misallocation measure during the simulated re-
cession. The data is computed in deviation from their pre-recession linear
trend. The model series is computed simulating a cohort of firms over the
course of the recessionary episode and aggregating its output similarly to
the data.

The Olley-Pakes decomposition through the lens of the model.

Recall that the labor productivity index used in the empirical part of the

paper is given by

LPt =
∑
i

ESi,t × LPi,t,

where ESi,t and LPi,t denote, respectively, the employment share and la-

bor productivity at firm i in period t. In the notation of the model, this

expression rewrites

LPt =

∫
ln
(ωtpn

n

)
︸ ︷︷ ︸

firm productivity

dnνPt (p, n)︸ ︷︷ ︸
employment “share”

= lnωt +

∫
ln(p)dL

P

t (p),

where the superscript “P” denotes the production stage (end of period)

and a bar denotes a normalized measure.26 This last equality makes clear

that aggregate labor productivity is determined by the aggregate shock and

the employment-weighted distribution of firm productivity, L
P

t , an object

shaped by firm dynamics and search frictions in equilibrium.

Again LPt can be further decomposed into a firm productivity compo-

26So Lt
P

(p) :=
∫
p̃≤p dL

P
t (p̃)/

∫
dLPt (p). Besides, because a model period is a month,

this expression is monthly labor productivity.
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Figure 1.9: Labor productivity decomposition in the model.

nent and a worker reallocation component. The equality

LPt =
∑
i

ESi,t × LPi,t = LP t +
∑
i

(
ESi,t − ESt

) (
LPi,t − LP t

)
can be written in the model as

LPt = lnωt︸︷︷︸
aggregate shock

+

∫
ln(p)dKP

t (p)︸ ︷︷ ︸
firm selection

+

∫
ln(p)dLPt (p)−

∫
ln(p)dKP

t (p).︸ ︷︷ ︸
OPt:=measure of allocation

(1.19)

In this expression, the first term gives the direct impact of the aggregate

shock, the second term captures changes in the distribution of firms across

productivity level. Finally, the last term corresponds to the allocation of

worker to firms. In the model, it relates directly to the difference between

the distribution of workers across firm productivity (LPt ) and the distribu-

tion of firms across productivity (KP
t ), two objects jointly determined in

equilibrium in the model.

Through the lens of the model, aggregate labor productivity is then made

up of two endogenous terms: firm selection and worker reallocation (the

last two terms in Equation 1.19). I plot the evolution of these two compo-

nents over the course of the simulated recession in Figure 1.9. It shows that

they represent opposite forces shaping labor productivity. However, while

they are initially of the same magnitude, the worker reallocation term ex-

hibits more persistence. It is still negative eight years after the start of the

recession. On net, the worker reallocation effect dominates in the medium

term, as shown on the right panel of Figure 1.9.

Inspecting the worker reallocation mechanism. I illustrate the main

worker reallocation mechanism at the micro level in Figure 1.10. On top

of the firm selection effect, which shifts the entry threshold upward, how
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Figure 1.10: Firm policies during the simulated recessionary episode.
Policies are averaged across simulation periods and presented in deviation
from the stationary equilibrium. Idiosyncratic productivity is truncated to
only include firms above the entry/exit threshold at all point in time after
the shock.

well labor is allocated to firms also depends on which firms grow faster fol-

lowing the shock. Figure 1.10 shows changes in the quit rate, hiring rate,

and net employment rate with respect to their pre-recession level along the

firm-specific productivity dimension.

The figure shows that while the hiring rate drops at all productivity

levels with respect to the pre-recession period, the quit rate drops even

more at the bottom of the productivity distribution. This is because, in a

random search environment, the probability for workers to draw an offer

from a high-productivity firm is reduced as they compete with more unem-

ployed workers. Since voluntary quits are always productivity enhancing in

equilibrium, this reduction in the quit rate contributes to dampening labor

productivity.

The fact that the resulting net employment growth rate increases – in

relative terms, since these firms are still shrinking, but not as fast as they

would in normal times – at the bottom of the productivity distribution

during the shock is consistent with the firm-level data. In Table 1.1, I

find that the relationship between labor productivity at the firm level and

employment growth becomes less positive in the aftermath of the recession.

While this relationship cannot be decomposed further into hires, quits, and

layoffs without matched employer-employee data, the drop in the quit rate

at low quality firms is consistent with the evidence described in Haltiwanger

et al. (2018) for the United States. These authors find that job-to-job
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A. Log-deviation from pre-recession (2015)
Data -0.207
Model -0.133

B. Implied decomposition
Average Firm Wage 0.517
OP wage term 0.483

Table 1.5: Wage decomposition in the simulated model.

transitions out of the bottom rung of the wage ladder – where firms are

ranked based on wages and not productivity as in Figure 1.10 – decline by

eighty-five percent during the Great Recession.

Implications for wages. It has been documented that the Great Re-

cession resulted in substantial downward pressure on wages.27 A potential

channel to account for this fall in average wages is the reallocation of work-

ers across low- and high-wage employers induced by aggregate shocks. The

average wage paid at each point in time can be written, similarly to Equa-

tion (1.19), as∫
wt(p)dK

P
t (p)︸ ︷︷ ︸

average wage paid by firm

+

∫
wt(p)dL

P
t (p)−

∫
wt(p)dK

P
t (p).︸ ︷︷ ︸

allocation of workers across wages

(1.20)

In Equation (1.20), the first term captures the reduction of labor produc-

tivity passed down to wages by firms, while the second term relates to the

re-allocation of workers across the distribution of wages paid by firms.

Table 1.5 reports this decomposition for the year 2015 in the simulated

model, seven years after the start of the recession.28 It first shows that the

model accounts for a substantial share of the overall drop in the average

wage following the onset of the recession. Second, through the lens of the

model, about half of this drop stems from the reallocation of workers to

employers offering different wages – the second term in Equation (1.20). It

then suggests that the changing patterns of worker reallocation over the

course of the recession can act as potential channel downgrading wages.

Alternative aggregate shock. It is assumed so far that a single ag-

gregate productivity shock drives the business cycle. I report results for

27See Blundell et al. (2014) for UK evidence.
28This decomposition cannot be decomposed directly from the data, as the Business

Structure Database has no information on pay.
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(b) Job destruction shock

Figure 1.11: Labor productivity decomposition in the model.

an alternative type of aggregate shock, whereby the business cycle is now

driven by a job destruction shock instead. I assume that the job destruc-

tion rate—the rate at which workers are exogenously separated into un-

employment independently of a firm’s characteristics—follows ln δt+1 =

ρδ ln δt + σδε
δ
t+1, ε

δ
t+1 ∼ N (0, 1), where ρδ and σδ are set to replicate the

persistence and volatility of unemployment in the UK, similarly to the

calibration of the aggregate productivity shock.

I benchmark the model’s reallocation properties in response to each type

of aggregate shock. I find a sequence of {εδτ}
t1
τ=t0 shocks that replicate the

sharp increase in the unemployment rate observed in the UK at the start

of the Great Recession, the equivalent to the main experiment run with

aggregate productivity shocks. ([t0, t1] corresponds to the period when

GDP is contracting in the UK, from 2008m3 to 2009m6.)

Figure 1.11 shows the productivity decomposition from Equation (1.19)

in each case. A striking feature is that the implied decompositions look

very different. In particular, while an aggregate productivity shock creates

a standard cleansing effect, making firms at the bottom of the productivity

distribution exit, a destruction shock has the opposite effect. It has no

direct impact on firm output, and lowers the rate of voluntary quits, as there

are now more unemployed workers that can be reached by more productive

firms. Also a destruction shock can have a positive impact on firm profits,

as the optimal contract directly depends (negatively) on δ, as seen in (1.16).

This appears to dominate at the lower end of the productivity distribution,

so that the exit threshold becomes less stringent for this type of shock. As

a consequence, both firm selection and worker reallocation contribute to

pushing productivity down.
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1.6.3 Policy Experiment: Unemployment-contingent

Benefits

The trade-off between firm selection and worker reallocation during a re-

cession can be further illustrated in the following policy experiment. In the

spirit of unemployment insurance extensions in the US, I allow the value

of non-employment, b, to depend on the unemployment rate.29 Specifi-

cally, the value of non-employment is assumed to vary with unemployment

benefits according to

ln bt − ln b = κ× (lnut − lnu) ,

where b and u denote, respectively, the value of non-employment and the

unemployment rate in the stationary equilibrium and κ ≥ 0 is the elasticity

of unemployment benefits to the unemployment rate. I tentatively set

κ = .3 and solve the model again using the same sequence of aggregate

shocks as in the benchmark economy.

Figure 1.12 compares the model response under the unemployment-

contingent benefit policy (κ > 0) to the baseline model with constant b

(κ = 0) over the course of the simulated Great Recession. With respect to

labor productivity, such a policy has two opposite effects. First, it makes

the selection effect more stringent. Unemployment increases by three per-

centage points at its peak in the baseline model and by almost four and

a half points under the alternative policy. This effect is reflected in the

firm selection term, which is also more positive since the entry threshold is

higher.

Second, unemployment-contingent benefits magnify the worker realloca-

tion effect resulting from search frictions. As can be seen from the firm’s

policies, the quit rate drops even more at the bottom of the distribution

in this case: workers employed at these firms must compete with more un-

employed workers to climb up the contract-productivity ladder. While the

net effect of the policy is still positive in my calibration, the model does

suggest that such policies can also have negative consequences on labor pro-

ductivity by decreasing the pace of worker reallocation to more productive

units.

29The actual policy makes the duration, and not the level, of unemployment benefits
contingent on the unemployment rate. I focus on the level of these benefits to avoid the
need to introduce an extra state variable for unemployed workers off and on benefits.
See Rujiwattanapong (2019) for a model fully capturing the unemployment insurance
extension mechanism.
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Figure 1.12: Baseline vs Unemployment-contingent benefits model.
Model response to the simulated recession using the same sequence of ag-
gregate shocks.

1.7 Conclusion

I develop a model with three key features: (i) on-the-job search, (ii) firm

dynamics, (iii) aggregate shocks. Firms with heterogeneous productivities

compete to attract and retain workers in a frictional labor market. In equi-

librium, job-to-job transitions are always productivity enhancing, as more

productive firms offer better contracts. I use the model to analyze how

firms’ recruiting behaviors at the micro level drive the evolution of aggre-

gate labor productivity at the macro level in the aftermath of a recession.

The central insight of the model is that search frictions dampen labor

productivity following a large aggregate shock. On-the-job search causes

the quit rate – the rate at which workers voluntary leave their current

job to take a better one – to drop on the lower part of the productivity

distribution after a recession. Search frictions then hamper the reallocation

of workers from less to more productive firms.

In an experiment designed to replicate the increase in unemployment

observed during the UK Great Recession, I find that this channel can ac-

count for a large portion of the drop in the allocation of workers to firms

measured in British firm-level data. Through the lens of the model, this

negative worker reallocation effect dominates the positive firm selection

effect implied by the aggregate shocks in the medium term.
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Appendix 1.A Theory Appendix

1.A.1 Difference with Coles and Mortensen (2016)

The central difference between my approach and the model developed in

Coles and Mortensen (2016) is in the wage setting protocol. Similarly to

Moscarini and Postel-Vinay (2013), I assume that firms can fully commit

to delivering a state-contingent wage after each future realization of some

firm-specific and aggregate states, which I precisely define in the paper.

Coles and Mortensen (2016) assume firms cannot commit to such a wage

plan, but instead that workers do not observe firm-level productivity and

form beliefs on that productivity from the wage offered by the firm.

To make this difference explicit, I rewrite the firm’s problem under each

set of assumptions on the wage-setting protocol. A result common to both

papers is that the present value of profits is linear in firm employment n. I

therefore focus on the present value of profits per worker πt. In my model,

πt
(
pt, V

)
=

max
h≥0
w
W

{
ωtpt − w + βEt

[
− c(h) + (1− q(W ) + h)πt+1(pt+1,W )

]}
, (1.21)

subject to the promise-keeping constraint

V = w + βEt

{
δUt+1

+ (1− δ)
[
(1− q(W ))W + sλt+1

∫
max (W ′, Ut+1) dFt+1(W ′)

]}
. (1.22)

In the recursive formulation, full commitment on the firm’s side implies that

it must deliver, in expectation, V when choosing the wage rate w and con-

tinuation values W . With risk-neutral workers, wages can be substituted

out from (1.21) using (1.22), and the optimal contract can be shown to be

increasing in productivity and expressed as a function of the firm-worker

surplus.

The discrete time equivalent to (1.21) in Coles and Mortensen (2016) is

given by

πt (pt, w) =

ωtpt − w + βEt max
w
h≥0

{
− c(h) + (1− q(w) + h)πt+1(pt+1, w)

}
, (1.23)
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where there is no commitment to a wage plan across periods, though I

assume for simplicity that the firm can commit to pay at the production

stage the wage it announces at the search stage.30 They then describe an

equilibrium in which workers form beliefs on the productivity of firms and

show that it is optimal for more productive firms to offer higher wages.

Equations (1.21) and (1.23) make clear that the firm trades off hiring new

workers and retain existing employees in controlling its rate of employment

growth. And both characterizations of equilibrium entail that workers move

towards more productive firms, as they offer higher wages, when making a

job-to-job move. But the characterization in Coles and Mortensen (2016)

is obtained under stronger assumptions:

1. No wedge in search effort, so s = 1 in the notation of my model.

2. No endogenous firm entry and exit, which requires p > b.

While these restrictions can potentially be relaxed, as their main purpose

is to have the reservation wage equal to the value of non-employment (b),

numerically solving for the reservation wage in the general case could be

demanding, as it involves an intricate fixed-point problem. My model can

readily accommodate endogenous entry and exit, as well as a different level

of search effort for workers on and off the job.

To gage the quantitative difference implied by each set of assumption

on wage determination, Figure 1.13 shows the wage profile obtained by

simulating a version of the model under each wage-setting protocol. Note

that I use a different calibration than in the thesis to accommodate the

extra restrictions imposed by Coles and Mortensen (2016). This exercise

suggests that, at least for this choice of parameters, workers are able to

extract more from the production flow in the bargaining protocol with firm

commitment.

1.A.2 Size-independent Discounted Profits

We want to guess and verify that a solution to the functional equation (1.4)

has the form ntπt(pt, V ). That is, we want to show that

Πt+1(pt+1, nt+1,Wt+1) = nt+1πt+1(pt+1,Wt+1)

30Coles and Mortensen (2016) do not have to deal with this complication as their
model is set in continuous time. I translate their model to discrete time to make the
comparison sharper.
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Figure 1.13: Wages in Baseline vs Coles and Mortensen (2016) model at
the steady-state.

entails that

Πt(pt, nt, V ) = ntπt(pt, V ).

Start from (1.4), still subject to the Promise-Keeping constraint and the

law of motion for its workforce. Plugging in the guess in (1.4) gives

Et

[
χt+1(pt+1)

(
− c(ht+1)(1− µ)nt + Πt+1(pt+1, nt+1,Wt+1)

)]
=Et

[
χt+1(pt+1)

(
− c(ht+1)(1− µ)nt + nt+1πt+1(pt+1,Wt+1)

)]
.

Now substitute the law of motion for the firm’s workforce in the last ex-

pression. Note that with a continuum of workers, it is assumed to hold

exactly condition on the firm surviving and ρt+1(Wt+1), ht+1. This substi-

tution would still work with a discrete number of workers as long as the

law of motion holds in expectation, so the Law of Iterated Expectations

can be applied conditioning on the realization of the shocks at the start of

the period. Substituting nt+1 then yields

ntEt

[
χt+1(pt+1)

(
− c(ht+1) + (ρt+1(Wt+1) + ht+1)πt+1(pt+1,Wt+1)

)]
.

Using this last expression in the main profit equation, it follows directly

that firm profits are linear in nt, as shown in (1.7).
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1.A.3 Derivation Match Surplus

Recall that the joint value of a match is defined as St(pt) := πt(V ) + V .

Rearranging the Promise-Keeping constraint gives an expression for wt

wt = V − βEt

{
µQt+1

+ (1− µ)

[
(1− χt+1(pt+1))Ut+1

+ χt+1(pt+1)
(
δt+1Ut+1 + (1− δt+1)(1− sλt+1F̄t+1(Wt+1))Wt+1

+ sλt+1

∫ ∞
Wt+1

θdFt+1(θ)
)]}

.

Substituting wt in the expression for firm profit per worker (1.7) gives

St(p) := πt(p, V ) + V

= −V + max
ht+1≥0
Wt+1

{
ptωt + βEt

[
µQt+1

+ (1− µ)
(

(1− χt+1(pt+1))Ut+1

+ χt+1(pt+1)
(
δUt+1 + (1− δ)((1− sλt+1F̄t+1(Wt+1))Wt+1

+ sλt+1

∫ ∞
Wt+1

θdFt+1(θ))

− c(ht+1) + (ρt+1(Wt+1) + ht+1)πt(pt+1,Wt+1)
))]}

+ V .

Finally, taking the max operator inside the expectation and grouping terms

yields

St(p) = ptωt + βEt

[
µQt+1

+ (1− µ)

(
(1− χt+1(pt+1))Ut+1

+ χt+1(pt+1) max
ht+1≥0
Wt+1

{
− c(ht+1)

+ ρt+1(Wt+1)St+1(pt+1) + ht+1(St+1(pt+1)−Wt+1)

+ (1− δ)sλt+1

∫ ∞
Wt+1

θdFt+1(θ)
})]

.
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1.A.4 Definition Acceptance Rate

Define Gt the share of workers employed at firms offering contract value

less than W in the current period

Gt(W ) :=

∫
1 {Wt(p) ≤ W}χt(p)ndνt∫

χt(p)ndνt

.

The acceptance rate at some offered W is then given by

Yt(W ) :=
ut + s(1− δ)Gt(W )

∫
χt(p)ndνt

ut + s(1− δ)
∫
χt(p)ndνt

,

where the numerator is the (intensity-weighted) measure of workers cur-

rently employed at firms offering contracts less than W and the denomina-

tor is the total measure of such workers.

1.A.5 Proof Rank-Monotonic Equilibrium

The outline of the proof is similar to that in Moscarini and Postel-Vinay

(2013, 2016). The key difference is that the firm’s problem can be consid-

ered separately for each worker since Πt

(
p, n, V

)
= nπt

(
p, V

)
. There is

therefore no need to show super-modularity of the firm-worker surplus in

its productivity and own size. It is enough to show that the firm-worker

surplus is increasing in p, which implies that the optimal contract is also

increasing in p, conditional on some convexity requirements of the cost of

hiring function. We want to prove the two following statements:

1. Conditional on S being increasing in p, c′′(h)h
c′(h)

≥ 1, ∀h ≥ 0 is sufficient

to guarantee that V is increasing in p;

2. The firm-worker surplus mapping defined by (1.10) implies that S is

increasing in p.

Taking each point in order:

1. Sufficient conditions on c for a RME Conditional on the firm

surviving, the maximization problem associated with (1.10) defines the op-

timal contract and hiring rate after all histories. At any interior maximum,
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the following first-order conditions are associated with (1.11)

[h] : c′(h) = S(p)−W

[W ] : ρ′(W )(S(p)−W ) = h,

where I have dropped the time subscripts, but S and ρ implicitly depend on

calendar time in what follows. In addition, at any maximum, the associated

Hessian matrix, H, is negative-definite, which requires

det(H) = −c′′(h)
(
ρ′′(W )

(
S(p)−W

)
− ρ′(W )

)
− 1 > 0.

The two FOCs can be combined to give the following expression in W

−c′(ρ′(W )
(
S(p)−W )

)
+ S(p)−W = 0

and totally differentiating that last expression with respect to p gives

dW

dp
=

∂S(p)
∂p

(
c′′(h)ρ′(W )− 1

)
det(H)

.

In this last expression, the denominator is positive at any maximum. By

assumption, the firm-worker surplus is increasing in p, so ∂S(p)
∂p
≥ 0. Noting

that the two FOCs can be combined to give ρ′(w) = h
c′(h)

, it follows that

dW

dp
≥ 0 ⇐⇒ c′′(h)ρ′(W ) ≥ 1 ⇐⇒ c′′(h)h

c′(h)
≥ 1.

2. Firm-worker surplus increasing in p In this part of the proof, we

want to show that S is increasing in p, which was assumed in the previous

part. I follow the proof strategy outlined in (Moscarini and Postel-Vinay,

2013, Appendix A) and start by showing that the mapping defined by (1.10)

maps from the space of differentiable, bounded and increasing functions

into itself, conditional on a constant measure of firms ν(p, n). With this

condition, the Continuous Mapping Theorem can be applied, so the net-

surplus defined by the mapping exists, is unique, and increasing in p.

In a second step, the condition on ν is relaxed. In this case, the Con-

tinuous Mapping Theorem cannot be applied, as S is no longer defined on

RN . But, since it is known that S is increasing in p in the restrictive case

and that this solution is unique, we know that every candidate solution of

the unrestricted mapping should have the property as well.

In the remainder of the proof, we then fix the beginning of period mea-
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sure of firms to some value. We want to show that the mapping defined

by (1.10) maps from the space of differentiable, bounded and increasing

functions into itself. Differentiability in p follows directly from noting that

the expectation in (1.10) is differentiable in p as long as the conditional

probability density of future productivity is. This can be assumed. Since

the support of p is convex and closed, it also follows that the mapping

defined in (1.10) maps into the set of bounded functions.

Finally, to show that the mapping is increasing in p, first note that, for

continuing firms, the envelope condition on the firm’s optimization problem

(1.11) gives

dψt+1(p)

dp
=
∂ψt+1(p)

∂p

=
(
ρt+1(V ∗) + h∗

)∂St+1(p)

∂p
≥ 0,

where V ∗, h∗ denote optimal policies. The term inside the expectation in

the firm-worker surplus (1.10) is then weakly increasing in p: constant on

the part of the support of pt+1 where the firm exits, and weakly increasing

otherwise.

To complete the proof, an additional assumption is needed on the id-

iosyncratic productivity shock. Namely, it has to be assumed that given

a higher realization of productivity in the current period, the conditional

Cumulative Distribution Function of future productivity satisfies first-order

stochastic dominance.

With this assumption, conditional on any two distinct previous real-

izations of p, the conditional densities of future idiosyncratic productivity

satisfy a single-crossing property. Let p0 denote this crossing point and let

p1, p2 be two values in [p, p] such that p2 > p1, then

St(p2)− St(p1) = ωt(p2 − p1)

+ β(1− µ)

(
Et

[
κt+1(p) |p2

]
− Et

[
κt+1(p) |p1

])
,

where κt+1(p) is a notation for the terms inside the expectation

κt+1(p) := (1− χt+1(p))Ut+1 + χt+1(p)
(
δUt+1 + ψt+1(p)

)
.

(The µQt+1 terms are independent of the previous value of p, so they can-

cel.) Showing that St is increasing in p now amounts to show that the

difference in expectation in the last expression is non-negative. This differ-
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ence can be rewritten∫ p

p

Et

[
κt+1(p)

](
γ(p|p2)− γ(p|p1)

)
dp,

where γ(p|pi) is the density of the p-shock conditional on pi.

Now, given the crossing-point p0, we can rewrite∫ p

p

Et

[
κt+1(p)

](
γ(p|p2)− γ(p|p1)

)
dp

=

∫ p0

p

Et

[
κt+1(p)

](
γ(p|p2)− γ(p|p1)

)
dp

+

∫ p

p0

Et

[
κt+1(p)

](
γ(p|p2)− γ(p|p1)

)
dp

and, since Et

[
κt+1(p)

]
is weakly increasing in p, we get the following in-

equalities ∫ p0

p

Et

[
κt+1(p)

](
γ(p|p2)− γ(p|p1)

)
dp

≥ Et

[
κt+1(p)

] ∫ p0

p

(
γ(p|p2)− γ(p|p1)

)
dp

and ∫ p

p0

Et

[
κt+1(p0)

](
γ(p|p2)− γ(p|p1)

)
dp

≥ Et

[
κt+1(p0)

] ∫ p

p0

(
γ(p|p2)− γ(p|p1)

)
dp.

Finally, summing up the last two inequalities, we get

Et

[
κt+1(p) |p2

]
− Et

[
κt+1(p) |p1

]
=

∫ p

p

Et

[
κt+1(p)

](
γ(p|p2)− γ(p|p1)

)
dp ≥ 0,

which shows that St(p2) ≥ St(p1) for p2 > p1.

1.A.6 RME Contracts

This Appendix proves that the RME contract has the form given in (1.16).

Before turning to the actual proof, I first show that the contract offer
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distribution, Ft, rewrites

Ft(W ) := A−1
t

∫
1 {Wt(p) ≤ W}χt(p)at(p, n)dνt

=

∫
1 {Wt(p) ≤ W (p)} χt(p)(1− µ)n

ZtλtYt(W )
dνt,

where the substitution follows from the firm’s vacancy posting position

(1.15) and the equality ηtAt = λtZt. Besides, in a RME, contracts are

strictly increasing in p, so we have

Gt(Wt(p)) =

∫ p

p

χt(p
′)dLt(p

′)∫ p

p

χt(p
′)dLt(p

′)

=
Lt(p)− Lt(pE)

Lt(p)− Lt(pE)
,

where pE denotes firm’s entry/exit threshold and the acceptance rate can

now be simplified as

Yt(Vt(p)) =
ut + s(1− δ)

(
Lt(p)− Lt(pE)

)
ut + s(1− δ)

(
Lt(p)− Lt(pE)

) .
Finally, plugging this last expression into the contract offer distribution

evaluated at V (p) gives Equation (1.17)

λtFt (V (p)) =

∫ p

pE

ht(p
′)

ut + s(1− δ)
(
Lt(p′)− Lt(pE)

)dLt(p′).

To get (1.16), start from the first-order condition with respect to the

optimal contract from (1.11) for active firms at some productivity level p

[W ] : ρ′(W )(S(p)−W ) = h,

where I drop the time subscripts on ρ, S, but these functions depend im-

plicitly on ω and L. The derivative of the retention rate is given by

ρ′(W ) = s(1− δ)λdF (W )

dW
,

and, in a Rank-Monotonic Equilibrium, the derivative of the offer function
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can be expressed from (1.17) as

λ
dF (W )

dW

dW

dp
=

hl(p)

u+ s(1− δ)
(
L(p)− L(pE)

) .
Combining these three expressions yields the following first-order differen-

tial equation in W

dW

dp
+

s(1− δ)l(p)
u+ s(1− δ)

(
L(p)− L(pE)

)W =
s(1− δ)l(p)

u+ s(1− δ)
(
L(p)− L(pE)

)S(p)

with boundary condition W (pE) = U . Noting that

d ln
(
u+ s(1− δ)

(
L(p)− L(pE)

))
dp

=
s(1− δ)l(p)

u+ s(1− δ)
(
L(p)− L(pE)

) ,
the corresponding integrating factor is then

exp

∫
s(1− δ)l(p)

u+ s(1− δ)
(
L(p)− L(pE)

)dp = u+ s(1− δ)
(
L(p)− L(pE)

)
.

Along with the boundary condition, this yields (1.16) in the main text

W (p) =

uU + s(1− δ)
∫ p

pE

S(p′)dL(p′)

u+ s(1− δ)
(
L(p)− L(pE)

) .

1.A.7 Derivations Net Surplus

This Appendix shows that the model can be recast in a single value function

by subtracting the unemployed worker’s value function to the firm-worker

surplus. I omit it from the main text not to clutter the description of the

model. However, this more compact formulation is used in solving and

simulating the model since the firm’s policies can all be expressed as a

function of the net surplus.

Net Surplus Equation The net firm-worker surplus is defined as φt(p) :=

πt +V −Ut := St(p)−Ut. Adding and subtracting Ut+1 in (1.10), the firm-
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worker surplus can be rewritten

St(p) = ptωt + βEt

[
Ut+1 + µQt+1

+ (1− µ)

(
χt+1(pt+1) max

ht+1≥0
Wt+1

{
− c(ht+1) + ρt+1(Wt+1)φt+1(pt+1)

+ ht+1(φt+1(pt+1)− (Wt+1 − Ut+1))

+ (1− δ)sλt+1

∫ ∞
Wt+1

θ − Ut+1dFt+1(θ)
})]

.

Using the same strategy, the unemployed worker’s value can similarly be

rearranged as

Ut = b+ βEt

[
Ut+1 + µQt+1 + (1− µ)λt+1

∫
max {θ − Ut+1, 0} dFt+1(θ)

]
.

The net surplus can then be expressed as

φt(p) := St(p)− Ut
= ptωt − b

+ β(1− µ)Et

[
χt+1(pt+1)

{
ψ̃t+1(p)− λt+1

∫ ∞
0

θdF̃t+1(θ)

}]
(1.24)

where F̃t+1 defines the offer distribution for the firm’s contract net of the

value of unemployment, and ψ̃t(p) is the firm’s optimization problem in net

surplus form

ψ̃t(p) := max
h≥0
V

{
− c(h) + ρt(V )φt(p)

+ h
(
φt(p)− V

)
+ (1− δ)sλt

∫ ∞
V

θdF̃t(θ)

}
where, the firm now picks a contract V net of the value of unemployment.

Firm policies as a function of φ in a RME Since φ = S − U and U

does not depend on p, φ is also increasing in p for every candidate equilib-

rium. In a Rank-Monotonic Equilibrium, the corresponding net contract
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follows by subtracting U(ω, L) in (1.16), which gives

V (p, ω, L)− U(ω, L) := Ṽ (p, ω, L) =

s(1− δ)
∫ p

pE

φ(p̂, ω, L)dL(p̂)

u+ s(1− δ)
(
L(p)− L(pE)

) ,
(1.25)

The optimal hiring rate can also be expressed as solving

c′(h(p, ω, L)) = φ(p, ω, L)− Ṽ (p, ω, L),

and the entry/exit decision as χ(p, ω, L) = 1{φ(p, ω, L) ≥ 0}.

Appendix 1.B Data Appendix

1.B.1 Firm Data: The Business Structure Database

Variables. I gather the definitions of the main analysis variables here.

Note that a given variable is potentially drawn from multiple sources de-

pending on whether the enterprise is selected to be part of a survey in the

last year. 31

• Employment: Sum of employees and working proprietors. This vari-

able comes from different sources, but, for the majority of firms, em-

ployment is derived from income tax data – which is deduced directly

from pay in the UK. For these firms, the employment figure corre-

sponds to either the last or four last available quarters when the

snapshot is taken, between March and April each year.

• sales: Income from the “sale of good or services to third parties”.

These figures are net of VAT, but include other taxes (alcohol, to-

bacco). For the majority of businesses, these sales figures are drawn

from VAT returns for the past financial year, which ends in early

April each year.

• Industry: The Standard Industry Classification is updated twice over

the sample period, in 2003 and 2007. Since this classification is given,

in most cases, in the contemporaneous vintage, I convert all industries

to the 2007 classification by i) directly assigning their SIC07 industry

31I am grateful to Davide Melcangi and the research support team at ONS for clari-
fying the timing of some of these variables.
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code for firms that survive until then, ii) creating crosswalks from the

SIC92 to SIC03 and SIC03 to SIC07, based on the firms surviving

across present both before and after each respective update comes

into effect.

• Age: I follow Fort et al. (2013) in deriving a firm’s age from establish-

ment data. Each establishment has a birth year which corresponds

to when they first appear on the registers. I define firm age as the

age of the firm’s oldest establishment when the firm first becomes

active. It then ages naturally from this point onward, for each extra

year in the sample. An advantage of this definition is that it avoids

artificially classifying as “young” firms appearing in the data as a

result of mergers, changes of ownership, etc.

• Labor Productivity: As discussed in the main text, labor productivity

is defined as the logarithm of sales over employment.

Validation with national statistics aggregates. To assess the accu-

racy of the aggregates derived from the Business Structure Database, I

compare some of these aggregates series with the closest official series from

the Office for National Statistics. Figure 1.14 reports two such bench-

marks: employment and sales. The corresponding ONS series are, respec-

tively, workforce jobs and “domestic output at basic prices”.32 As shown

in Figure 1.14, some sectors have trends at odds with the official series,

especially for the sales variable. I proceed by excluding the following ag-

gregate sectors: B (mining and quarrying), K (finance and insurance), M

(professional and technical services), R (arts and entertainment). I also

drop sectors O-Q (public administration, education, and health), the last

two being mostly public in the UK.

Analysis sample. I finally apply a set of restrictions to construct a panel

of firms over available survey years. I drop all firms that report sales or

employment zero in any given year. I also drop firms which do not report

hiring anyone over all survey year. Figure 1.15 shows aggregate employment

and sales for the analysis sample and the official aggregates from the Office

for National Statistics.

32“domestic output at basic prices” relates to sales in the BSD, as it corresponds to
an industry’s gross output (not net of intermediary consumptions).
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Figure 1.14: Benchmark with official statistics by broad industry. Com-
parison with official aggregate series by broad industry in the SIC07 clas-
sification (in bold, top left corner). The corresponding SIC07 industries
are given in Table 1.6. See main text for details on the definition of these
series.
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SIC07 Section Description

A Agriculture, Forestry and Fishing
B Mining and Quarrying
C Manufacturing
D Electricity, Gas, Steam and Air Conditioning Supply
E Water Supply; Sewerage, Waste Management
F Construction
G Wholesale and Retail Trade; Repair of Motor Vehicles
H Transportation and Storage
I Accomodation and Food Service Activities
J Information and Communication
K Financial and Insurance Activities
L Real Estate Activities
M Professional, Scientific and Technical Activities
N Administrative and Support Service Activities
O Public Administration and Defence; Compulsory Social Security
P Education
Q Human Health and Social Work Activities
R Arts, Entertainment and Recreation
S Other Service Activities

Table 1.6: Description of SIC07 broad industries.
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Figure 1.15: Aggregates from analysis sample.
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Figure 1.16: Correlation between turnover and value added labor pro-
ductivity measures. These measures are defined, respectively, as the log
of turnover per employee and turnover minus cost of sales per employee,
deviated from industry means.

1.B.2 Labor Productivity Measure

As discussed in the main text, the Business Structure Database only makes

turnover available for each firm. Figure 1.16 benchmarks the turnover-

based labor productivity measure against a value-added based labor pro-

ductivity measure. The data is from Fame, a commercial database of com-

pany information, including detailed balance sheet data, for the UK and

Ireland. The figure shows that, within industries, these two labor produc-

tivity measures are strongly associated.

1.B.3 Labor Market Transitions

The labor market transition rates are taken from Postel-Vinay and Sepah-

salari (2019). They are derived from the British Household Panel Survey

(BHPS) and its successor Understanding Society (UKHLS). Note that be-

cause of the transition from the BHPS to UKHLS, there is a gap in the

series between August 2008 and December 2009, which is smoothed over

using moving averages.33

1.B.4 Additional Macro Series

Several additional series are taken directly from the Office for National

Statistics website:

33I am grateful to the authors for sharing these series, and to Pete Spittal for explaining
how the transition between the two surveys affects them.
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• Unemployment rate (aged 16 and over, seasonally adjusted): MGSX

• UK vacancies - total: AP2Y

Appendix 1.C Numerical Solution

1.C.1 Stationary solution

As shown in Appendix 1.A.7, the firm’s policies can be expressed in terms

of a single value function, the net surplus given in Equation (1.24). A

Stationary Rank-Monotonic Equilibrium (see Definition 3) can similarly be

defined as a fixed-point in the net surplus, φ and the measure of workers,

L. The algorithm below is given in terms of net firm-worker surplus for

concision.

Discretization. In a Rank-Monotonic Equilibrium, all heterogeneity in

the model arises through p. I discretize idiosyncratic productivity using

Tauchen’s procedure with Np = 400 points. This yields a {p1, . . . , pNp}
grid and the associated transition matrix for p.

This discretization can seen as the relevant policy or value function being

constant on some (small) half-open interval. This provides an intuitive way

to integrate against the measure of workers, Lt, by replacing the integral

by the appropriate employment share weighted sum. For instance, the net

optimal contract (1.25) at some productivity node pk can be approximated

as

Ṽ (pk) =

s(1− δ)
∫ pk

p1

χ(p′)φ(p′)dL(p′)

u+ s(1− δ)
(
L(pk)− L(pE)

)

=

s(1− δ)
k∑
i=2

∫ pi

pi−1

χ(p′)φ(p′)dL(p′)

u+ s(1− δ)
(
L(pk)− L(pE)

)

≈
s(1− δ)

k∑
i=2

χ(pi−1)φ(pi−1)

∫ pi

pi−1

dL(p′)

u+ s(1− δ)
(
L(pk)− L(pE)

) ,

where the last integral in the approximation is simply the fraction of work-

ers employed at firms in the interval between pi−1 and pi.
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Algorithm stationary equilibrium. Given this discretization, I iterate

on the following steps:

1. Guess initial values for φ and L on the grid for idiosyncratic pro-

ductivity. In line with the RME result, I start with some increasing

function for the net surplus. In practice, I set L = 0 (all workers

initially unemployed) as a first step.

2. Conditional on values for φ and L, the agents’ optimal policies can

be computed. For example, the activity threshold, pE, is the point

at which φ becomes positive. The optimal contract can be computed

from (1.25).

3. The net surplus equation and the law of motion for employment

shares imply new values for φ and L on the grid. Note that the net

surplus equation gives an update for φ in the previous period, while

that for the employment mass yields next period’s employment for

each productivity level. But this does not matter since the algorithm

solves for a stationary equilibrium.

4. The final step consists in computing the Euclidean norm to check the

convergence of L and φ. If this is the case, the pair (φ, L) represents

a stationary equilibrium. Otherwise, go back to point 2 with the

updated values until convergence.

1.C.2 Estimation

The parameters are calibrated by targeting the moments listed in Table 1.2.

In practice, I minimize the distance between the model generated moments

and their empirical counterpart using the following objective function

(mdata −mmodel(θ))
ᵀ Λ (mdata −mmodel(θ))

where θ denotes the parameter vector, mdata the vector of data moments,

and mmodel(θ) the corresponding model generated vector of moments. Each

moment is rescaled by the inverse of the square of its empirical value: Λ =

diag(1/m2
data). Figure 1.17 further shows slices of the objective function

around the estimated parameter values.
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Figure 1.17: Slices of objective function for each parameter. Vertical
dotted line denotes estimated parameter value.

1.C.3 Aggregate shocks solution

As explained in the main text, the simulation algorithm in the presence

of aggregate shocks relies on two approximations. First, the measure of

employment at firms of different productivity is summarized by a set of

(un-centered) moments and the unemployment rate:

ut = 1−
∫ p

p

dLt(p)

m1
t =

∫ p

p

ln pdL̄t(p)

m2
t =

∫ p

p

(ln p)2dL̄t(p)

. . . (1.26)

where L̄t denotes the cumulative density associated with the cumulative

measure of workers on p, L̄t(p) = Lt(p)∫
dLt(p)

. I report some robustness checks

on the number of moments included in the approximation in Appendix

1.C.4.

Second I parameterize the value functions for the firm-worker surplus,

St, and the unemployed worker, Ut, with a polynomial. I choose to pa-
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rameterize these value functions separately instead of the net surplus since

they are positive by definition, so they can expressed in log-deviation from

steady-state.

Because preserving the monotonicity of St (especially around the entry

threshold) is central to the procedure, I use a separate polynomial for each

productivity node pi. The value functions are approximated outside of

steady-state as

lnS(pi, ωt, Lt)− lnS(pi) ≈ S̃(p, ωt, m̃t; θpi) pi ∈ {p1, ..., pNp}

and

lnU(ωt, Lt)− lnU ≈ Ũ(ωt, m̃t; θU)

where m̃t denotes the vector of moments in (1.26) in log-deviation from

steady-state, while S and U are the firm and worker surplus and value of

unemployment at the steady-state.

The algorithm then solves for the coefficients by iterating on the four

following steps:

1. Draw a sequence of aggregate productivity shocks and guess an initial

value for the coefficients of S̃ and Ũ . I initialize them at zero in

practice.

2. Simulate the measure of employment forward, starting from the sta-

tionary solution. Conditional on the current value of θ, agents make

optimal hiring and contract offer decisions given the current states,

which induces a law of motion for employment at each productivity

level. The simulated measure of workers is approximated by a set of

moments as described above.

3. Update S̃ and Ũ , conditional on the simulation of Lt obtained in the

previous step. This requires to take an expectation over future real-

izations of the aggregate shock. The aggregate shocks is discretized

using Tauchen procedure with Nω = 19 nodes in practice.

4. Run a regression of S̃ and Ũ on the state variables to update the

coefficients. Go back to step 2 and iterate until convergence.

I find the coefficients by running separate regressions for the firm-worker

surplus at each p-node on the variables in the state-space. I omit the con-

stant, thus imposing that the steady-state holds exactly at each node. Since



86 CHAPTER 1. FIRM DYNAMICS AND RANDOM SEARCH

these regressors are sometimes close to collinear, I make the procedure more

robust by using ridge regression to regularize the problem. For instance,

the coefficients for the unemployed worker’s value function are found by

solving

min
θU

∑
t

(lnUt − lnU − Ũ(ωt, m̃t; θU))2 + ζ
∑
i

θ2
Ui

where θUi
denotes individual elements of θU , ζ > 0 is the associated regu-

larization parameter, and I assume

Ũ(ωt, m̃t; θU) =

(lnωt − 0) θωU +
(
lnu1

t − ln ū1
)
θuU +

Nm∑
k=1

(
lnmk

t − ln m̄k
)
θmk
U ,

with Nm the number of moments of L̄t included in the approximation.

The regularization parameter, ζ > 0, ensures that the matrix of regres-

sors is invertible by adding to it a ζ-diagonal matrix. I finally allow for less

than full updating by appropriately dampening the obtained coefficients. I

proceed similarly for each polynomial of the firm-worker surplus. Note that

with these parametric assumptions, the coefficients {θU , θp1 , . . . , θpNp
} are

elasticities, which gives some intuition about the appropriate convergence

condition.

1.C.4 Importance of higher order moments

To assess the sensitivity of this solution method to the number of moments

used in approximating Lt, I perform the following test. I incrementally

introduce up to Nm = 9 moments to summarize Lt, and solve the model

using the same sequence of aggregate shocks each time. I can then compute

a solution for S̃k(p, ωt, m̃t; θpi) and Ũk(ωt, m̃t; θU) along the same sequence

of aggregate shocks, where k = 1, . . . , Nm indexes the number of moments

included in the approximation.

I proceed by defining the following measure of sensitivity of the global

solution to the inclusion of extra moments

∆k
t (p) :=

∣∣∣S̃kt (p)− S̃k−1
t (p)

∣∣∣ =
∣∣lnSkt (p)− lnSk−1

t (p)
∣∣

and similarly for Ũk
t . Figure 1.18a reports the average and maximum ∆k

t (p)

along the simulated sequence of shocks as more moments are included. This
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Figure 1.18: Robustness to number of moments included in approxima-
tion.

test suggests that at least up to the 4th moment should be included as there

is a pronounced change in sensitivity at this point, as shown by the large

spike in the picture. To check that this is not purely driven by outliers,

Figure 1.18b confirms this pattern by showing several percentiles of ∆k
t (p).

1.C.5 Accuracy tests

The accuracy of the procedure is assessed through the tests proposed in den

Haan (2010), adapted to the current setting. I compute the firm-worker

surplus, St(p) and unemployment value, Ut in two different ways. Given

a sequence of aggregate shocks {ωs}Ts=1, St(p) and Ut can be obtained ei-

ther using their respective approximation based on θp and θu, or computed

directly solving the model backward in time and explicitly taking an ex-

pectation over ωt+1 in each period.

Table 1.7 reports these statistics for an alternative sequence of shocks,

different to the one used to solve for the coefficients. I report the aver-

age and maximum absolute percent error between the approximation and

explicit solutions, i.e. 100(yapprox.
t − yexplicit

t ), taken at each point in time

and each node, where yapprox.
t denotes S̃(p, ωt, m̂t; θp) or Ũ(ωt, m̂t; θU) as

appropriate.

1.C.6 Non-linearities in shock size

Figure 1.19 shows the response in unemployment to several one-time neg-

ative productivity shocks of different magnitudes. It illustrates that there

are substantial non-linearities in the response of unemployment to aggre-

gate shocks. These non-linearities justify the need for a full solution of the

model with aggregate shocks, and not merely a transition experiment, since
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Absolute Error (in %)

Variable Mean Max

Value Functions
St 0.060 0.284
Ut 0.027 0.128

Moments Lt (mt)
ut 1.177 4.274
m1
t 0.048 0.358

m2
t 0.034 0.238

Table 1.7: Accuracy tests
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Figure 1.19: Unemployment increase in response to negative shocks of
different sizes. Series are normalized by the response to a one standard
deviation negative ωt-shock.

the uncertainty around aggregate shocks matters in determining macroe-

conomic outcomes.



Chapter 2

Self-employment and

Unemployment Risk

2.1 Introduction

A substantial literature aims at characterizing the optimal unemployment

insurance contract (e.g., Chetty, 2006; Acemoglu and Shimer, 1999; Shimer

and Werning, 2008). By comparison, the unemployment risks faced by the

self-employed have received scant attention, since, in practice, the group

is barred access to public unemployment insurance (UI) schemes in most

OECD economies.1 But is it clear that the self-employed face different

unemployment risks from traditional wage workers? Can they self-insure

against them? And if not, could opening unemployment insurance to the

group potentially improve welfare? Guided by evidence from US data, this

paper describes a job search model with workers in both paid- and self-

employment, who all face the risk of becoming unemployed. I then lever-

age this framework to assess the welfare effects of opening unemployment

benefits to the self-employed.

In the model, risk-averse workers search both for traditional wage jobs

and business opportunities. They are allowed to privately save and bor-

row, and they can use these savings to smooth their consumption in the

event of a shock. The trade-off highlighted in the UI literature between the

insurance value of unemployment benefits and how workers adjust their

search behavior in response is still at play here, but the distinction be-

1Among these countries, a handful offer some form of public unemployment insur-
ance for some subgroups of independent workers, such as artists and writers in Germany.
These schemes are reviewed in details in OECD (2018a). In terms of private unemploy-
ment insurance, anecdotal evidence suggests that when a private UI market does exist,
the self-employed cannot buy these policies.

89
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tween involuntary layoffs and voluntary quits, central to UI systems in

most advanced economies, does not readily translate to the self-employed.

Since it is difficult to argue that business shutdown is due to circumstances

strictly beyond the owner’s control, this paper studies UI policies in which

the planner cannot distinguish between voluntary and involuntary unem-

ployment for the self-employed. I use the calibrated model to compute

the insurance value of extending to the self-employed a mandatory public

UI scheme with a fifty percent replacement rate. My preliminary results

suggest that this system yields positive gains for the self-employed who

become unemployed, of the order of a one-time $9,000 payment.

The model also allows for substantial worker heterogeneity to capture

the large differences in ability underlying earnings data. To discipline this

heterogeneity, I follow Manresa et al. (2017) and Bonhomme et al. (2019a)

in using a clustering algorithm to discretize the earnings potential of work-

ers in a first, pre-estimation, step. I use a k-means algorithm to partition

workers in ability groups based on their observed labor earnings. Besides

improving the fit of the model to the data, such a partition allows to decom-

pose the response of different groups of workers to extending UI benefits

to the self-employed. As an example, my preliminary results point to the

insurance value of the policy being largest for high earners.

Another contribution of this paper is to offer empirical evidence on the

unemployment risks faced by the self-employed. Self-employment repre-

sents a sizable share of total employment in advanced economies. In the

United States, where my data are drawn from, more than one employed

worker in ten was self-employed between 2008 and 2014. I further document

in the Survey of Income and Program Participation (SIPP) the existence

of substantial transitions between labor forms, as well as in and out of un-

employment. For instance, the chance for self-employed (paid-employed)

workers to find themselves unemployed the next month is .6 (1.2) percent

on average. The formerly self-employed do not exit unemployment signifi-

cantly faster than the previously paid-employed. Conditional on becoming

unemployed, the group of self-employed workers also have less liquid assets

to self-insure. To the best of my knowledge, these empirical patterns have

not been documented elsewhere.

From a policy perspective, lastly, this paper provides a framework to

evaluate the welfare effects of extending a central feature of the social

safety net to the self-employed. This is relevant for policy in at least two

dimensions. First, as noted above, almost all OECD countries exclude the

self-employed from UI public schemes. While there are clear moral hazard
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concerns specific to this labor form, they need to be quantified and balanced

with the potential insurance value of UI to these workers. Second, the rise

of alternative work arrangements with the emergence of labor platform

companies – firms that match workers to customers without being bound

to them by a traditional labor contract – also brings about a series of

questions regarding the exact status of these workers and their treatment

by the welfare state. It is difficult at this stage to evaluate the prevalence

of these arrangements in the data, not to mention forecasting their growth

over the next decade. But my framework does make progress in quantifying

the trade-offs to extending UI rights to labor market participants beyond

traditional wage workers.

Related literature. Recent work on the welfare effects of UI benefits

falls into two main categories. Following Chetty (2006), numerous studies

have characterized optimal UI benefits in terms of sufficient statistics, a

reduced number of elasticities, which can be computed independently from

a model’s primitives (see Kolsrud et al., 2015, for a recent example). Using

this approach, Chetty (2008) further makes the point that the response to

changes in UI benefits also goes through a liquidity channel on top of the

moral hazard channel generally put forward in the literature. My paper

directly builds on this finding and explicitly models a self-insurance motive.

The second strand of this literature studies the welfare effects of UI by

specifying a full structural model. Acemoglu and Shimer (1999) show that

workers search for better-paying jobs with higher UI benefits in a model

with directed search. Hansen and Imrohoroglu (1992) find that, in the

presence of moral hazard, the optimal level of UI benefits is close to zero

in an economy with liquidity accumulation and risk-averse agents. Krusell

et al. (2010) integrate consumption-saving choices into a search framework

and show how UI benefits stifles job creation, as it increases workers’ outside

option.

This paper takes a structural approach to analyze the liquidity-moral

hazard trade-off highlighted by Chetty (2008) for the self-employed. Be-

cause most advanced economies limit UI public schemes to wage workers,

exogenous policy variation affecting the group is not readily available. In-

stead, this study takes a stand on the primitives underlying the sufficient

statistics approach, which allows to directly derive the agents’ responses

to a change in policy. While misspecification remains a concern, the cali-

brated model replicates a large number of moments that directly relate to

workers’ choice of labor form.
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This study also contributes to the literature on the determinant of self-

employment. Hamilton (2000) shows that opening a business is not a guar-

antee of higher income. Humphries (2018) and Catherine (2017) develop

life cycle models of the decision to move across labor forms. They focus on

the impact of policies to promote entrepreneurial entry, emphasizing the

importance of heterogeneous skill accumulation (Humphries, 2018) and the

option value of paid-employment (Catherine, 2017) in properly accounting

for workers’ choice of labor form over their life cycle. My paper is comple-

mentary to these studies in the sense that it centers on a specific aspect of

the self-employed’s working life: unemployment spells. It stresses policies

aimed at providing insurance during these episodes.

Finally, my framework combines two aspects of the recent search litera-

ture. First, a series of models have relaxed the assumption that workers are

risk-neutral (for example, Shi, 2009; Lamadon, n.d.); a subset of these mod-

els further allows workers to privately save (Chaumont and Shi, 2017; Lise,

2013). Second, several papers develop models of a segmented labor market,

such as an informal and formal sector (Meghir et al., 2015), public versus

private employment (Bradley et al., 2017), or paid- and self-employment

(Visschers et al., 2014; Bradley, 2016). The model described in this paper

features both a two-ladder structure, to capture workers’ outside options

as they move across labor market states, and risk-aversion, to let them

self-insure against labor market shocks.

Outline. The next section documents to which extent the self-employed

are exposed to unemployment risks in the Survey of Income and Program

Participation (SIPP). Section 2.3 describes the model. Section 2.4 details

the procedure to discretize worker heterogeneity. Section 2.5 shows the

model fit, and Section 2.6 analyzes the effects of extending UI benefits to

the self-employed.

2.2 Self-employment and unemployment in

the data

This section provides empirical evidence on the exposure of the self-employed

to labor market risks in the Survey of Income and Program Participation

(SIPP).2 Because the term “self-employed” covers a variety of situations in

2The data can be obtained from the Census Bureau’s website: https://www.census.
gov/programs-surveys/sipp/

https://www.census.gov/programs-surveys/sipp/
https://www.census.gov/programs-surveys/sipp/
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paid-employed self-employed

age 43.05 46.53

woman 0.437 0.266

married 0.568 0.627

not white 0.198 0.149

college graduate 0.569 0.574

post-graduate 0.130 0.161

Table 2.1: Summary statistics by labor form for the selected sample.

the labor market, I start with a brief description of the group in the SIPP.

I then proceed with a comparison of the paid- and self-employed in terms

of their exposure to unemployment risk.

2.2.1 The self-employed in the SIPP data

The sample is restricted to the individuals with the largest labor earnings in

each household over the duration of the survey. These workers are assigned

to one of three labor market states depending on their primary source of

labor income over the duration of each job or business: paid-employed (P ),

self-employed (S), or unemployed (U).3

Table 2.1 provides some basic demographic information on the two groups.

It shows that the self-employed are slightly more likely to be older men,

married, and not to belong to a minority. Figure 2.1 further compares

these groups in terms of labor income. Though there is more heterogeneity

among the self-employed, in particular with more mass at the top, there

is no marked difference between them (the median income is about the

same for both labor form).4 Figure 2.1 also gives the share of total labor

earnings the assigned job or business accounts for. It shows that despite

some evidence of these workers having an auxiliary source of labor income,

most of them have a clear main activity irrespective of their choice of labor

form.

3Appendix 2.A provides a complete description of the SIPP and the procedure to
ascribe workers to each labor market state.

4Appendix Table 2.11 further shows this breakdown for income growth.
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Figure 2.1: Characteristics of the self-employed in the SIPP
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Orig./Dest. P S U

P 0.014 0.001 0.012
S 0.010 0.005 0.006
U 0.150 0.010

Table 2.2: Monthly transition rates in the SIPP (2008-2013). Transition
matrix between the three labor states identified in the SIPP data. “PP”
and “SS” denote job-to-job and business-to-business transitions respec-
tively. Rows do not sum to one by construction: the

The information available in the SIPP is also consistent with the view

that entrepreneurs—defined as business owners aiming to grow by intro-

ducing new products or processes—account for a small fraction of the self-

employed.5 The distribution of business wealth, displayed in the bottom

left panel of Figure 2.1, suggests that most business owners run mildly

capital-intensive operations (the median reported business equity is about

7,000 dollars for continuing businesses, 2,000 dollars for business owners

ending up in unemployment). Taken together, only 55 percent of all busi-

nesses are incorporated and only 5 percent ever had more than 25 employees

at any point since their creation.

Table 2.2 displays monthly transition rates across labor states in the

SIPP. The data come with job and business identifiers, so job-to-job (PP )

and business-to-business (SS) transitions can be computed. The table

shows that paid- and self-employment, as defined by a person’s main source

of earnings, are connected labor forms. There is, for example, a one percent

chance that a worker in self-employment will end up in paid-employment

the next month. Any policy that affects the value of self-employment should

therefore take into account the potential for workers to change labor form.

2.2.2 Unemployment risk

Table 2.2 also shows that workers in both paid- and self-employment are

exposed to unemployment risk. 1.2 percent of workers in paid-employment

end up in unemployment each month on average; the figure is .6 percent

for workers in self-employment. Here I briefly describe how they differ in

terms of their ability to self-insure.6

5Hurst and Pugsley (2011) find that most new business owners do not intend to grow
or bring new products to the market.

6Appendix Table 2.11 also suggests that the capacity of these households to access
basic consumer credit markets is not overly restricted by the main earner’s labor form
status. The distribution of “Insecured Debt” shows that the self-employed are able to
accumulate at least as much unsecured debt.



96 CHAPTER 2. SELF-EMPLOYMENT AND UNEMPLOYMENT

Figure 2.2: Exposure to labor market risks by previous employment type.
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The level of liquid wealth workers can draw on to smooth consumption

over an unemployment spell is a first key dimension of self-insurance to

unemployment risks. I follow Chetty (2008) in defining a class of liquid

assets that individuals can easily access to smooth consumption in the

event of job loss or business termination. Net liquid wealth is defined

as net worth minus home, vehicle, and business equity at the household

level. I use the last reported measure of wealth at or before the start of the

spell. Figure 2.2, left panel, displays the interquartile range for unemployed

workers’ net liquid assets, broken down by their previous labor form. It

shows that workers previously in self-employment who find themselves in

unemployment have markedly lower liquid assets.

Another way for workers to self-insure is to adjust their search strat-

egy, hence reducing the length of their unemployment spell. Figure 2.2,

right panel, plots the survival curve in unemployment for each type of

worker.7 Workers previously in self-employment appear to exit unemploy-

ment slightly sooner.8 I confirm this finding in a series of proportional

hazard models. Table 2.3 tests the association between a worker’s exit

rate from unemployment, her previous employment status and a battery

of additional controls. It shows in particular that this pattern of earlier

exit is robust to controlling for standard demographics, as well as previous

industry and occupation effects.

To sum up, the empirical evidence outlined here points to the self-

employed—defined as workers deriving their primary income from a business—

7I restrict the sample to workers with at least thirteen weeks of employment history.
I also truncate the spells after fifty weeks.

8A Wilcoxon test of equality gives p = .13, implying no rejection at the 10 percent
level.
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(1) (2) (3) (4)

self-employed 0.117∗∗ 0.126∗∗ 0.113∗∗ 0.111∗∗

(0.0359) (0.0393) (0.0420) (0.0426)

non-white -0.130∗∗∗ -0.131∗∗∗ -0.135∗∗∗ -0.132∗∗∗

(0.0271) (0.0309) (0.0307) (0.0309)

woman -0.0661∗∗∗ -0.0278 -0.0769∗∗∗ -0.0427∗∗

(0.0181) (0.0173) (0.0167) (0.0161)

married 0.138∗∗∗ 0.126∗∗∗ 0.131∗∗∗ 0.126∗∗∗

(0.0250) (0.0261) (0.0253) (0.0253)

age controls Yes Yes Yes Yes

education controls Yes Yes Yes Yes

year Yes Yes Yes Yes

state Yes Yes Yes Yes

occupation No Yes No Yes

industry No No Yes Yes

Observations 13113 11774 11774 11774

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Table 2.3: Proportional Hazard models for unemployment duration. All
labor force variables (labor form, industry, occupation) refer to the worker’s
previous employment spell. Occupation and industry are missing for some
spells.



98 CHAPTER 2. SELF-EMPLOYMENT AND UNEMPLOYMENT

not being exceedingly different from traditional wage workers. First, they

have a main source of earnings that makes up for most of their labor income.

Second, most businesses are relatively small and do not drive large differ-

ences in household wealth. Third, there exists substantial transitions across

labor market states, including business owners becoming unemployed.

2.3 A search model with self-employment

and savings

Based on the empirical evidence outlined in Section 2.2, I construct a

random search model with asset accumulation to jointly capture i) work-

ers’ transitions between paid-employment, self-employment, and unemploy-

ment; ii) a self-insurance motive. The model builds on Lise (2013) to in-

corporate a self-employment ladder on top of the traditional wage ladder.9

2.3.1 Environment

Time is discrete. The labor force is represented by a continuum of working

age individuals with measure one. Workers are risk-averse, discount the

future at rate β < 1, and are allowed to borrow and save using a risk-free

asset, a ≥ a, with exogenous rate of return r. Their per-period utility of

consumption c > 0 is given by utility function u.10

Workers can be in one of four labor market states: paid-employment

(P ), self-employment (S), unemployed on UI benefits (B), or unemployed

not eligible to benefits (U). Workers can search in either sectors both

when they are employed and unemployed. In the baseline model, workers

in unemployment are eligible to UI benefits only if they were previously

employed by a firm. Self-employed workers terminating their business are

not eligible to such transfers.

Search is random. Workers differ in terms of their earnings potential in

the labor market. I index worker heterogeneity by k = 1, ..., K. This het-

erogeneity conditions the distribution of labor income from which workers

draw when searching. There is a chance that workers will receive an offer in

each period. In this event, they draw from the corresponding labor income

distributions, F P
k or F S

k , respectively for worker of type k drawing a wage or

9See also Visschers et al. (2014) for a search model with transitions between paid- and
self-employment in a directed search framework. Other search models with two separate
ladders include Meghir et al. (2015) (formal vs informal employment) and Bradley et
al. (2017) (private vs public employment).

10u : R∗+ → R is assumed to satisfy u′ > 0, u′′ < 0, and limc→0 u
′(c) =∞.
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a “self-employment income”. This last distribution is the self-employment

counterpart to the wage offer distribution in the standard McCall model

(McCall, 1970). There is no recall of past offers. Workers are always free

to leave their current job or business. In addition, jobs and businesses are

exogenously destroyed with probability δP and δS.

2.3.2 Timing

Each period can be decomposed into two main stages:

1. Separation and search stage. Workers in employment, both in paid-

and self-employment, can choose to quit their job or shut down their

business. If not, they are hit by an exogenous separation shock

with respective probability δs, s ∈ {P, S}. Workers not separated,

as well as those previously in unemployment sample job offer and

self-employment ideas with probabilities λsP and λsS respectively,

where s ∈ {U, S, P}. These probabilities are assumed to be mutually

exclusive, so that, conditional on searching, workers get at most one

labor income draw in each period, either from F P
k or F S

k .

2. Consumption and savings stage. Labor income accrues to employed

workers. UI benefits get paid to the eligible fraction of unemployed

workers. Agents then choose consumption c and next period’s assets

a′.

2.3.3 Worker’s problem

Notations. Let Rs
k(a, y) be the present value of being in state s with

net liquid wealth holdings a and labor income y for a worker of type k at

the start of the search stage. Similarly, let V s
k (a, y) stand for the worker’s

present value at the start of the consumption and savings stage. I denote

the value of getting a draw from paid- or self-employment as

µss
′

k (a, y) :=

∫
max

{
V s′

k (a, ỹ)− V s
k (a, y), 0

}
dF s′

k (ỹ)

where s is the person’s current state and s′ ∈ P, S. Finally let ρss
′

k denote

the reservation income functions, which condition workers’ change of jobs

or businesses. These are implicitly defined as V s′

k (a, ρss
′

k (a, y)) = V s
k (a, y),

the income draw that makes them indifferent between their current labor

state s and a draw in labor form s′. (For a draw within the same labor
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form, the reservation income is simply the person’s current labor income

irrespective of her asset holdings.)

Paid- and Self-employment. The problem faced by workers in paid-

and self- employment are similar except for the probability to see the job

or business discontinued and the chance to sample from the respective dis-

tributions. For example the value of being self-employed at the beginning

of the search stage writes

RS
k (a, y) = max

{
V U(a),

δSV
U(a) + (1− δS)

[
V S
k (a, y) + λSPµ

SP
k (a, y) + λSSµ

SS
k (a, y)

]}
, (2.1)

with the first term in the max operator denoting the option to shut down

one’s business and become unemployed and the second giving the value of

searching. Again, in the baseline model, the self-employed cannot collect

UI benefits when becoming unemployed. This is in contrast with workers

in paid-employment, who solve

RP
k (a, w) = max

{
V U(a),

δPV
B(a, w) + (1− δP )

[
V P
k (a, w) + λPPµ

PP
k (a, w) + λPSµ

PS
k (a, w)

]}
.

(2.2)

Just like in the actual UI system in the US, voluntary quits (the first term

in the max operator) do not give rights to unemployment compensation.

Displaced workers (an event occurring with probability δP in the model),

on the other hand, are entitled to benefit payments in proportion to their

last wage.

At the consumption and savings stage, an employed worker chooses con-

sumption, c, and next period’s assets, ã, subject to her budget constraint,

which yields

V s
k (a, y) = max

c,ã

{
u(c) + βRs

k(ã, y)

}
s.t c+

ã

1 + r
= y + a+ yHHk (2.3)

ã ≥ a.
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The yHHk term in the budget constraint denotes additional sources of in-

come, which originate either from i) other earners in the household, or ii)

welfare payments other than unemployment benefits.

Unemployment. To avoid keeping track of unemployment duration when

workers become eligible to benefits, I assume that UI payments come as a

one-time transfer upon separation.11 When hit by a δP -shock, workers get

UI payments UI(w). Their present value at the consumption stage is then

given by

V B
k (a, w) = max

c,ã

{
u(c) + βRU

k (ã)

}
s.t c+

ã

1 + r
= UIP (w) + a+ yHHk (2.4)

ã ≥ a.

At the search stage, the value of being unemployed then simply writes

RU
k (a) = λUPµ

UP
k (a) + λUSµ

US
k (a), (2.5)

where when drawing a potential labor income, workers’ outside option is

V U
k (a), the counterpart to (2.4) in the absence of unemployment insurance

payments.

2.3.4 Stationary Equilibrium

Taken together, optimal savings decisions and the reservation incomes

across the different states imply a stationary distribution of workers over

labor force states (U ,B, S, P ), labor income (y, w), and net liquid wealth

(a). I denote these distributions Γk in what follows, where k indexes worker

types. Based on Γk a number of statistics with a direct counterpart in the

data can be computed, such as transition rates across labor market states

and wealth/income distributions.

Formally, for k ∈ {1, ..., K} and ∀s ∈ {U,B, P, S}, a stationary equi-

librium is a set of value functions V s
k and Rs

k, policy functions âsk, ĉ
s
k,

reservation labor income functions ρsPk and ρsSk and a distribution Γ∗k, such

that

1. V s
k and Rs

k are defined by equations (2.1)-(2.5);

11This could be extended to spread out benefits over T periods by defining values
V B1 , ..., V BT for workers eligible to benefits.
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2. The asset and consumption choices, âsk and ĉsk, solve equations (2.3)

and (2.4). The reservation wage functions ρss
′

k are defined by the

solutions to µss
′

k in equations (2.1), (2.2), and (2.5);

3. Finally define Qk : Γk 7→ Γ′k, where Γ′k is the distribution of workers

in the next period, the operator mapping the current distribution of

workers to the future one. This operator arises from workers’ opti-

mal choices and the transition parameters. The associated stationary

distribution of workers is such that Γ∗k = Qk ◦ Γ∗k.

2.4 Unobserved heterogeneity in worker abil-

ity

To discipline worker heterogeneity in earnings potential, I rely on tools

from machine learning to classify workers in a first step. The model is then

solved in a second step, conditional on this discretization. This section

starts by describing the classification procedure used, before turning to the

details of its implementation in the SIPP data.

2.4.1 Using k-means to classify workers

Following Manresa et al. (2017) and Bonhomme et al. (2019a), I use a

k-means algorithm to classify workers in ability groups, or labor earnings

potential, in the SIPP data. This procedure is a standard clustering method

that finds the best partition of the data according to the following objective

function

arg min
h̃,k1,...,kN

N∑
i=1

∥∥∥ĥi − h̃(ki)
∥∥∥2

, (2.6)

where, using their notation, N is sample size, ki ∈ {1, ..., K} are partitions

of {1, ..., N} with 1 < K ≤ N , ĥi is a vector of features used for classi-

fication, and h̃(ki) is the corresponding vector of features for group k to

which i is assigned. Each element in h̃(ki) is computed by averaging over

the members of the group. The solution to Equation (2.6) then assigns

a cluster to each i such that the squared Euclidean distance between i’s

vector of characteristics and the average of these characteristics in i’s group

is minimized.12

12Standard algorithms to efficiently solve this global minimization problem are avail-
able in standard packages. In practice, I use the implementation of the “Hartigan-Wong”
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The logic behind this classification step is closest to that described in

Bonhomme et al. (2019a). These authors first cluster firms based on their

empirical distribution of earnings amongst employed workers, before us-

ing the resulting classes in a series of mixture models. The estimated

partition then captures both observed and unobserved firm heterogeneity.

In my framework, I rely on a similar partition of the data to discipline

workers’ earning potential, which in the model translates into class-specific

distributions of employment opportunities in paid-employment F P
k and self-

employment F S
k , where k indexes worker type. This set of distributions can

be seen as the equivalent to the firm-class fixed effects in Bonhomme et al.

(2019a); they similarly capture heterogeneity in labor earning potentials

that can be correlated with both observed and unobserved characteristics.

2.4.2 Ability groups in the SIPP data

To implement this classification step in practice, one needs to choose the

number of classes (K) and the vector of features ĥi on which the classi-

fication operates. I tentatively set K = 5, which offers a good trade-off

between capturing a reasonable degree of heterogeneity in worker type and

computation time.13 The vector of features ĥi includes first a measure of

labor market attachment

L̂MAi =
1

Ti

∑
t

1{Uit = 1}

where Ti is the number of months the individual spends in the panel (typ-

ically about five years in the SIPP 2008 panel) and Uit = 1 if she is unem-

ployed in period t. Its second key component is the empirical CDF of labor

market earnings, irrespective of whether this income comes from paid- or

self-employment,

ÊCDF i(yp) =
1

Ti −
∑

t 1{Uit = 1}
∑
t

1{yit ≤ yp}

with yit denoting labor income for i in period t. I compute this empirical

CDF for twenty quantiles of the empirical distribution of labor earnings in

the sample.

These variables were chosen as they directly relate to the distribution of

earning draws, F P
k and F S

k , in the model. The resulting estimated clusters

algorithm in the base R function “kmeans”.
13Figure 2.7 shows how the total within sum of square changes with the number of

clusters. Improvements in fit appear to flatten out after about five-six clusters.
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Figure 2.3: Worker labor earnings classification in the SIPP data
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Notes: The figure depicts the estimated clusters (“centers”) obtained when classifying
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for labor market attachment (left) and the empirical CDF of labor market

earnings (right) are shown in Figure 2.3. It suggests that a clear partition

exists, where low earners also have a weaker labor market attachment.

2.5 Calibration

2.5.1 Functional forms

I first assume that utility is given by a standard CRRA specification u(c) =

(1 − σ)−1c1−σ. I set the risk-aversion parameter σ to two throughout, a

standard value in the literature (Lise, 2013; Saporta-Eksten, 2014).

The labor income initial draws, which capture unobserved worker het-

erogeneity, are assumed to follow a truncated Pareto distribution. This as-

sumption gives the following set of parameters to be calibrated {ys
k
, ysk, α

s
k}

for each worker type k ∈ {1, ..., K} and labor form s ∈ {P, S}. The first

two elements denote the bounds of the support of the distribution, while

αsk is its shape parameter. I set the support of the distribution to lie be-

tween the 2nd and 98th percentile of the empirical income distribution in

the SIPP, for each class k ∈ {1, ..., K} and employment form s ∈ P, S. The

shape parameters are internally calibrated as described below.
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Table 2.4: Externally calibrated parameters

Parameter Description Value Target/Source

σ CRRA utility parameter 2 Standard

r risk-free rate (1 + .045)1/12 4.5% annual return
δp separation rate (paid-) 0.012 SIPP
δs termination rate (self-) 0.0058 SIPP

2.5.2 Baseline welfare system

The baseline welfare system in this economy is made of two key components.

As noted above, unemployment benefits UI(wlast) are modeled as a one-

time payment to avoid keeping track of unemployment duration in the

worker’s problem. Following Saporta-Eksten (2014), I further approximate

the unemployment insurance system currently in place in the United States

as

UIP (wlast) = .5 ∗ present value of last w over 6 months

since most workers are eligible to a 50% replacement rate for six months

when being laid-off.14

Besides, the auxiliary income in the household’s budget constraint also

captures some additional welfare payments to which the household may be

eligible. It is parameterized directly from the data, using total household

income including welfare payments. I set auxiliary income to the median

of that measure of household income within each worker class, when the

main earner is in unemployment, subtracting any reported unemployment

benefits.

2.5.3 Externally calibrated parameters

Several parameters are either calibrated externally based on commonly

accepted values in the literature or taken directly from the data. They are

listed in Table 2.4, which also reports the corresponding targets.

2.5.4 Internally calibrated parameters

Table 2.5 displays the seventeen remaining parameters that are calibrated

internally by minimizing the distance between a set of model simulated

14This formula is a very coarse approximation of the actual UI system, which varies by
State, has some employment duration requirements, and some ceiling for high earners.
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Table 2.5: Internally calibrated parameters

Parameter Value Description

λPP 0.093

λSS 0.200 λss′ is chance to sample from F s
′

k , when in state s
λSP 0.060 s: origin state

λPS 0.066 F s
′

k : labor income draw for worker of type k in state s′

λUP 0.151
λUS 0.072
β 0.995 Monthly discount factor
αP1 1.001
αS1 2.655
αP2 2.798
αS2 4.997 Income draw is parametrized as truncated Pareto(ys

k
,ysk,αsk)

αP3 2.304 ys
k
: p02 of income distribution for type k in state s

αS3 2.333 ysk: p98 of income distribution for type k in state s
αP4 1.431 αsk: shape parameter for type k in state s
αS4 2.264
αP5 1.071
αS5 2.912

moments and their empirical counterpart.15 These features of the data

are chosen to capture the self-employed’s exposure to labor market risk

(transitions in and out of unemployment) and their ability to self-insure

(net liquid assets and income distributions).

Table 2.6 and Figure 2.4 report the model fit to the targeted moments.

Table 2.6 displays the fit to workers’ transition rates across the three labor

forms. Figure 2.4 shows the net liquid asset (left column) and labor income

(right column) distributions in the model and the data. Overall, the model

fit is good. It can replicate the transition patterns observed in the SIPP

well. Regarding the asset and income distributions, the model does not

fully replicate the upper tail of the distribution of wealth and income for

individuals in employment (paid- or self-employed). The opposite is true

for the net liquid wealth distribution of workers in unemployment, with

slightly more workers near the top.

15Given a parameter vector θ, the objective function is

(mdata −mmodel(θ))
ᵀΛ(mdata −mmodel(θ))

with mdata the vector of data moments and mmodel(θ) the corresponding model gener-
ated vector of moments. Each moment is rescaled by the inverse of the square of its
empirical value: Λ = diag(1/m2

data).
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Figure 2.4: Fit to assets and income distributions
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Asset Distribution: Paid-Employed
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Notes: Model fit to assets and income distributions. The left column shows the share
of workers at the 10th, 25th, 50th, 75th and 90th percentiles of the net liquid assets
distribution in the model and the data. (The 10th percentile is .1 in the data by con-
struction.) The right column displays similar shares for the labor income distributions
of these workers in paid- and self-employment.
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Table 2.6: Model fit to monthly transitions

Model Data

UP rate 0.1409 0.1486
US rate 0.0097 0.0097
SP rate 0.0095 0.0096
SS rate 0.0054 0.0054
PS rate 0.0009 0.0009
PP rate 0.0146 0.0139
PU rate 0.0112 0.0116
SU rate 0.0058 0.0058

2.6 Unemployment insurance for the self-

employed

What are the welfare effects of extending benefit entitlements to the self-

employed? This section describes the impact of one set of policies: man-

dating unemployment insurance contributions in exchange for a one-time

payment in the event the person becomes unemployed. I use the calibrated

model to decompose welfare changes for each group of workers.

2.6.1 Baseline policy

I analyze the impact of introducing a UI system similar to the one in place

for workers in paid-employment in the model. This system is made of a

replacement rate, b, such that workers get

UIS(ylast) = b× present value of last y over 6 months

upon becoming unemployed and a mandatory rate of contribution, τ , ap-

plied to labor earnings for the self-employed.

τ is set to balance the policy within the group of self-employed

τ

∫
ydΓSτ,b(a, y) = (1− τ)

∫
UIS(y)dΓCτ,b(a, y) (2.7)

where Γsτ,b denotes the stationary distribution of workers over wealth a and

income y across types and in state s under self-employment UI policy (b, τ).

Labor market s = C stands for the group of self-employed who becomes

unemployed.

In this baseline case, I assume that there is full moral hazard pass-

through in the sense that the self-employed can choose to terminate their
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Worker class ($yHHk ) E(contributions) E(benefits) Ratio ben. to cont.

1208 3.7 6.2 1.69
1628 8.1 8.5 1.05
2068 5.9 5.3 0.89
2588 21.4 16.1 0.76
2879 13.4 10.9 0.81

Table 2.7: Expected contributions and benefits to the self-employment UI
scheme. Worker class is indicated by yHHk , the median household income
when the worker is in unemployment. E(contributions) and E(benefits)
show the expected ex-ante monthly contributions and benefits, not condi-
tioning on the person’s labor market status. Amounts in 2009 dollars.

activity. Going back to the value of self-employment at the beginning of

the search stage (2.2), this expression now reads

RS
k (a, y) = max

{
V C
k (a, y),

δSV
C(a, y) + (1− δS)

[
V S
k (a, y) + λSPµ

SP
k (a, y) + λSSµ

SS
k (a, y)

]}
,

where V C
k is the value of becoming unemployed when benefits are paid out.

There are then two ways for the self-employed to cash these benefits: either

by being hit by a δS-shock (involuntary) or by “choosing” unemployment

in the last expression (voluntary).

2.6.2 Equal treatment case: b=.5

I first center on the case where UI payments are brought in line with the

paid-employed. The replacement rate is set to b = .5 and the UI contribu-

tion rate τ satisfies the budget balance condition (2.7).

Table 2.7 displays ex-ante expected contributions and payments to the

self-employment UI scheme by worker type. It shows that the policy is

clearly redistributive: workers in higher income groups are net contributors

to the system.

To pin down the insurance value of introducing a UI scheme for the self-

employed, I compute two statistics. Following Krusell et al. (2010), I first

define the compensating variation in consumption as the constant ∆comp
b,τ
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$yHHk All workers s = S s = C
% ∆comp

b,τ ∆transfer
b,τ % ∆comp

b,τ ∆transfer
b,τ % ∆comp

b,τ ∆transfer
b,τ

1208 0.04 720 0.2 1350 0.4 2626
1628 0.13 1520 0.4 3972 0.9 6790
2068 0.07 1383 0.3 4889 0.8 9063
2588 0.01 695 0.2 4471 0.8 10589
2879 0.10 2517 0.5 10603 0.8 15426
all 0.07 1379 0.3 5138 0.8 9099

Table 2.8: Insurance value of the self-employment UI scheme by worker
type. See main text for the definitions of ∆comp

b,τ and ∆transfer
b,τ . Worker class

is indicated by yHHk , the median household income when the worker is in
unemployment. “All workers” columns give averages over all states in the
model; s = S is for workers in self-employment; s = C is for formerly
self-employed on benefits.

solving

Et

∞∑
t̃=0

β t̃u((1 + ∆comp
b,τ )ct+t̃) = Et

∞∑
t̃=0

β t̃u(ĉt+t̃),

where ĉ denotes the consumption path in the economy with the self-employment

UI scheme. I also report ∆transfer
b,τ as the cash transfer that makes the worker

indifferent between these two economies: V (a+ ∆transfer
b,τ ) = V̂ (a, y), where

V̂ is the present value of consumption in the economy with b = .5.

Table 2.8 displays these statistics by worker type, taking an uncondi-

tional average (left columns) and conditioning on the person’s current la-

bor market state. It suggests that the policy has a positive, if modest,

insurance value for all groups of workers. Focusing on the self-employed

who become unemployed (columns s = C), the liquidity value of being in

the economy with the UI scheme averages to about a one-time $9,000 cash

grant (or about a .9% increase in consumption).

2.6.3 Sensitivity to stochastic discount factor

The baseline interest rate is exogenously set to 4 percent a year in the cal-

ibration. The discount factor, β, is internally calibrated to try to match,

among other moments, the distribution of net liquid wealth found in the

data. In my baseline analysis, I obtain a large discount factor, which trans-

lates into a yearly subjective discount rate of ρ = 0.012. As a result, agents

are markedly more patient than the market in my analysis, and inclined to

accumulate precautionary savings.
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ρ = 0.012 (baseline) ρ = .025 ρ = .04

Earn. Cluster All s = S s = C All s = S s = C All s = S s = C

861 288 288 425 174 175 396 146 146 419
1772 708 708 917 454 457 841 385 388 880
3048 1702 1708 1928 1051 1059 1634 921 932 1663
5791 2752 2771 3280 1733 1749 2677 1435 1452 2567
All 1399 1405 1669 875 882 1418 744 753 1419

Table 2.9: Discount factor experiments. The numbers are the cash
grant (in $2009) required to make the agents indifferent between being
in the baseline economy instead of the economy with benefits for the self-
employed. Averages of these cash grants are reported for the worker types
in rows and the labor market states in columns.

In Table 2.9, I report the value of extending UI benefits to the self-

employed rates under several assumptions on the subjective discount rate:

the baseline calibration (annual discount rate ρ = 0.012), an intermediary

scenario (annual discount rate ρ = .025), and a scenario in which it is the

same as the market rate (annual discount rate r = ρ = .04). To measure

how different groups of agents value this public insurance policy, I again

compute the cash transfer, ∆transfer
b,τ , required to make the agents indifferent

between being in the baseline economy instead of the economy with benefits

for the self-employed. The table displays averages conditional on a worker’s

unobserved earnings type (rows) and their current labor market state s

(columns).

This exercise shows that the value of implementing the policy drops

sharply as the discount rate increases.16 Moving from the economy in the

baseline scenario of ρ = .012 to ρ = .04 implies a compensating cash grant

roughly cut in half. There is, however, a tension entailed by a higher ρ

for the group of workers currently on benefits and previously self-employed

(s = C). The compensating cash grant plateaus, or even increases de-

pending on the earnings cluster, as ρ increases. It reflects the lower level

of savings with a higher ρ, which bites particularly hard for households

at the bottom of the earnings distribution who have to terminate their

self-employment activity.

2.6.4 Optimal policies

It is also possible to derive the socially desirable policy (b∗, τ ∗) given some

social welfare function.17 In the model’s notations, the utilitarian welfare

16The numbers given in the baseline scenario differs from those reported in Table 2.8,
as they are obtained matching the data for the subsample of low-educated households.

17Optimal within the set of policies studied in this paper.
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Worker class ($yHHk ) replacement (b∗S) contribution (τ ∗S)

1208 0.90 0.106
1628 0.84 0.061
2068 0.44 0.043
2588 0.67 0.031
2879 0.77 0.030
all 0.80 0.052
equal treatment 0.50 0.013

Table 2.10: Optimal policies by worker type. The replacement rate (b∗)
and social contribution rate (τ ∗) are the solution to (2.8) for each class of
worker taken in isolation. Worker class is indicated by yHHk , the median
household income when the worker is in unemployment. “all” is the solution
to (2.8) for the whole economy. “equal treatment” is the case where b is
aligned with the paid-employed.

function for workers of type k writes

Ωk(b, τ) :=
∑
s

∫
V s
k (a, y)dΓsk(a, y),

the expected discounted utility of consumption for type k. Letting ωk be

the share of each worker type, aggregate social welfare is then given by

Ω(b, τ) :=
∑

k ωkΩk(b, τ). The utilitarian planner’s objective is then to

max
b,τ

Ω(b, τ) s.t. τ

∫
ydΓSτ,b(a, y) = (1− τ)

∫
UIS(y)dΓCτ,b(a, y). (2.8)

Table 2.10 displays optimal policies, defined as the solution to (2.8), for

all workers and for each class k taken separately. The goal of this last exper-

iment is to determine what the planner would do were she able to mandate

a different policy for each worker group. These results suggest that there

are some substantial trade-offs between the level of benefits offered and the

mandatory level of contributions to support the system. In particular, a

lower replacement rate is optimal for individuals with lower earnings po-

tential (first row), as social contributions would become prohibitively high

for larger values of b.

2.7 Conclusion

This paper investigates the labor market risks faced by workers in self-

employment. I use monthly panel data from the SIPP to show that, much

like regular wage workers, the self-employed go through unemployment
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spells. I also show that, prior to the start of these spells, a large portion

of these workers do not have substantial savings to self-insure, suggesting

that there are potential welfare gains in providing them with some form of

public insurance.

To evaluate the welfare implications of such policies, I proceed by set-

ting up a search model in which risk-averse workers move across three

labor market states (paid-employment, self-employment, and unemploy-

ment) and have the possibility to borrow and save to self-insure. I use the

model to analyze the welfare effects of extending a mandatory public insur-

ance scheme to this group. My preliminary results suggest modest welfare

gains from such a policy. They also point to the importance of properly

accounting for the vast dispersion in income amongst the self-employed in

assessing the welfare impacts of such policies.

Appendix 2.A Data

The main data source is the Survey of Income and Program Participation

(SIPP), a survey centered on how Americans use welfare programs.18 This

Appendix describes the sample selection and expands on the definition of

paid-employment and self-employment.

Sample selection. All data in this paper come from the 2008 panel. This

choice is guided by the greater consistency of job and business identifiers

and the more comprehensive definition of business income in this specific

panel.19 I further restrict the analysis to individuals aged at least 25 or at

most 65 across the survey. In each household, I only keep the main earner,

defined as the individual with the largest labor earnings across the survey

within each household and exclude workers who make transitions out of

the labor force (see below for definition). The aim of these restrictions is

to reduce the sample to the individuals most likely to be strongly attached

to the labor market. Taken together, these conditions yield a dataset of

24,451 individuals which are followed on average for 51 months.

Definition of labor force status in the SIPP. The SIPP contains

two key pieces of information to classify individuals as unemployed, paid-

18The data and corresponding documentation can be accessed from the Census Bu-
reau’s website: https://www.census.gov/programs-surveys/sipp/

19See the following link for details: https://www.census.gov/programs-surveys/

sipp/tech-documentation/user-notes/core_notes_2008-General-User-Note.

html.

https://www.census.gov/programs-surveys/sipp/
https://www.census.gov/programs-surveys/sipp/tech-documentation/user-notes/core_notes_2008-General-User-Note.html
https://www.census.gov/programs-surveys/sipp/tech-documentation/user-notes/core_notes_2008-General-User-Note.html
https://www.census.gov/programs-surveys/sipp/tech-documentation/user-notes/core_notes_2008-General-User-Note.html
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Figure 2.5: Benchmark of aggregates derived from the SIPP with the
corresponding Bureau of Labor Statistics series. The unemployment and
self-employment rates in the SIPP are based on the definitions of labor
force status given in the main text. Observations are weighted using the
provided cross-sectional weights.

, or self-employed: a week-by-week account of their employment status

(employed, on layoff, unemployed, non-participating) and information on

up to two jobs and two businesses (such as job/business identifier, wages,

profits).

Employed individuals are classified as paid- or self-employed on the basis

of the job or business for which they report the largest average earnings.

This is done on the basis of the job and business identifiers provided in

the survey, which are cleaned in a first step to be consistent with the start

and end date reported for each job or business.20 However, these variables

are generally only consistent for workers continuously in employment, so

this assignment procedure identifies a worker’s main activity within an

employment spell (see Fujita and Moscarini, 2017, Section II for details).

The SIPP reports three types of non-employment week-by-week: on

layoff, no job looking for work, no job not looking for work. To address po-

tential differences in reporting between previously paid- and self-employed

workers, I define as unemployment spells any non-employment spell of at

most fifty weeks if the worker looks for a job at least 50 percent of the time

or the spell ends up in employment over the duration of the survey.

Finally, I follow the convention in the Current Population Survey and

build a monthly panel of employment status for each individual based on

the second week (the first full week) in each month.

Appendix 2.B Additional tables and figures

20I am grateful to Fabien Postel-Vinay for sharing his code to clean these identifiers.
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Percentile

Labor market status Avg. p10 p25 p50 p75 p90

Labor earnings (monthly, $2009)
main earner never SE 3,944 1,341 2,093 3,296 5,033 7,328

some SE 4,284 857 1,634 3,065 5,539 9,406

other earners never SE 1,299 0 0 0 2,180 3,861
some SE 1,239 0 0 0 1,892 3,780

Wealth ($2009)
Net liquid wealth never SE 64,409 -12,572 -885 3,296 49,866 185,555

some SE 84,826 -16,248 -1,322 2,989 66,972 255,998

Illiquid wealth never SE 92,219 0 3,836 35,549 117,781 248,603
some SE 242,218 0 14,208 97,860 298,143 661,911

Unsecured debt never SE 9,434 0 0 1,472 8,887 23,983
some SE 12,930 0 0 1,404 9,834 27,660

Earnings growth
6-month never SE 0.096 -0.237 -0.019 -0.008 0.071 0.390

some SE 0.364 -0.523 -0.194 -0.008 0.256 1.155

12-month never SE 0.132 -0.268 -0.035 -0.012 0.126 0.498
some SE 0.465 -0.594 -0.248 -0.014 0.391 1.483

Table 2.11: Wealth and earnings: workers with at least some self-
employment vs workers never self-employed.
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Figure 2.6: Survival function by net liquid wealth quartile. Kaplan-
Meier estimates by net liquid wealth quartile and previous employment
status (paid- and self-). The digit in the top-right corner corresponds to
the individual’s household’s net liquid wealth at or before the start of the
unemployment spell.
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(1) (2) (3) (4)

self- x Q1 wealth 0.230∗ 0.187 0.204 0.193
(0.107) (0.108) (0.110) (0.107)

self- x Q2 wealth 0.0855 0.0424 0.0517 0.0398
(0.0928) (0.103) (0.100) (0.103)

self- x Q3 wealth 0.0337 0.0308 0.0304 0.0308
(0.121) (0.123) (0.126) (0.124)

self- x Q4 wealth 0.122 0.124 0.127 0.112
(0.0928) (0.0956) (0.0923) (0.0951)

non-white -0.134∗∗∗ -0.126∗∗∗ -0.128∗∗∗ -0.123∗∗∗

(0.0324) (0.0355) (0.0346) (0.0348)

woman -0.0550∗ -0.0705∗ -0.0110 -0.0271
(0.0254) (0.0280) (0.0259) (0.0286)

married 0.137∗∗∗ 0.128∗∗∗ 0.114∗∗ 0.115∗∗

(0.0373) (0.0374) (0.0374) (0.0373)

age controls Yes Yes Yes Yes

education controls Yes Yes Yes Yes

year Yes Yes Yes Yes

state Yes Yes Yes Yes

occupation No No Yes Yes

industry No Yes No Yes

Observations 7393 7090 7090 7090

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Table 2.12: Proportional Hazard models for unemployment duration. All
labor force variables (labor form, industry, occupation) refer to the worker’s
previous employment spell. Occupation and industry are missing for some
spells.
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Figure 2.7: Change in kmeans fit with number of clusters. The left panel
shows a measure of fit for k-means, the total within sum of squares, as the
number of clusters increases. The right panel shows the same figure with
the total sum of squares in logs.
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Chapter 3

Sorting in Knowledge

Production: Evidence from

Patent Data

3.1 Introduction

A large literature studies the determinants of knowledge production. This

literature has emphasized, for instance, the role of the accumulation of

team-specific human capital (Jaravel et al., 2018), the geographic concen-

tration of inventors and firms in “tech clusters” (Moretti, 2019), high-

quality interactions (Akcigit et al., 2018), or social dynamics in a field

dominated by a star scientist (Azoulay et al., 2019), in explaining the out-

put of researchers and inventors.

A common challenge in these empirical studies is to hold constant the

sorting of inventors in teams, research institutions, or regions based on

unobserved characteristics related to their ability. This is typically done

by centering on exogenous events reshuffling the inputs to knowledge pro-

duction, such as the death of a star scientist, or by controlling for a large

number of fixed-effects. Sorting, however, can also be seen as a a potential

determinant of knowledge production to be measured.

In this paper, I propose to quantify inventor sorting in patent data. I

focus on one dimension of this process: the association between the abil-

ity of inventors and the quality of the institutions—private corporations,

universities, public research institutes which I term “firms” for short in

what follows—at which they work. I translate econometric methods devel-

oped to measure sorting in matched employer-employee data sets to patent

data, using the panel dimension to recover the contribution of inventors,

119
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firms, and inventor-firm sorting to patent quality. My main finding is that

inventor-firm sorting is positive and makes up for on average five percent

of the total variance in inventor output found in patent data.

I use data on the universe of patents granted by the United States

Patent Trading Office between 1975 and 2009 consolidated as part of the

PatentsView project (USPTO, 2019). These data allow to track inventors,

their firms, and their locations over time. I construct measures of inven-

tor output based on the quality of their patents, which are defined as the

number of citations these patents receive, a well-established measure in the

literature (Hall et al., 2001). Because a salient feature of patent data is

that most inventors have very few patents, I focus on a sub-sample of top

inventors for whom the panel dimension is relevant, as they are repeatedly

observed patenting for extended periods of time.

Given this panel of top inventors, I fit a series of two-way fixed effects

models, following the approach introduced by Abowd et al. (1999) in their

study of French matched employer-employee data. This framework allows

to recover estimates of inventor and firm fixed effects and decompose in-

ventor output into three components: inventor heterogeneity, firm hetero-

geneity, and sorting. A concern with this estimation technique is that this

decomposition is potentially biased by the very low number of inventors

moving across firms. I show that clustering firms in a pre-estimation step

alleviates this concern by substantially increasing the number or movers

per firm cluster. Following Bonhomme et al. (2019b), I use a kmeans al-

gorithm to group firms prior to estimation based on the quality of their

patents.

My estimates suggest that there is positive sorting between inventors

and firms. As such this form of sorting represents another micro-level

mechanism contributing to knowledge production. Across periods, sorting

accounts for about five percent of the total variance in inventor output. The

correlation coefficient between inventor and firm effects ranges from .10 to

.24, a value in the upper middle range of those typically found in matched

employer-employee data. Finally, these estimates further point to inventor-

firm regional collocation—good inventors and good firms locating in the

same geographical areas—as a factor accounting for regional disparities in

inventor output.

Related literature. This paper relates to two main strands of litera-

ture. There is first a substantial literature embedding a stylized notion of

knowledge acquisition/diffusion in economic growth model to account for
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technological progress (Lucas, 1988; Aghion and Howitt, 1992; Eeckhout

and Jovanovic, 2002). All the papers cited at the start of the introduction

can be seen as investigating potential micro-level foundations for this pro-

cess of knowledge acquisition (Moretti, 2019; Jaravel et al., 2018; Azoulay

et al., 2019). Akcigit et al. (2018) makes this connection explicit by us-

ing patent level data from the European Patent Office to discipline the

knowledge creation process in a growth model. My paper investigates the

role of another micro-level mechanism underlying knowledge production by

documenting the prevalence of inventor-firm sorting.

Second, there is an active line of research using econometric models with

two-sided unobserved heterogeneity to investigate the determinant of wage

dispersion using matched employer-employee data. Following Abowd et

al. (1999), these models have been estimated on data from a number of

countries (see Card et al., 2018, for an overview), and they also have been

used to discipline job search models (Lopes de Melo, 2018). This paper is,

to the best of my knowledge, the first to leverage this framework to analyze

patent data.

Outline. Section 3.2 describes the data and sample selection. Section 3.3

outlines the econometric framework. Section 3.4 reports the results, and

Section 3.5 concludes.

3.2 Data

This study uses data from PatentsView, a project developed by the United

States Patent and Trademark Office (USPTO) to promote the use of their

data on granted patents (USPTO, 2019). PatentsView contains data on

the universe of patents granted by USPTO over the period 1976-2019.1 The

key advantage of these data is to thoroughly disambiguate the names of

inventors and make available the resulting inventor identifiers, thus allowing

to track inventors over the course of their career.

Disambiguation of inventor names. Since USPTO does not issue a

unique identifier for inventors the first time they are listed on a patent, there

is no direct way to track an inventor over time. Besides, due to homonyms

(two distinct patents listing “John Smith”) or to variations in the spelling

of an inventor’s name (“John Smith” vs “J. Smith”), identical or similar

1PatentsView also makes data on patent applications available for the period after
2001. Because of the way I define patent quality, I focus on granted patents.
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names across patents cannot be assumed to identify the same person. In

the PatentsView data, the names of inventors are disambiguated using a

Discriminative Hierarchical Coreference algorithm to yield unique inventor

identifiers (Monath and McCallum, 2015). This algorithm was chosen by

USPTO as it outperformed other algorithms in an open competition to

disambiguate inventor names in patent data. The accuracy of the resulting

inventor identifiers should therefore be higher than with alternative algo-

rithms proposed in the literature (Li et al., 2014; Morrison et al., 2017). I

take this disambiguation step and the resulting inventor identifiers as given

in what follows.

Definitions. I follow Akcigit et al. (2018) and Moretti (2019) in defining

the relevant inventor level concepts of time, output, geography, and “firm”.

These definitions are motivated by the need to capture the context of an

inventor’s work on the patented innovation, as this context is interpreted

as an input in patent production.

Time t is defined as the year when the inventor applied for the patent,

not when the patent is ultimately granted. The application year is likely

to be close to the time when the underlying work leading to the patent is

undertaken. There is, on average, a 2.6 year lag between the application

date and granting date.

An inventor’s output is measured by the quality of her patents. Patent

quality is defined as the number of forward citations from published patents,

potentially truncated, that a patent p receives. The quality of a patent is

then given by qp,t :=
∑t+τ

t′=t citationsp,t′ , where the time index refers to the

application date for both citing and cited patents. τ is the truncation date

for forward citations, which I set to five years in my baseline specifications

to avoid artificially inflating the quality of older patents, as those have

had more time to accumulate citations. I also experiment with measures

accounting for team size, by dividing qi,t by the number of inventors listed

on the patent, and for the state of technology by regressing these quality

measures on a set of year-technology category dummies.2

To define an inventor-level measure of output, I sum up the quality of

all patents on which an inventor is listed in a given time period. With my

baseline measure of quality, inventor i’s output in year t is then simply

the sum of all forward citations the patents she produces in year t receive:

yi,t :=
∑

p qp,t. The same definition of output can be readily extended to

2Technology classes are defined as the 38 subcategories in the NBER classification of
patents.
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alternative measures of patent quality.

Location is defined as the thinnest level (TL3) in the OECD’s territorial

level classification of regions (see OECD, 2018b, Annex A for details).3 In

the case of the US, this territorial level corresponds to the 179 Economic

Areas defined by the Bureau of Economic Analysis (BEA). For instance,

“Los Angeles-Long Beach-Riverside” and “San Diego-Carlsbad-San Mar-

cos” correspond to two distinct TL3 regions in that classification. I use the

modal location if an inventor lists several addresses on her patents within

a time period.

A “firm”, finally, is defined as the assignee of the patent. The assignee

is the legal owner of the patent, and can be an individual or an organi-

zation.4 The overwhelming majority—more than 99 percent—of patents

are owned by an organization. In addition, 98.3 percent of patents are

owned by a private entity, company or corporation, including private uni-

versities.5 I therefore use the term “firm” interchangeably with “assignee”

in the remainder of the paper and see these entities as an input in the

patent production function. This input potentially captures the intellec-

tual environment, processes, research amenities that these firms offer to

their inventors, though I do not attempt to characterize its nature further

for lack of data.

Sample selection. As detailed in the next section, the econometric ap-

proach in this study is to rely on two-way fixed effect models to decompose

inventor output into their ability and their research environment. This

approach puts some constraints on the number of observations for each

inventors if individual fixed effects are to be consistently estimated. In

matched employer-employee datasets, on which two-way fixed effects mod-

els are traditionally estimated, full-time workers are usually observed every

year, as their earnings are recorded for tax purposes. This differs from

patent data where most inventors only have a single patent over the course

of their career. I therefore proceed by imposing a set of restrictions to build

a panel of inventors with repeated observations.

First, I focus on inventors listing an address in the US. These inventors

represent roughly fifty percent of all inventors mentioned on granted patents

3A virtue of the OECD’s classification is to have full geographical coverage for all
OECD member countries.

4If there is more than one assignee, which is the case for 3 percent of patents, I use
the first one listed on the patent.

5The names of assignees are subject to the same limitations as that of inventors in
the extent their spelling could vary across patent, and are therefore disambiguated in
the PatentViews database using string matching.



124 CHAPTER 3. SORTING IN KNOWLEDGE PRODUCTION

in the raw data. This restriction is made to be in line with the inventor

mobility requirements underlying two-way fixed-effects models, which I de-

tail in Section 3.3. Inventors are way more likely to move across firms into

an integrated labor market, such as the US.

Second, since the data cover more than four decades, I consider a set

of ten-year overlapping periods separately: 1975-1984, 1980-1989, and so

forth by five-year increments until 2000-2009.6 Patents are included in

each time interval based on their application dates. This choice balances

the need to have a long enough panel of inventors with the possibility that

the production function underlying inventor output may be changing over

time.

Third, within each sub-period, I select inventors with the largest number

of granted patents, in the spirit of Moretti (2019). I focus on inventors in

the top five percent in the distribution of the number of patents in each

ten-year period. Table 3.1 shows how these inventors differ from the whole

sample.7 By construction, the selected inventors have a markedly larger

number of patents within each sub-period, which implies that the length of

the panel ranges, on average, from 5.3 to 7.1 years. In addition, while the

average size of the team (the number of inventors listed on the patent) are

comparable for both groups, the average quality of patents produced by

the group of selected inventors is clearly greater, as their patents attract

more citations on average.8 In all, Table 3.1 makes clear that the selected

sample is made of star inventors.

3.3 Econometric methods

Following the large literature on two-way fixed effects models pioneered

by Abowd et al. (1999), I propose to analyze inventor output in a linear

framework with unobserved heterogeneity in inventors and firms. Because,

to the best of my knowledge, this model has not been previously applied to

individual-level patent data, I also document the mobility patterns of indi-

6I exclude the last decade available in the PatentsView data, as these patents could
not accumulate citations from future patents, which makes the measure of patent quality
inaccurate. This problem is made starker by the lag between application and granting
dates.

7I also assess the robustness of my results to focusing on inventors in the top twenty
and ten percent in the distribution of the number of patents in each period. Table 3.7
in Appendix 3.A shows similar statistics for these alternative sample criteria.

8Comparing the technology fields of patents in each group, I find no salient differ-
ences, though selected inventors do appear to have more patents in “Chemical” for
earlier periods.
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Avg. Avg. Team Patent Quality (qi)

Period Sample Inventors patents years size Avg. p25 p50 p75

1975-84 all 209,586 2.43 1.72 2.17 2.31 0.50 1.50 3.00
top 5% 12,946 12.52 5.31 2.10 2.46 1.24 2.00 3.15

1980-89 all 244,475 2.39 1.72 2.48 3.25 1.00 2.00 4.00
top 5% 14,894 12.09 5.23 2.37 3.49 1.67 2.75 4.43

1985-94 all 329,935 2.58 1.80 2.90 5.30 1.00 3.00 6.00
top 5% 18,860 13.79 5.65 2.84 5.87 2.56 4.27 7.16

1990-99 all 464,638 3.10 1.94 3.28 7.72 2.00 4.00 9.00
top 5% 26,384 18.19 6.03 3.40 9.14 3.80 6.63 11.36

1995-04 all 601,179 3.62 2.06 3.65 6.71 1.11 3.60 8.00
top 5% 33,980 23.18 6.56 3.80 8.98 3.99 6.60 11.00

2000-09 all 656,964 3.97 2.17 3.90 4.42 0.83 2.00 5.00
top 5% 34,543 27.96 7.10 4.06 6.57 2.78 4.56 7.58

Table 3.1: Inventors selected in analysis sample vs all inventors. The se-
lected inventors are in the top five percent in the distribution of the number
of patents in each period. The table shows inventor-level statistics for each
sample periods. “Patents” and “Years” are averages of inventor-level to-
tals. “Team Size” and “Patent Quality” are, respectively, for averages and
summary statistics of inventor-level averages.

viduals (“inventors”) across production units (“assignees”) in this context.

Econometric specification. Within each ten-year sample, inventors i

are observed producing output yit in year t. Let j(i, t) denote the assignee

(”firm”) of inventor i in year t. I assume the following linear model for

inventor’s i output in year t

yit = αi + ψj(i,t) + εit, (3.1)

where αi captures the contribution of inventor i and ψj the contribution

of firms to output. It is assumed that the error term satisfies the strict

exogeneity condition E[εit|αi, ψj(i,t)] = 0. As noted in Card et al. (2013),

this restriction does not rule out mobility patterns related to the inventor

or firm effects. It does, however, rule out mobility based on the realization

of the idiosyncratic component of output, εit.
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Share in largest component

Period Components Observations Inventors Assignees

1975-1984 1329 0.857 0.848 0.539
1980-1989 1479 0.855 0.846 0.587
1985-1994 1638 0.871 0.863 0.627
1990-1999 1536 0.911 0.909 0.726
1995-2004 1449 0.937 0.932 0.799
2000-2009 1278 0.946 0.941 0.823

Table 3.2: Component statistics in Inventor-Assignee network.

Variance decomposition. Given the model specified in Equation (3.1),

the variance of inventor output admits the following decomposition

Var(yit) = Var(αi)︸ ︷︷ ︸
inventor comp.

+ Var(ψj(i,t))︸ ︷︷ ︸
firm comp.

+ 2 Cov(αi, ψj(i,t))︸ ︷︷ ︸
inventor-firm sorting

+ Var(εit).︸ ︷︷ ︸
error comp.

(3.2)

I use this decomposition to quantify the contribution of different factors

to inventor output. Of particular interest are the variance of the firm

effects ψj(i,t), capturing the contribution of firms to inventor output, and the

sorting term, 2× Cov(αi, ψj(i,t)), related to the amount of sorting between

the quality of inventors and the quality of their firm.

Low mobility bias. It is well-documented in the literature on two-way

fixed effects models that Equation (3.2) yields biased estimates of sorting

because many firms have very few movers (Andrews et al., 2008; Lamadon

et al., 2019). It has been shown that this low mobility bias tends to un-

derestimate the sorting component of the variance of wages in favor of the

firm component.

This problem of low mobility translates directly to inventor-assignee

data. First, as shown in Abowd et al. (2002), the fixed effects are only

identified within the connected components defined by inventor mobility.

Table 3.2 shows summary statistics on the implied components for each pe-

riod. While the number of components is large, never less than a thousand

in each period, the largest component covers the vast majority of observa-

tions, around 90 percent across periods.9 Incidentally, this share is similar

to that found in Lamadon et al. (2019) for the same period in regular US

matched employer-employee data.

Second, even within the largest component, the number of movers is

9The figure is similar when looking at the number of inventors in the largest compo-
nent, but markedly smaller when consider assignees instead.
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Number of movers per firm

Clustering Avg. min p25 p50 p75 max

No 4.52 1 1 1 3 875
K = 10 4096.70 1723 2132 3804 5502 7834
K = 20 2289.40 879 1215 1966 2633 5393
K = 30 1571.77 532 735 1038 1943 5084
K = 40 1202.98 218 568 973 1588 3397

Table 3.3: Summary statistics on number of movers per firm (2000-2009).

small for the majority of firms. Table 3.3 shows that 50 percent of assignees

have a single inventor moving in the period 2000-2009. To address this

issue, I follow the procedure outlined in Bonhomme et al. (2019b) and

cluster assignees into groups in a first, pre-estimation step. I use a kmeans

clustering algorithm and partition assignees based on the empirical CDF of

inventor output into K groups.10 Table 3.3 further shows that clustering

firms makes them more strongly connected by substantially increasing the

number of movers. Even with K = 40 assignee clusters, the number of

movers within a cluster is never less than three hundred. I subsequently

set the number of clusters to K = 30 and check the robustness of my results

to varying this parameter.

3.4 Results

Baseline results. Table 3.4 presents variance decomposition results based

on Equation (3.2). The results are broken down by period. A first obser-

vation is that the fit of such a linear model is far from perfect with as

skewed an outcome as patent quality. Across periods, about fifty percent

of the variance falls in the error term. This suggests that fully specifying

the likelihood as a function of inventor and assignee latent heterogeneity,

an approach taken by Bonhomme et al. (2019b) and Lentz et al. (2018)

with matched-employee data, is a potentially promising extension.

Second, turning to the part of the variance that is explained by the fixed

effects, the decomposition suggests that the main factor driving differences

in inventor output is the inventor fixed effect, in line with what is tradi-

tionally found with matched employer-employee data. Though it varies

slightly across periods, the share of inventor output that is explained by

inventor fixed effects does not exhibit a clear trend and oscillates between

10This procedure is now standard (Dauth et al., 2018; Lamadon et al., 2019). The
details of the implementation can be found in Bonhomme et al. (2019b).
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Share of Var(yit) explained by:

Period Var(αi) Var(ψj) 2 Cov(αi,ψj) Var(εit) Cor(αi,ψj)

1975-1984 0.329 0.045 0.029 0.597 0.119
1980-1989 0.319 0.065 0.043 0.574 0.148
1985-1994 0.340 0.094 0.072 0.494 0.202
1990-1999 0.343 0.101 0.085 0.471 0.230
1995-2004 0.333 0.079 0.052 0.536 0.159
2000-2009 0.369 0.048 0.046 0.537 0.173

Table 3.4: Decomposition of inventor output. The table reports the de-
composition of Var(yi,t) across sample period as given by (3.2). All terms
are computed using their sample analog, where the fixed effects are first
estimated in the linear regression given by (3.1). Rows may not sum up to
one due to rounding.

thirty and thirty-five percent.

Third, the fraction of the variance of inventor output respectively ex-

plained by the firm and sorting component is of similar magnitude, though

the sorting component remains slightly smaller across the period. This

suggests that firms do matter for inventor output and that there is a fair

amount of positive sorting between inventors and assignees. Surprisingly,

there is also no clear upward trend in these two components. They both

appear to rise up to the 1990s, but subsequently fall in the 1995-2004 and

2000-2009 intervals. A tentative explanation could be that these two pe-

riods are plagued by recessions—one mild in the early 2000s, but centered

on the high-tech sector, the other much more severe—which could have

impaired the quality of matches.

The correlation between the inventor and firm fixed-effect varies from

.11 to .24. In matched employer-employee datasets, studies have typically

found a very wide range of values for the correlation between worker and

firm fixed effects (see Lentz et al., 2018, Table 5 for a summary). By

contrast, the correlations found in Table 3.4 are (i) clearly positive and (ii)

slightly on the upper end of the estimates found in the matched employer-

employee literature, though this might reflect methodological differences

since some of these other studies are not necessarily addressing the bias

entailed by low worker mobility.

Robustness checks. Table 3.5 presents a series of robustness checks:

using a different number of firm clusters, varying the measure of inventor

output, and adding covariates in Equation (3.1). I focus on the sample

period 2000-2009 and report the same variance decomposition as in Table
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3.4.

Overall, the main message of Table 3.5 is that the decomposition out-

lined above is robust to these alternative specifications. Both the overall

breakdown between the different terms and the amount of sorting remain

roughly identical. Surprisingly, the explained part of inventor output does

not markedly increase when additional covariates are included.

Finally, I also test the robustness of the decomposition to alternative

definitions of the sample of inventors. The final rows in Table 3.5 shows

estimates of Equation 3.2 when the sample includes inventors in the top

ten and top twenty percent in the distribution of the number of patents per

inventor, instead of the five percent threshold used in the baseline estima-

tion. Though these samples imply a slightly lower amount of inventor-firm

sorting, the overall breakdown between the different components is robust

to the definition of “top inventors”. Table 3.8 and 3.9 in Appendix 3.A

further establish that this breakdown remains robust across periods for the

alternative samples.

Technology clusters and sorting. The role of technology clusters as a

salient vector of knowledge production has received a lot of attention in the

literature (see the dicussion in Lucas, 1988, for an early example). I revisit

this role through the lens of the two-way fixed effect model in Equation

(3.1). Similarly to the exercise in Dauth et al. (2018) for the earnings of

workers in West Germany, I decompose the variance of average inventor

output between regions as

Var(Er(qit)) = Var(Er(αi)) + Var(Er(ψj(i,t))) + 2 Cov(Er(αi), Er(ψj(i,t))),

(3.3)

where Er(.) denotes the within-region mean. This expression gives a de-

composition of the dispersion in average patent quality across regions in

an inventor component, a firm component, and a term capturing sorting at

the region level.

Recall that regions are defined according the OECD’s nomenclature,

which in the US corresponds to the “Economic Areas” defined by the Bu-

reau of Economic Analysis. Importantly, this classification aims at gen-

erating economically meaningful geographical units, and therefore can cut

across traditional administrative units, as is the case for the “New York-

Newark-Bridgeport” region. The decomposition in Equation (3.3) therefore

gives some insight into where differences in the average inventor output of
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Share of Var(yit) explained by:

Var(αi) Var(ψj) 2 Cov Var(εit) Cor

Baseline specification
yit :=

∑
p qpt, K = 30 0.369 0.048 0.046 0.537 0.173

Number of clusters
K = 10 0.390 0.033 0.036 0.541 0.158
K = 20 0.377 0.043 0.041 0.539 0.158
K = 40 0.360 0.056 0.048 0.535 0.170

Alternative outcomes
Adj. for year-cat 0.371 0.040 0.045 0.544 0.187
9-year forward cit. 0.403 0.042 0.046 0.509 0.176
Adj. team size 0.370 0.047 0.046 0.538 0.175
yit :=

∑
p′ asinh(qp′t) 0.355 0.066 0.040 0.538 0.130

yit :=
∑

p′ log
(
1 + qp′t

)
0.360 0.066 0.037 0.537 0.119

# patents 0.347 0.052 0.030 0.571 0.112

Adding regressors
Age cubic 0.414 0.043 0.044 0.533 0.164
Year FEs 0.373 0.043 0.047 0.532 0.185
Age & Year 0.394 0.043 0.045 0.532 0.173

Alternative samples
Top 20% inventors 0.401 0.038 0.037 0.524 0.150
Top 10% inventors 0.388 0.041 0.039 0.533 0.154

Table 3.5: Robustness checks. The variance decomposition is the same as
in Table 3.4 for the period 2000-2009. The different specifications are listed
in the first column. “Adj. for year-cat” refers to residual inventor output
in a regression on application year × patent category dummies. “Adj.
team size”refers to forward citations divided by team size. The additional
regressors considered are year fixed-effects and a quadratic in age, where
age=0 in the inventor’s first recorded application year. Alternative samples
are for inventors in the top twenty and ten percent in the distribution of
the number of patents (baseline is five percent). Rows may not sum up to
one due to rounding. For the specifications with additional covariates, rows
do not sum up to one because these additional covariates are not shown in
the variance decomposition.
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Share of Var(Er(yit)) explained by:

Period Var(Er(αi)) Var(Er(ψj)) 2 Cov Regions std(Er(yit))

1975-1984 0.450 0.303 0.246 110 1.749
1980-1989 0.367 0.355 0.279 115 2.403
1985-1994 0.335 0.229 0.436 116 8.135
1990-1999 0.341 0.327 0.332 126 11.571
1995-2004 0.416 0.238 0.346 125 16.895
2000-2009 0.582 0.241 0.177 129 13.850

Table 3.6: Decomposition of variance between regions. The table reports
the decomposition of Var(Er(yit)) given in (3.3). All elements are computed
using their sample analog. Var(Er(yit)) is computed based on the fitted
value of yit in (3.1). Regions from the bottom quartile in terms of number
of observations are excluded from the computation.

these areas stem from.

Table 3.6 shows this decomposition for all sample periods. It first makes

clear that the dispersion in average inventor output across regions is sizable.

For example, the standard deviation of this measure is eight citations (per

inventor-year) in the 1985-1994 interval.

It further shows that all three terms in Equation (3.3) contribute sub-

stantially to the variation in average inventor output between regions.

Though it evolves across periods, all terms account for roughly a third of

the total variance. As a consequence, there appears to be a lot of regional

inventor-firm sorting, in the sense that good inventors appear to locate into

regions with better firms. A substantial part of the regional differences in

patent quality can therefore be ascribed to a form of collocation between

inventors and firms.

3.5 Conclusion

This paper analyzes a new channel to explain variation in the quality of in-

ventor output: inventor-firm sorting. I translate econometric methods tra-

ditionally used in the study of matched employer-employee data to patent

data. This methodology allows me to recover the contributions of inventors,

firms, and inventor-firm sorting to the total variance of inventor output.

I find evidence of positive inventor-firm sorting. This mechanism ac-

counts on average for five percent of the total variance of inventor output

in the US between 1975 and 2010. My analysis further suggests that the

geographical sorting of inventors and firms is a key channel to explain re-

gional disparities in inventor output.
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Avg. Avg. Team Patent Quality (qi)

Period Sample Inventors patents years size Avg. p25 p50 p75

1975-84 all 209,586 2.43 1.72 2.17 2.31 0.50 1.50 3.00
top 20% 51,413 6.08 3.41 2.12 2.41 1.00 1.86 3.14
top 10% 23,346 9.35 4.51 2.10 2.45 1.17 2.00 3.17
top 5% 12,946 12.52 5.31 2.10 2.46 1.24 2.00 3.15

1980-89 all 244,475 2.39 1.72 2.48 3.25 1.00 2.00 4.00
top 20% 59,659 5.96 3.39 2.42 3.42 1.38 2.60 4.33
top 10% 27,137 9.07 4.45 2.38 3.48 1.60 2.67 4.40
top 5% 14,894 12.09 5.23 2.37 3.49 1.67 2.75 4.43

1985-94 all 329,935 2.58 1.80 2.90 5.30 1.00 3.00 6.00
top 20% 87,873 6.23 3.51 2.90 5.62 2.00 3.75 6.75
top 10% 41,910 9.37 4.57 2.87 5.77 2.38 4.00 7.00
top 5% 18,860 13.79 5.65 2.84 5.87 2.56 4.27 7.16

1990-99 all 464,638 3.10 1.94 3.28 7.72 2.00 4.00 9.00
top 20% 102,972 8.81 4.11 3.39 8.49 3.00 5.59 10.25
top 10% 47,133 13.62 5.26 3.41 8.91 3.54 6.22 10.89
top 5% 26,384 18.19 6.03 3.40 9.14 3.80 6.63 11.36

1995-04 all 601,179 3.62 2.06 3.65 6.71 1.11 3.60 8.00
top 20% 151,398 9.93 4.25 3.75 7.82 2.83 5.25 9.50
top 10% 62,901 16.76 5.69 3.78 8.51 3.56 6.08 10.38
top 5% 33,980 23.18 6.56 3.80 8.98 3.99 6.60 11.00

2000-09 all 656,964 3.97 2.17 3.90 4.42 0.83 2.00 5.00
top 20% 136,598 12.69 4.90 4.05 5.62 2.00 3.70 6.63
top 10% 76,813 18.04 5.92 4.07 5.99 2.35 4.10 7.00
top 5% 34,543 27.96 7.10 4.06 6.57 2.78 4.56 7.58

Table 3.7: Summary statistics on alternative samples on inventors. “top
5%” is the benchmark used in the main text. The table shows inventor-level
statistics for each sample periods. “Patents” and “Years” are averages of
inventor-level totals. “Team Size” and “Patent Quality” are, respectively,
for averages and summary statistics of inventor-level averages.
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Share of Var(yit) explained by:

Period Var(αi) Var(ψj) 2 Cov(αi,ψj) Var(εit) Cor(αi,ψj)

1975-1984 0.388 0.035 0.027 0.550 0.116
1980-1989 0.391 0.070 0.050 0.489 0.152
1985-1994 0.412 0.069 0.067 0.452 0.198
1990-1999 0.412 0.077 0.079 0.432 0.221
1995-2004 0.376 0.060 0.050 0.515 0.166
2000-2009 0.401 0.038 0.037 0.524 0.150

Table 3.8: Decomposition of inventor output with inventors in the top
20% in the distribution of the number of patents. The table reports the
decomposition of Var(yi,t) across sample period as given by (3.2). All terms
are computed using their sample analog, where the fixed effects are first
estimated in the linear regression given by (3.1). Rows may not sum up to
one due to rounding.

Share of Var(yit) explained by:

Period Var(αi) Var(ψj) 2 Cov(αi,ψj) Var(εit) Cor(αi,ψj)

1975-1984 0.352 0.043 0.033 0.572 0.132
1980-1989 0.346 0.069 0.049 0.537 0.158
1985-1994 0.374 0.072 0.069 0.485 0.210
1990-1999 0.372 0.094 0.085 0.449 0.226
1995-2004 0.348 0.068 0.053 0.531 0.174
2000-2009 0.388 0.041 0.039 0.533 0.154

Table 3.9: Decomposition of inventor output with inventors in the top
10% in the distribution of the number of patents. The table reports the
decomposition of Var(yi,t) across sample period as given by (3.2). All terms
are computed using their sample analog, where the fixed effects are first
estimated in the linear regression given by (3.1). Rows may not sum up to
one due to rounding.
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vanni L Violante, “Working hard in the wrong place: A mismatch-

based explanation to the UK productivity puzzle,” European Economic

Review, 2016, 84, 42–56. 31

Postel-Vinay, Fabien and Alireza Sepahsalari, “Labour Mobility and

Earnings in the UK, 1992-2016,” Technical Report 2019. 35, 50, 81

Reed, William J, “The Pareto, Zipf and other power laws,” Economics

letters, 2001, 74 (1), 15–19. 54

Reiter, Michael, “Solving heterogeneous-agent models by projection and

perturbation,” Journal of Economic Dynamics and Control, 2009, 33 (3),

649–665. 56

Riley, Rebecca, Chiara Rosazza Bondibene, and Garry Young,

“The UK productivity puzzle 2008-2013: evidence from British busi-

nesses,” Bank of England Staff Working Paper, 2015, (531). 32

Rujiwattanapong, W Similan, “Unemployment dynamics and endoge-

nous unemployment insurance extensions,” 2019. 64

Saporta-Eksten, Itay, “Job Loss, Consumption and Unemployment In-

surance,” Unpublished manuscript, 2014, pp. 1–50. 104, 105

Schaal, Edouard, “Uncertainty and unemployment,” Econometrica,

2017, 85 (6), 1675–1721. 28
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