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ABSTRACT

Model refinements for the edge illumination x-ray phase contrast imaging method have been developed to improve simulation accuracy for
high energy, polychromatic beams. High-energy x rays are desirable in imaging due to their penetrative power and, for biological samples,
their lower dose deposition rate. Accurate models of such scenarios are required for designing appropriate imaging systems and to predict
signal strength in complex settings such as clinical imaging or industrial quality assurance. When using optical components appropriate for
high-energy x rays in a non-synchrotron setting, system performance was observed to deviate from that predicted by existing models. In this
work, experimental data utilizing increasing thicknesses of a known filter material are used to illustrate the limitations of existing models
and as validation for the new modeling features. Angular filtration of the cone beam was observed to be the most significant effect; however,
specific features of the source and detector are also shown to affect system performance. We conclude by showing that a significantly
improved agreement between experimental and simulated data is obtained with the refined model compared to previously existing ones.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0024475

I. INTRODUCTION

X-ray phase contrast imaging (XPCi) methods allow us to see
things that are classically considered “x-ray invisible,” with much
recent research focusing on the optimization of settings for use in a
variety of real-world applications.1–3 Imaging in pre-clinical and clin-
ical settings has seen much progress, and quality control in industrial
manufacturing is another area of growing interest; such applications
could gain from the low dose rates and penetrative power afforded
by high-energy x rays. Sensitivity to changes of the x-ray phase,
which decrease with energy at a lower rate than absorption (E2, com-
pared to E3.5–3.6, depending on the energy range in question4) also
result in a significant boost to image contrast. Furthermore, informa-
tion regarding microstructures within an object or material—even if
these features exist on scales smaller than the pixels being used—also
becomes accessible, as these structures can induce ultra-small-angle
x-ray scattering (USAXS) or dark-field signals.5

In laboratory-based XPCi experiments, cone-beam geometries
are often used, and due to the heel effect, photons that reach the
detector vary in number and mean energy across the field of view
(FoV). For small regions in the detector plane, such variations may
be neglected, particularly in cases where the accelerating tube
voltage is high, as the heel effect diminishes in significance with
increasing photon energy. A source anode’s take-off angle deter-
mines by how much the beam is inherently filtered and thus what
kVp may be required to overcome the heel effect; shallower angles
require higher kVp settings. In cases where Edge Illumination (EI)
masks or Grating Interferometry (GI) gratings are placed in the
beam path, an increasing tube voltage requires that the thickness
of such optics’ absorbing sections also be increased, either to main-
tain high-attenuation or a specific phase shift, as appropriate.
Fabrication of optics with sufficiently high aspect ratios is non-
trivial,6,7 and, while still only hundreds of microns thick, such
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structures will increasingly attenuate the x-ray beam as it
becomes less parallel to the column walls. Additionally, x-ray
detector efficiencies typically decrease with increasing photon
energy, and detector energy responses are rarely uniform; there-
fore, prediction of signal to noise ratios (SNRs) becomes a
complex exercise. However, modeling of such scenarios is essen-
tial to predicting real system performance and, therefore, opti-
mizing system designs. Parameters such as scan times for highly
attenuating samples or optimal filtration levels to maximize dose
efficiency are two examples of experimental settings that could
also be optimized.

The EI scheme used in this work is shown in Fig. 1(a), with
angular filtration by the pre-sample mask, M1, being exaggerated
for ease of visibility. The cone beam produced by a low-coherence
source is split by M1 into numerous beamlets; these are then
incident upon the detector mask, M2, whose pitch is the same as
the detector’s and M1’s after magnification. The x position of M1
can be adjusted to partially illuminate apertures of M2. In such a
position, deviations of a beamlet by sample refraction result in
more or less of the beamlet being integrated by the detector pixel.
Recording the intensity as M1 is translated across a full period
allows individual beamlet profiles to be measured. Sample

FIG. 1. Edge illumination scheme and data, from experiment and simulations. (a) The EI scheme, with exaggerated angular filtration effects. (b) The field of view (520
horizontal pixels) when M1 is aligned (top) and misaligned (bottom) with M2. (c) and (d) show ICs for a 60 kVp W spectrum without filtration and for those with 4 and
8 mm dural filters applied, simulated using the previous wave optics and Monte Carlo models, respectively. (e) and (f ) show the experimental versions of the same
curves extracted near the optical axis [red box in (b)] and at roughly 1° from the axis [green box in (b)]. A significant difference can be observed both between the sets of
experimental curves and with respect to their simulated counterparts.
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attenuation decreases average intensity, refraction shifts the center
of gravity, and USAXS broadens the profile.8 Fitting algorithms of
beamlet profiles, or illumination curves (ICs), usually aim to extract
such information via comparison with a well-sampled reference
curve, using at least three sampling points when the sample is in
place. Other EI adaptions have been developed where the number
of sampling points may be less.9,10

Figure 1(b) illustrates how the average flux across the FoV
decreases when the masks are aligned (corresponding to the
maximum of the IC) and that it increases when they are mis-
aligned (minimum of the IC). The intensity measured at the
bottom of the IC when the masks are misaligned is referred to as
the offset, and parts (c)–(f ) of Fig. 1 show how the previous
models fail to reproduce such intensities. In this work, we use
simulations and experimental data to establish which high-energy
x-ray effects are responsible for previously developed models’
inaccuracies, from most to least significant. We achieve this by
incorporating successive layers of complexity to existing EI-XPCi
models based on both wave-optics (WO)11 and Monte Carlo
(MC)12 implementations, which have already been validated for
lower x-ray energies. The simulation results are verified, where
possible, using experimental measurements of wire phantoms,
which were acquired using an increasingly filtered 60 kVp tung-
sten beam. The filter material was dural, an alloy consisting pri-
marily of aluminum (usually 95%), copper (up to 5%), and trace
amounts of other metals such as manganese and magnesium.
Sheets of 0.5 mm thick dural were layered in front of the x-ray
tube window to achieve mean energies in the range of 26–48 keV.
Spectral and refractive index data were generated using
TASMICS13 and xraylib,14 respectively. As two models are being
developed in parallel, the structure of this paper is to present an
effect and then to explain how it is implemented in each model in
turn. The refined models are expected to be of interest to users of
both EI and GI, as they will likely be useful for designing better
experimental optics for high x-ray energies.

II. THE SYSTEM

The experimental setup consisted of a Rigaku MultiMax-9
source with a rotating tungsten anode whose take-off angle was 6°.
When required, filters were placed immediately after the source
window. The masks, placed 1.6 m and 2 m downstream of the
source, were manufactured by microWorks GmbH,7 with
pitches p1 = 49 μm and p2 = 61 μm and apertures w1 = 12 μm and
w2 = 18 μm. The gold septa thicknesses in M1 and M2 were
310 ± 2 μm and 319 ± 2 μm, respectively, with densities of
90 ± 1% that of solid gold due to slightly non-uniform
electroplating;15–17 and the substrate of each mask was a 525 μm
thick layer of silicon. An energy resolving and photon counting
detector (Pixirad PANalytical, Malvern UK)18 was placed immedi-
ately downstream of M2. It consists of a 650 μm thick CdTe sensor
layer and 62 μm square pixels; it was operated at a temperature of
−20 °C, achieved by Peltier cooling. The detector consists of two
readout chip arrays; however, only one of these was used due to
there being a slight inclination between the arrays; thus, for a given
set of EI masks, alignment with pixel columns could only be
achieved for one module at a time. To prevent ice crystals from

forming, dry, inert air, supplied by a pressurized canister, was con-
stantly passed over the active area. Wire samples were mounted as
closely as possible to M1 and translated in sub-pixel steps to
achieve highly sampled image profiles.

III. ANGULAR FILTRATION

EI at high x-ray energy requires masks with relatively thick
absorbing septa (usually gold or tungsten). The mask periods are
on the order of tens of microns, while the gold column thicknesses
will need to be several hundreds of microns thick, meaning that the
aspect ratio of these structures is relatively high; ∼8 for both masks.
The columns are adhered to a non-scattering substrate and are
either stand-alone or interspersed with a weakly attenuating resist
material such as epoxy resin or SU-8, which acts as support for the
high aspect ratio structures.6 For the experiments reported and
simulated in this work, angular filtration due to the septa of both
masks reduced the flux by more than 50% across the FoV when
they were aligned, as shown in Fig. 1(b). This is due to photons
approaching the masks at an angle to the column walls and being
intersected by the septa corners, both at the base and top. A secon-
dary effect of this is that the average energy of the beamlets is
expected to increase with the angle of photon approach, though
this is not examined in detail here.

A. Monte Carlo

McXtrace19 was adapted for EI simulations by Millard et al.:12

all previous measures aimed at attaining computational efficiency,
such as formatted look-up tables and changes in photon trajecto-
ries by Snell’s law, are maintained in these updates. Modeling of
angular filtration on a large scale is simpler in an MC-type envi-
ronment, where mask components can be upgraded from a simple
transmission function to a pseudo-three-dimensional object. In the
first instance, a photon arriving at the mask component is attenu-
ated or not depending on whether it arrives at an aperture or septa,
determined by Eq. (1):

T(x) ¼ 1 if cos
2πx
p

� �
� cos

π ω

p

� �

e�μt , otherwise

8<
: , (1)

where x is the lateral position in the mask plane, p the mask pitch,
ω the aperture width, μ the linear attenuation coefficient of the
septa, and t the septa thickness. In McXtrace, photon weights are
used instead of a binary absorption/transmission model so that all
computations contribute to the final image statistics. All photons
are initially assigned the same weight, which is subsequently
reduced according to the Beer–Lambert law for each photon’s
optical path through different materials.

In the updated mask component, the period still determines
whether a photon arrives at an aperture, but propagation through
the component and the subsequent path lengths through any
absorbing features are used to adjust photon weights before leaving
the component. A 3D model of the entire mask is unnecessary—
photons entering the component will not traverse an entire mask
period before exiting unless the angle of incidence is very large

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 128, 214503 (2020); doi: 10.1063/5.0024475 128, 214503-3

Published under license by AIP Publishing.

https://aip.scitation.org/journal/jap


(>81° for the masks considered here). Rather, once inside the com-
ponent, it is cheaper both computationally and in terms of
memory usage to determine the relative location and orientation of
the nearest septa walls and hence whether the photon will intersect
any of them before exiting.

Upon reaching any boundary in the mask component, Snell’s
law is used to update the photon’s trajectory, and this is repeated
until the photon has cleared the component entirely. The change
in the path length for a photon moving from aperture to septa is
negligible for small angles but becomes larger as the angle of inci-
dence grows. For the range of mean energies being considered
here, the critical angle for photons impinging upon gold is
between 0.2° and 0.1°, below which the photon would normally
be reflected. However, given that the manufacturer’s estimates of
surface roughness are on the order of 15 nm, the likelihood of
reflection becomes exceedingly small (P < 0.1%, for photons of
E > 20 keV and whose angle of incidence is > 0.05°);20 therefore,
in our model, photons arriving at or below the critical angle are
simply absorbed for computational efficiency. In the case where
simulations are run assuming perfectly smooth, reflecting
septa walls, the change in outputs was found to be negligible. The
final calculated path lengths through septa and resist, together
with the energy-specific attenuation coefficients, are used to
adjust each photon’s weight. The process is illustrated schemati-
cally in Fig. 2(a).

B. Wave optics

The wave optics model developed by Vittoria et al.11 uses
fast Fourier transforms to implement the Helmholtz propagator.
Both masks, and any samples modeled, act on a wavefront as
complex transmission functions, while blurring due to the detector

point spread function (PSF) and an extended source are imple-
mented by convolving the intensity profile with appropriate
Gaussians. Polychromatic simulations are constructed via spectrally
weighted sums of monochromatic data. Simulating large fields of
view without aliasing can be challenging, though high frequency
filters can be used to mitigate this.21 A more prosaic task is to
develop a mask transmission function, which intrinsically filters
the beam as |x| increases; this could be achieved by calculating the
optical path length through mask’s contents for every sampled
angle. An efficient approach, used here, is to use distinct transmis-
sion functions, valid within small angular ranges, to simulate parts
of the FoV; pixel data from multiple simulations are then combined
to create the full FoV.

Experimental data show that loss of flux due to angular
filtration is slightly greater than 50% over 500 pixels; thus, wave-
fronts spanning approximately ten pixels are simulated at a time.
For given subsets of the FoV, an appropriate mask transmission
function is determined by the process shown in Fig. 2(b): a
matrix of 1s and i’s, indicating the presence of gold or photore-
sist voxels, respectively, is constructed and rotated to the
required angle. The projected thicknesses over a single period
are found by integration. The WO model uses a single coordi-
nate geometry corresponding to the M1 plane, and operations
occurring at the detector plane are demagnified to enable this;
thus, it is necessary to construct individual mask matrices for
both M1 and M2, as the ratio of aperture width to period is dif-
ferent in each case.

IV. PIXIRAD DETECTOR RESPONSE

Pixirad is equipped with a lower and upper energy thresh-
old. For experiments, the lower was set to 10 keV, which

FIG. 2. Schematic of angular filtration being implemented in the models. (a) MC: the path length through the substrate is calculated geometrically, and Snell’s law is used
to determine the distance traveled through absorbing septa. (b) WO: the transmission function is determined by vertical integration of a mask image that is rotated to the
angle of incidence made by photons approaching a certain region of the detector (5° is an extreme example used for demonstration of the changing profile).
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eliminated noise when the beam was off; the upper was set to
70 keV to prevent electronic pileup. Multi-counting, where a
single photon is responsible for multiple counter increments
within the detector, is most likely to occur near pixel edges;22

it has a smoothing effect on image noise but is usually negligi-
ble compared to the number of primary counts. In addition,
for multi-counting to occur, the photon in question must also
have energy at least greater than twice the lower energy
threshold.

In low x-ray energy applications, EI’s design ensures that
multi-counting occurs to a very little extent, as the septa of M2
straddle pixel boundaries, thus blocking photons from the
regions most susceptible to multi-counting. However, in the
high-energy case, where mask septa may become partially trans-
parent, an unwanted consequence of such mask placement is
that photons arriving near pixel edges are predominantly of high
energy due to significant gold filtration. Thus, counts measured
experimentally are likely to be greater than basic simulations
suggest. Figure 1 supports this: even with wavefronts being
almost perpendicular to apertures [red box in Fig. 1(b) and ICs
in Fig. 1(e)], the measured IC offset is higher than predicted by
the standard simulations.

A. McXtrace

Adjustment of the pixel response in McXtrace is conceptually
simple but relatively demanding in terms of memory usage.
Normally, each pixel is a defined region in the detector component
and photon weights are added as they arrive—in this case, each
photon must be tracked more carefully and checked against differ-
ent energy conditions. A photon interacting with the detector
sensor layer produces a delta function cloud of electron–hole pairs

that drift toward the anode and cathode, respectively; in order to
estimate the radius r of a diffuse electron cloud within the sensor
layer, Eq. (2) is used,23

r ¼ 1:15d
p
(2kBT/qV), (2)

where d is the photoconductor thickness (∼650 μm), kB the
Boltzmann constant, T the temperature in Kelvin, q the electron
charge, and V the applied bias voltage (400 V). Using these
values leads to an approximate charge cloud radius of 7.8 μm.
Equation (2) assumes an initial electron cloud as being a delta
function; however, the initial diameter is likely to be of a similar
magnitude to that calculated here. This radius is thus taken as a
lower bound for the electron cloud, and we note that using exact,
larger values will have only a third-order effect on the data shown
here. We maintain this approximation for the electron cloud radius
for all photon energies considered due to them being less than
100 keV.24

We decided to sub-sample each modeled pixel by a factor of
five and established four energy bins for the ranges of 10 < E < 22.5,
22.5 < E < 35, 35 < E < 47.5, and 47.5 < E < 60. After a simulation
has run, pixel groupings are defined for the sub-sampled data,
weighted according to how much multi-counting might be induced
based on the specific energy bin and then summed to produce the
final pixel value, as illustrated in Fig. 3(a).

Low energy photons arriving in pixel corners result in missed
events, while high-energy photons are counted up to three times in
the final energy bin considered. In the future, this sub-pixel sensi-
tivity and weighting could be performed with arbitrary precision
within the detector component since the effectiveness has
been verified.

FIG. 3. Multi-counting implementations: Monte Carlo (a) sub-samples the pixel and applies weightings depending on photon energy and WO (b) uses the averaged profile
of these pixel images to boost the integrated signal by the correct amount.
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B. Wave optics

After the wavefront has been propagated from M1 to the
detector plane, multiplied by the transmission function of M2, and
blurring convolutions due to source and detector PSF have been
performed, a top-hat function—representing the pixel sampling—is
convolved with the intensity profile. The average pixel value is then
the centrally sampled point, in real space, of the resulting output.
Here, the “hat” of the pixel function is replaced with a function
that represents the mean over-counting rate as a function of posi-
tion. This line profile is the average of a 2D heat-map of multi-
counting events, examples of which are shown in Fig. 3(b). It is
created by considering the integral of a charge cloud, centered in a
given voxel, over the originating and adjacent pixels. For each
instance, where a pixel’s integral exceeds the charge cloud thresh-
old, the weight of that cloud’s central sampling position is incre-
mented by one. The charge cloud threshold is determined by the
lower energy threshold used in experiments and decreases with
increasing photon energy. These integrals only need to be per-
formed once and the heat-maps, or line profiles, can then be saved
as a variable to be called upon by later simulations.

V. VARIABLE SOURCE SIZE AND THE HEEL EFFECT

Diemoz et al. showed that, within certain focal spot ranges,
the sensitivity of EI is strongly dependent on the source width
(FWHM, for a Gaussian source),25 which affects the width of mea-
sured ICs. The variation in the projected focal spot size across the

FoV, caused by the use of a slanted anode, therefore, needs to be
incorporated in the simulations.

Thus, two effects to consider when analyzing the IC width are

1. The use of an angled anode means that the apparent source size
varies depending on the sine of the angle at which it is viewed.

2. As a photon’s angle of incidence with septa walls increases,
angular filtration narrows the resultant beamlet. This requires
accurate knowledge of septa thickness in order to simulate
accurately.

In our system, these effects initially appear to cancel one
another. However, for angles greater than 0.4°, the first effect
dominates, as shown by the increasing IC width across the FoV
in Figs. 4(b) and 4(c). As noted in Sec. II, only one module of the
detector was used for the EI experiments and the other was used to
estimate the location of the optic axis. However, due to the uncer-
tainty of the inclination of this module, there is some uncertainty
about where the optic axis would appear for the aligned module.
We note that a shift of the experimental curves in Figs. 4(b) and 4(c),
by ∼0.1°, would improve the match between the simulated and experi-
mental data, though exact matches are not sought here; rather, we
seek to illustrate that the observed trends are being correctly modeled.

The heel effect, which changes the average beam energy
(as well as the x-ray flux) as a function of emission angle, is due to
the varying amount of self-filtration of the source by the tungsten
anode. Over the FoV and for the take-off angle considered in this
case, the expected variation in the path length through the tungsten

FIG. 4. Comparison of a single source size used in simulations across the field of view with that of an increasing source size. (a) Shows the simulation input values for
the source FWHM in each case, while (b) and (c) show the resulting IC width parameters for the unfiltered and 8 mm dural filtered 60 kVp beam, respectively, along with
the experimentally measured widths.

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 128, 214503 (2020); doi: 10.1063/5.0024475 128, 214503-6

Published under license by AIP Publishing.

https://aip.scitation.org/journal/jap


anode is ∼1 μm. This leads to a negligible variation of mean
energy, especially since the beam is subsequently hardened by mil-
limeters of dural in the experiments reported here. However, the
potential influence on the photon flux being emitted across the
FoV is a potential source of inaccuracy. This latter effect is indistin-
guishable from angular filtration when the masks are in place but
could possibly be corrected for by acquiring a “source-only” image.

A. Monte Carlo

In McXtrace, the source component takes a FWHM value as
an argument: this determines the range from which the points of
emission in the source plane are selected. A direction of emission,
confined to the detector’s solid angle, is then chosen at random.
We implemented the appropriate variation in the source size by
reversing the order of these operations to first determine the angle
of emission. This was used to scale the source distribution accord-
ing to Eq. (3),

σx ¼ σx0 sin(θ0 þ θ)/sin(θ0), (3)

where σx0 is the initial FWHM parameter as measured along the
optic axis and θ0 is the initial take-off angle of the source (6° in
this case). This equation is derived through geometric consider-
ations of the solid angle made by the impact area of the electrons
on the anode as seen by the detector as a function of viewing angle;
the denominator is in place to ensure that, along the optic axis, σx

has a fixed starting value.
The heel effect is applied using the same method: once the

angle of emission has been randomly generated, it is used to calcu-
late the projected anode thickness that attenuates the photon. This
thickness varies between 5 μm and 4 μm, decreasing as the angle of
emission increases. Such an approach is useful for modeling the
reduction of flux and the change in average energy simultaneously.
Importantly, as the beam softens with increasing emission angles,
attenuation due to angular filtration in the masks increases.

B. Wave optics

Source blurring is simulated by a convolution in the detector
plane between a Gaussian and the intensity profile produced by a
point source. A simulation with a Gaussian source of variable
width is achieved by piecewise simulations of small pixel regions,
each using Eq. (3) to determine the FWHM for given angles of
emission. As shown by Figs. 4(a)–4(c), the variation in the source
size only becomes significant for angles greater than 0.4°; up to this
point, the decrease in the effective aperture width dominates the IC
width parameter. The heel effect is modeled as described above.

VI. POSSIBLE EFFECTS OF VARIATIONS IN SEPTA
DENSITY AND AIR SCATTERING

Density measurements of the absorbing septa were performed
by weighing and optically measuring the dimensions of a small
mask region excised by diamond cutting tools. It was not possible
to experimentally measure how the density of each septum varied
throughout the lamellae. WO simulations, with which it is trivial to
modify the density profile, demonstrate that the IC offset is affected

by doing so, particularly for photons traveling along the optical
axis. As the possible density profiles, both horizontal and vertical,
are infinite in number, an exact setting that produced IC offsets as
seen in the experiment was not sought. Instead, three simple cases
were considered:

• a uniform, 90% density throughout the septa,
• a sinusoidal variation in the horizontal density throughout,
whose mean is 90% and has a 100% density along septum walls,

• a sinusoidal variation as above, but with a 80% density along
septum walls,

as shown in Fig. 5(a). Part (b) of this figure shows the IC offset
intensity, relative to the peak height, for an unfiltered 60 kVp beam
when only these effects are added to the model. This variation in
offset is of interest, as it affects the maximum gradient of IC slopes
and thus the system’s sensitivity to phase effects. However, the
effect appears limited to regions close to the optic axis, and the
increase in the offset due to the posited density variations is, at
most, 1%. As no oscillations in the experimentally measured offset
can be seen, perhaps obscured by noise, the effect of variable septa
density can be considered an uncertainty in simulated offset values
when considering pixels close to the optic axis. Up to what number
of pixels away from the axis this is true will depend on septa
thicknesses.

Scattering of x rays in air is also a mechanism by which ICs
may be broadened. To some extent, the masks used in EI can be
expected to act as anti-scatter grids, though to what extent is
unknown. In order to determine this, the scattering simulation
techniques developed by Busi et al.26 were implemented in the MC
model. An “air-block” component is placed between the source and
M1 and between M1 and M2. Photons in these components are
propagated by discrete amounts, and after each discrete

FIG. 5. The simulated effect of different septa density profiles on the IC offset
intensity. (a) shows the posited gold thickness profiles and (b) the resulting
offset intensities as a function of the photon angle from the optic axis.
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propagation, a scattering event may occur. The function that deter-
mines scattering does so by comparing a randomly generated
number with the probability of scattering through a given volume
of air, both coherently,

P(coherent) ¼ 1 � exp(si ρ σcoh(E)), (4)

and incoherently,

P(incoherent) ¼ 1 � exp(si ρ σ inc(E)), (5)

where si is the ith propagation distance, ρ is the density of air, and
σcoh and σinc are the coherent and incoherent scattering cross sec-
tions, respectively, obtained from the NIST database. The probabil-
ity of scattering, either coherently or incoherently, through 0.4 m of
air (the separation between M1 and M2) is between 0.1% and 0.8%
for the energy ranges being considered. In the event of scattering,
cumulative density functions, described by Beni et al.,27 are used to
determine the new photon trajectory. The introduction of these
adapted air-block components had negligible effects on the IC
across the whole FoV, and, while lower energy settings may
measure some more moderate effects, it appears that air scattering
may be safely neglected at the relatively high x-ray energies consid-
ered in this paper.

VII. MODELING OF THE ENTIRE FIELD OF VIEWAND
INCLUSION OF AWIRE SAMPLE

IC fitting considers an area-normalized Gaussian plus an
offset parameter,

IC ¼ a*exp � (x � b)2

2c2

� �
/
p
(2πc2) þ d, (6)

where x is the lateral position of M1, a describes the IC’s ampli-
tude, b its center position, c its width, and d the offset from zero.
Figures 6(a)–6(d) show these parameters from the experimental
data, with (e) showing the ratio of the offset-to-peak intensity.
The variation in these retrieved parameters allows for a more com-
plete understanding of the problems hinted at in Fig. 1.

Angular filtration is the dominant effect when considering the
amplitude in Fig. 6(a). Panel (b) chiefly illustrates that the system is
well aligned, with two curves corresponding to approximately the
same alignment and the third being displaced by slightly less than
a micron in x. For any given filtration, the IC centers are within a
300 nm range; hence, none of the effects shown are due to Moiré
fringes or other alignment errors. Parts (c) and (d) show how the
changing energy and effective aperture size, source width, and detec-
tor response significantly affect the IC width and offset parameters.

Fully modeling the FoV such that each of these parameters is
reproduced perfectly would require more knowledge than is feasible
to acquire, such as the exact heel effect distribution, the fully three-
dimensional density profile of the mask septa, and a perfect
description of the detector response. However, by combining all of

FIG. 6. Experimentally measured IC fit parameters for ICs between those highlighted in Figs. 1(e) and 1(f ), averaged over each group of ten horizontal pixels for the
unfiltered, 4 mm dural filtered and 8 mm dural filtered cases. (a) shows the IC amplitude, (b) the center, (c) the width parameter, and (d) the ratio of offset to peak intensity.
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the described model refinements, we achieved a reasonable repro-
duction of the experimentally observed behavior, as shown in Fig. 7
for the unfiltered and 8 mm dural filtered cases. These plots utilize
the same format as in Fig. 6 and show directly how the new models
provide a better agreement with that data.

Deviations between the experiment and the simulation likely
occur due to uncertainty in the optic axis’ exact position and the
non-uniform septa thickness across the masks, which would have
the greatest effect on the IC amplitude. Some notable differences
can also be observed between the two models: McXtrace

implements refraction of photons within the mask components,
which changes the attenuation of photons and chiefly affects the
offset at the higher angles of incidence; it also implements changing
flux due to the heel effect, not merely the change in the average
energy.

Possibly most significant, the spectral changes due to the
interplay of angular filtration, detector response, and heel effect
will affect the imaging results as well as the IC parameters.
To experimentally reproduce this, we imaged a sapphire wire of
125 μm radius at the ±50% positions on the IC and retrieved the

FIG. 7. Simulated IC parameters for the unfiltered (a) and 8 mm dural filtered (b) settings. The experimental parameters for these cases are superimposed on each plot.
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transmission and refraction signals using the R-function method
developed by Diemoz et al.9 The setup was simulated using the
basic and refined models, with 5 μm of tungsten filtration in both
cases due to the positioning of the wire, and the predictions of
both WO models are compared against the experimental results in
Fig. 8. MC simulations show very similar results but are not shown
in order to avoid duplication and clutter.

The top row in Fig. 8 shows that attenuation is overestimated
by the basic models and correctly predicted by the refined model,
though the former’s error decreases as the overall beam filtration
increases making the spectrum harder. Notably, the refined model
predicts attenuation correctly at all filtration levels. Refraction pro-
files are less affected by the implemented model modifications,
with both the basic and refined models tending to overestimate the
magnitude of the refraction peaks; this is likely due to imperfect
sampling of the wire in the experimental case. Accuracy improve-
ments in modeled attenuation will be particularly useful for techni-
ques that rely on consistent ratios between the real and imaginary
decrements from unity for materials’ refractive indices.28

VIII. CONCLUSION

We have presented a series of refinements required by high-
energy implementations of both Monte Carlo and wave optics
models of edge illumination x-ray phase contrast imaging. These
were implemented within existing theoretical frameworks and
account for the effects of angular filtration, non-linear detector
response, and variation in the source size and the flux for different
viewing angles. We have also shown that additional, more specific,
parameters can be incorporated if needed, such as non-uniform
mask septa density profiles. These additional layers of complexity
introduced in the models were not found to excessively increase
computational times: equivalent IC simulations saw a 22% increase
in computation time for the WO case and 12.5% increase for the
MC case. The improved accuracy in reproducing experimental
effects, and increased understanding of previously neglected effects

at high energy, will be useful when designing the next generation of
EI optics. A possible avenue for future research could use these
models to investigate the effects of generalized mask imperfections
on system performance, and some of the effects considered and
coded here may also be useful in GI studies. In the latter case,
angular filtration is likely to be of concern both in terms of flux
reduction and for potentially affecting the interference patterns
being created.
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