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Abstract
Artificial intelligence (AI) is impacting education in many different ways. From virtual 
assistants for personalized education, to student or teacher tracking systems, the 
potential benefits of AI for education often come with a discussion of its impact 
on privacy and well-being. At the same time, the social transformation brought 
about by AI requires reform of traditional education systems. This article discusses 
what a responsible, trustworthy vision for AI is and how this relates to and affects 
education.
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Introduction
Digital transformation is currently seen as the driving force of global, innovative, 
inclusive and sustainable growth. Education is necessary to prepare people for the 
opportunities and challenges of globalization and the digital revolution and to ensure 
that everyone can fully participate in, benefit from and adapt to new occupations 
and skills needs. In many cases, artificial intelligence (AI) is considered to provide 
an essential contribution to ensure the inclusive and cohesive societies and resilient 
economies that are expected to arise from this digital transformation. However, given 
the wide range of views on the role and possibilities of AI in society, it is not always clear 
how to bring AI and education together towards these aims. Even at the beginning 
of the twenty-first century, Aiken and Epstein (2000: 164) stated: ‘Unless we seriously 
discuss our philosophical premises before AI moves in any significant way into the 
classroom, we will limit the scope, effectiveness and positive contributions that AI can 
bring to learning.’ Understanding the possibilities and limits of AI and ensuring the 
necessary human skills need to be the focus of education and training programmes 
at different levels. Nevertheless, and even though the quantity and quality of robust 
evidence that shows that well-designed AI does work in education is increasing (Luckin 
and Cukurova, 2019), the field of education often questions the educational value of 
technology (Selwyn, 2015; Slay et al., 2008).

There is a general feeling that the current educational system is not generating 
enough experts, and everyday users are increasingly not able to understand the 
systems with which they are faced. These issues have been extensively studied by 
others. This article is not about all the potential impacts and uses of AI in education, 
but it focuses on what a responsible, trustworthy vision for AI is and how this relates to and 
affects education and learning studies. Even though science, technology, engineering 
and mathematics (STEM) education is necessary, responsible AI renders the need for 
education in arts and humanities even more necessary. In a world where machines 
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can find (all) answers, it becomes imperative that all people are well trained in asking 
questions and evaluating answers.

The many faces of AI
Understanding the role of education in the realization of the digital transformation 
fuelled by AI requires that we first are able to understand what AI is and what makes 
AI different from other technologies, so specific educational changes are needed. The 
recent success of AI, and the hype around it, have created a plethora of definitions, 
ranging from ultra-simplified ones, such as that recently put forward in a White Paper 
by the European Commission (2020: 2) – ‘AI is a collection of technologies that combine 
data, algorithms and computing power’ – to purely magical ones. Depending on the 
focus and the context, Theodorou and Dignum (2020) have identified the following 
ways in which AI has been viewed:  

1. A (computational) technology that is able to infer patterns and possibly draw 
conclusions from data. (Currently AI technologies are often based on machine 
learning and/or neural networking based paradigms.)

2. A next step in the digital transformation. This view brings under the general 
denominator of AI many different technologies, from robotics to the Internet 
of Things, and from data analytics to cybersecurity, the result of which is that 
everything is considered to be AI.

3. A field of scientific research. This is the original reference, and it is still predominant 
in academia. The field of AI includes the study of theories and methods for 
adaptability, interaction and autonomy of machines (virtual or embedded).

4. An (autonomous) entity (for example, when one refers to ‘an’ AI). This is the most 
usual reference in media and science fiction, endowing AI with all-knowing, all-
powerful qualities and bringing with it the (dystopic) view of magical powers and 
the feeling that AI happens to us without us having any power to control it.

A more informed view describes AI as a software system (possibly embedded in 
hardware) designed by humans that, given a complex goal, is able to take a decision 
based on a process of perception, interpretation and reasoning based on data 
collected about the environment and that meets the properties of: 

 • autonomy, meaning that the system is able to deliberate and act with the intent 
of reaching some task-specific goal without external control 

 • adaptability, meaning that the system is able to sense its environment and 
update its behaviour to changes in the environment

 • interactivity, meaning that the system acts in a physical or digital dimension 
where people and other systems coexist. 

Even though many AI systems currently only exhibit some of these properties, it is 
their combination that is at the basis of the current interest in, and results of, AI and 
that fuels the public’s fears and expectations (Dignum, 2019). The scientific study of 
AI includes several approaches and techniques, including not only machine learning 
(deep learning and reinforcement learning are specific examples), which is currently 
the approach to AI that is most visible and successful, but also reasoning (for example, 
planning, scheduling, knowledge representation, search and optimization), multi-
agent systems (for example, distributed problem solving and communication) and 
intelligent robotics (for example, control, perception, sensors and actuators, and the 
integration of physical/hardware components).
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Responsible AI
To understand the societal impact of AI, one needs to realize that AI systems are 
more than just the sum of their software components. AI systems are fundamentally 
socio-technical, including the social context in which they are developed, used and 
acted upon, with its variety of stakeholders, institutions, cultures, norms and spaces. 
That is, it is fundamental to recognize that, when considering the effects and the 
governance of AI technology, or the artefact that embeds that technology, the 
technical component cannot be separated from the socio-technical system (Hendler 
and Mulvehill, 2016; Dignum, 2019). This system includes people and organizations 
in many different roles (developer, manufacturer, user, bystander, policymaker and 
so on), their interactions, and the procedures and processes that organize those 
interactions. Guidelines, principles and strategies must focus on this socio-technical 
view of AI. In fact, it is not the AI artefact or application that is ethical, trustworthy or 
responsible. Rather, it is the people and organizations that create, develop or use 
these systems that should take responsibility and act in consideration of human values 
and ethical principles, such that the overall system and its results can be trusted by 
society. The ethics of AI is not, as some may claim, a way to give machines some 
kind of ‘responsibility’ for their actions and decisions and, in the process, discharge 
people and organizations of their responsibility. On the contrary, AI ethics requires 
more responsibility and accountability from the people and organizations involved: 
for the decisions and actions of the AI applications and for their own decision to use 
AI in a given application context. 

The processes by which systems are developed entail a long list of decisions 
by designers, developers and other stakeholders, many of them of a societal, legal 
or ethical nature. Typically, many different options and decisions are taken during the 
design process, and in many cases there is not one clear ‘right’ choice. These decisions 
cannot just be left to be made by those who engineer the systems, nor to those who 
manufacture or use them; they require societal awareness and informed discussion. 
Determining which decisions an AI system can take, and deciding how to develop such 
systems, are at the core of a responsible approach to AI. At the very least, responsible 
AI means that these choices and decisions must be explicitly reported and open to 
inspection. 

The ART (accountability, responsibility, transparency) principles for responsible 
and trustworthy AI (Dignum, 2019), depicted in Figure 1, are therefore meant for the 

Figure 1: The ART of AI (Source: Dignum, 2019)
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whole AI socio-technical system, rather than being focused on the software. In other 
words, addressing ART will require a socio-technical approach to design, deployment 
and use of systems, interweaving software solutions with governance and regulation. 

The ART principles for responsible AI can be summarized as the following 
requirements for the socio-technical AI system:

 • Accountability refers to the necessity for the system to provide account, that 
is, to explain and justify its decisions to users and other relevant actors. To 
ensure accountability, decisions should be derivable from, and explained by, the 
decision-making mechanisms used. It also requires that the moral values and 
societal norms that inform the purpose of the system, as well as their operational 
interpretations, have been elicited in an open way involving all stakeholders.

 • Responsibility refers to the role of people themselves in their relation to AI 
systems. As the chain of responsibility grows, means are needed to link an AI 
system’s decisions to its input data and to the actions of stakeholders involved 
in the system’s decision. Responsibility is not just about making rules to govern 
intelligent machines. but also about the role of people and institutions in the 
effects of developing and using the system.

 • Transparency indicates the capability to describe, inspect and reproduce the 
mechanisms through which AI systems make decisions and learn to adapt to 
their environment and the provenance and dynamics of the data that is used and 
created by the system. Moreover, trust in the system will improve if we can ensure 
openness of affairs in all that is related to the system. As such, transparency 
is also about being explicit and open about choices and decisions concerning 
data sources, development processes and stakeholders. Stakeholders should 
also be involved in decisions on all models that use human data, affect human 
beings or have other morally significant impacts.

Responsible AI and education
Current awareness of ethical issues relating to AI and education are mostly restricted 
to privacy, security and the appropriate uses of personal data. In addition to these, 
in settings where there is an increasing availability of virtual assistants supporting 
students’ learning processes or teachers’ performance, concerns are growing around 
the impact of such assistants on the learner (Tuomi, 2018; Popenici and Kerr, 2017). 
Students may also find it difficult to experience or believe in success when using a 
learning companion that remembers and reminds the student of their past failures 
(Luckin et al., 2016). A study reported in Hastie et al. (2016) shows worse results with 
the empathic version of an agent that reminded students of what they had learnt. 
Wearables and smart assistants keep track of many of our activities and those of our 
children. A visit to the gym, therapist or supermarket, or a quiet afternoon at home, 
can produce psychometric, physiological, financial, emotional and social information 
that could be used to build an affective user model and, as such, potentially improve 
personalized and appropriate responses (Richards, 2017). However, the sharing of user 
models that capture an individual’s inner thoughts and feelings could potentially impact 
that individual if revealed to their employer, family, friends or to the wider public. When 
we consider the context of learning and education, such monitoring could be seen as a 
way to identify bullying and supporting children to cope (Hall et al., 2009). 

Hudlicka (2016) identifies several ethical issues that go beyond the general 
concerns of data privacy and that are specific to virtual agents. These concerns include 
affective privacy (the right to keep your thoughts and emotions to yourself), emotion 
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induction (changing how someone feels) and virtual relationships (where the human 
enters a relationship with the agent). Concerning student data and student privacy, 
potential conflicts can arise from the proliferation of systems for continuous evaluation 
of students. In fact, even if parents want to protect the personal data of their children, 
they also want access to that data themselves, while children and young people may 
want privacy from their parents. For example, in the Netherlands, the Magister tracking 
system used by most secondary schools provides parents with direct access to their 
children’s results and activities at school. Often, the parent will know before the child 
whether they passed or failed a test. In a study, 70 per cent of parents indicated that 
they thought that their child was not bothered by the fact that parents receive school 
information about their child through the tracking system. The parents also thought 
that their involvement increased by having direct access to information on grades, 
homework and absence (Boon, 2018). However, concerns over breaching children’s 
right to privacy have been raised in parliament and by national ombudsmen (Kok, 2018). 
In fact, adolescents need a certain degree of freedom to learn to take responsibility. 
Schools and parents must allow that space. Dealing with these conflicts of interest, 
and the protection of the rights of vulnerable people such as children and the mentally 
disabled, will need carefully designed standards and legislation. 

Potential social and ethical issues are raised as educational technology is 
increasingly endowed with more smart functionalities (Richards and Dignum, 2019). 
A literature review focusing on the use of (humanoid) robots in the classroom has 
analysed their ethical impact along four themes: (1) privacy; (2) replacing humans; 
(3) effects on children; and (4) responsibility (Serholt et  al., 2017). At the same 
time, many fundamental questions about AI – on the nature of intelligence, how 
to balance individual and collective interests, how to solve ethical dilemmas and 
how automation will impact the labour market – cannot be answered by technology 
alone. These questions require interdisciplinary approaches and, as such, a change 
in the role and content of educational programmes (Dwivedi et al., 2019). AI offers 
the potential for augmentation and potential replacement of human tasks and 
activities within a wide range of applications. The current pace of change for AI 
innovation is high, requiring societal, institutional and technological adjustments, 
and new opportunities for continued innovation across different domains, including 
business and management, government, public sector and science and technology. 
In order to navigate this potential, explore opportunities and mediate challenges, it 
is essential to integrate humanities and social sciences into the conversation on law, 
economics, ethics and the impact of AI and digital technology. Only together can 
we chart a way forward into a beneficial and trustworthy future with our increasingly 
algorithmic societal systems. 

The rapidly growing capabilities and increasing presence of AI-based systems 
in our lives raise pressing questions about the impact, governance, ethics and 
accountability of these technologies around the world (Dwivedi et al., 2019). How can 
decisions be made on when, what for and how AI should be applied? How can the 
variety of views and requirements of people who use, interact with and are impacted 
by these technologies be integrated? How do we harness the potential of AI 
systems, while ensuring that they do not exacerbate existing inequalities and biases, 
or even create new ones? These questions cannot be answered from a computer 
science or engineering perspective alone. In fact, we can say that AI is no longer an 
engineering discipline, but requires a broad involvement of different disciplines and 
participants. Here is where education and learning studies have an important role 
to play. The learning sciences field is interdisciplinary and encompasses psychology, 
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sociology, computer science, education and cognitive science. Bringing learning 
studies together with AI research and development will increase the understanding 
of teaching and learning within those who develop AI, which can contribute to better 
machine-learning techniques and applications. At the same time, such collaborations 
contribute to the ability of education specialists, teachers and learners to understand 
and be confident using AI (Luckin and Cukurova, 2019). However, most current AI 
and robotics curricula worldwide provide engineers with a too-narrow task view. The 
wide impact of AI on society, as argued in Dignum (2020), requires a broadening of 
engineering education to include: 

1. analysis of the distributed nature of AI applications as these integrate socio-
technical systems and the complexity of human–agent interaction 

2. reflection on the meaning and global effect of the autonomous, emergent, 
decentralized, self-organizing character of distributed learning entities and how 
they operate 

3. incremental design and development frameworks, and the unforeseen positive 
and negative influence of individual decisions at a system level, as well as how 
these impact human rights, democracy and education 

4. the consequences of inclusion and diversity in design, and how these inform 
processes and results 

5. understanding of governance and normative issues, not only in terms of 
competences and responsibilities, but also in the case of views on health, safety, 
risks, explanations and accountability 

6. the underlying societal, legal and economic models of socio-technical systems. 

Broadening AI and engineering curricula is possibly also a way to attract a more 
diverse student population. When AI curricula are known to be transdisciplinary, it 
can be expected that female students, who traditionally choose humanities and social 
sciences subjects over engineering ones, may be motivated to choose AI. In parallel, 
humanities and social sciences curricula also need to include subjects on the theory 
and practice of AI. For example, law curricula need to prepare law experts on how to 
address legal and regulatory issues around AI.

Guidelines and regulatory frameworks for AI
There is increasing recognition that AI should be developed with a focus on the 
human consequences as well as the economic benefits. As such, most guidelines and 
recommendations explicitly consider the need for education and training, in particular 
to ensure the technical skills needed to drive the role of AI in the digital transformation, 
even though they are particularly short on providing concrete approaches for 
educational transformation.

Governance is necessary for the reduction of incidents, to ensure trust, and 
for the long-term stability of society through the use of well-established tools and 
design practices. Well-designed regulations do not eliminate innovation, as some 
claim; instead, they can enhance innovation through the development and promotion 
of both socio-legal and technical means to enforce compliance (Monett and Lewis, 
2017). Moreover, policy is needed to ensure human responsibility for the development 
and deployment of intelligent systems, filling the gap that emerges from the increased 
automation of decision making. The ultimate aim of regulation is to ensure our – and 
our societies’ – well-being in a sustainable world. That is, research, development and 
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use of AI should always be done in a responsible way – what is often referred to as 
responsible AI. When developing intelligent systems, besides the obvious necessity to 
meet legal obligations, societal values and moral considerations must also be taken 
into account, weighing the respective priorities of values held by different stakeholders 
in various multicultural contexts. Human responsibility to ensure flourishing and well-
being of our societies should always be at the core of any technological development 
(Floridi et al., 2018).

According to the Organisation for Economic Co-operation and Development 
(OECD, 2019: n.p.): ‘Governments should take steps, including through social 
dialogue, to ensure a fair transition for workers as AI is deployed, such as through 
training programmes along the working life, support for those affected by 
displacement, and access to new opportunities in the labour market.’ 

The European High Level Expert Group on AI devotes a whole chapter of its 
recommendations document to skills and education, encouraging member states to 
increase digital literacy across Europe, to provide data literacy education to government 
agencies, to ensure a leading role for Europe in fundamental AI research programmes, 
retaining and attracting world-class researchers and to ensure the upskilling and 
reskilling of the current workforce (European Commission, n.d.). This means that 
proficiency in education in STEM subjects can position students to be competitive in 
the workforce. In the view of the High Level Expert Group: 

Conscious and well-informed children and other individuals will create 
a solid foundation for responsible and positive uses of AI systems and 
digital technologies more generally, and strengthen their personal 
skills on cognitive, social and cultural levels. This will not only increase 
the available talent pool, but also foster the relevance and quality of 
research and innovation of AI systems for society as a whole. (European 
Commission, n.d.)

At the same time, as suggested by the G20, ongoing training in the workplace should 
be reinforced to help workers adapt (Twomey, 2018). It is not only that a human impact 
review should be part of the AI development process and that a workplace plan 
for managing disruption and transitions should be part of the deployment process, 
but governments should also plan for transition support as jobs disappear or are 
significantly changed.

Besides the need for increased attention to AI technology skills, several groups 
recognize the need for introducing ethics into STEM education (Villani, 2018, Taebi 
et al., 2019). This is aligned with the overall view that ensuring students are prepared 
for the changing labour market will be the main challenge for education curricula. 
Curricula should focus on the development of those skills that are likely to remain 
in demand (sometimes referred to as ‘twenty-first-century skills’) and thus prioritize 
teaching critical thinking, problem solving and teamwork across subject areas and at 
all education levels, from kindergarten to university. Teaching students to become 
analytical thinkers, problem solvers and good team members will allow them to remain 
competitive in the job market, even as the nature of work changes. 

The role of education is also recognized as a way to build and sustain trust in 
AI systems, alongside reliability, accountability, processes to monitor and evaluate the 
integrity of AI systems over time, and the tools and techniques ensuring compliance 
with norms and standards (Jobin, 2019). 
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Challenges for education
At all levels and in all domains, businesses and governments are, or will soon be, 
applying AI solutions to a myriad of products and services. It is fundamental that the 
general public moves from passively adopting or rejecting technology to being in the 
forefront of the innovation process, demanding and reflecting on the potential results 
and reach of AI. The success of AI is therefore no longer a matter of financial profit 
alone, but of how it connects directly to human well-being. Putting human well-being 
at the core of development provides not only a sure recipe for innovation, but also 
both a realistic goal and a concrete means to measure the impact of AI. 

The extent to which various technologies are adopted and supported in 
educational institutions is often politically driven or at least constrained (Selwyn, 
2020; Jandrić, 2017). While governments may launch grand-sounding initiatives 
such as the ‘Digital Education Revolution’ (Buchanan, 2011), often the aims are to 
provide all students with computers and schools with access to networks and digital 
resources and to equip teachers, students and parents to use digital technologies. 
While laudable, these aims are not sufficient, and they are certainly not concerned 
with the use of state-of-the-art technology or new pedagogies. Moreover, teachers 
often do not have permission, interest, capacity or energy to participate in trials and 
experiments with advanced technology applications in the classroom, even when 
the materials are carefully aligned to the national curriculum and designed with 
teachers to cover concepts and topics that students find challenging (Jacobson 
et al., 2016). 

Before committing to a future where AI pervades learning, educationalists and 
technologists need to guide society and governments to understand the potential 
social and ethical implications of this technology. Rather than worrying about AI 
taking over the world (or at least the classroom), as in the fear of the technological 
singularity warned of by some (Bostrom, 2016), the main concern should be people’s 
readiness to blindly accept the technology as a given, which leads to practical 
problems, including misuse, overreliance, ignorance or underutilization, abuse and 
use without concern for the consequences (Parasuraman and Riley, 1997). It is also 
striking to see that most guidelines and principles that have sprouted in the last 
couple of years, from governments, policy organizations, social agencies or tech 
companies, are mostly lacking in concrete proposals for education, even though 
most recognize that education will play an important role in ensuring trustworthy 
and responsible AI.

From an education perspective, a pressing question is how to ensure the 
knowledge and skills to develop and deploy AI systems that align with fundamental 
human principles and values, and with our legal system, and that serve the common 
good. As industry, research, the public sector and society in general are increasingly 
experimenting with, and applying, AI across many different domains, governments 
and policymakers are looking at AI governance, that is, the means to shape the 
process of decision making in ways that ensure public safety, social stability and 
continued innovation. For policy to deliver that goal, it needs to be supported by a 
solid knowledge not only of the technical aspects of AI, but also of its implications 
for law, ethics, economy and society. This requires a multidisciplinary approach to the 
study and development of AI. 

The digital transformation of society is possibly the main challenge of this century. 
By the end of 2013, those who have grown up in a digital world started to outnumber 
those who had to adapt to it. However, capacity building to ensure that everybody is 
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able to contribute to the digital ecosystem, and to fully participate in the workforce, is 
lagging behind, and current education curricula are perhaps not the most suitable to 
meet the demands of future work.

Considering that, as the media theorist Marshall McLuhan is claimed to have 
said, ‘the tools that we shape will thereafter shape us’, the digital ecosystem will bring 
about a redefinition of fundamental human values, including our current understanding 
of work and wealth. In order to ensure the skills needed for resilient and sustainable 
capacity building for the digital ecosystem, the following aspects must be central in 
education curricula across the world:

 • Collaborate: The digital ecosystem makes possible, and assumes, collaboration 
across distance, time, cultures and contexts. The world is indeed a village, and 
all of us are the inhabitants of this village. Skills are needed to interact, build 
relationships and show the self-awareness needed to work effectively with others 
in person and virtually, across cultures.

 • Question: AI systems are great at finding answers and will do this increasingly 
well. It is up to us to ask the right questions and to critically evaluate results to 
contribute to responsible implementation of solutions.

 • Imagine: Skills to approach problem-solving creatively, using empathy, logic 
and novel thinking, are needed. For this, it is imperative to nurture humanities 
education and to include humanities subjects in all technology curricula.

 • Learn to learn: The ability to adapt and pick up new skills quickly is vital for 
success, requiring us to continuously learn and grow and to adapt to change. 
Being able to understand what it is necessary to know, and knowing when to 
apply a particular concept, as well as knowing how to do it, are key to continuous 
success.

The digital age is a time for reinvention and creativity. Capacity building must 
embrace these skills alongside technological expertise. This shows that the traditional 
separation between humanities, arts, social sciences and STEM is not suitable for 
the needs of the digital age. More than multidisciplinary, future students need to be 
transdisciplinary – to be proficient in a variety of intellectual frameworks beyond the 
disciplinary perspectives. In fact, we have stated that artificial intelligence is not a pure 
STEM discipline (Dignum, 2019, 2020); it is in essence transdisciplinary and requires 
a spectrum of capabilities not covered by current education curricula. It is urgent we 
redesign studies. This will provide a unique opportunity to truly achieve inclusion and 
diversity across academic fields.
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