Public disorder and transport networks in the Latin American context
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We propose an extension of the Davies et al. model, used to describe the London riots of 2011.
This addition allows us to consider long travel distances in a city for potential rioting population.
This is achieved by introducing public transport networks, which modifies the perceived travel
distance between the population and likely targets. Using this more general formulation, we applied
the model to the typical Griffin and Ford pattern for population distribution to describe the general
features of most large Latin American cities. The possibility of long-range traveling by part of the
general population has, for an immediate consequence, the existence of isolated spots more prone to
suffer from rioting activity, as they are easier to reach than the rest of the city. These areas finally
made it easier to control the eventual disorder by part of police forces. The reason for this outcome
is that transport networks turn riots into highly localized and intense events. They are attracting
a large police contingent, which will later extinguish the remaining disorder activity on the rest of
the city. Therefore, working transport networks in a city effectively reduces the number of police
force contingent required to control public disorder. This result, we must remark, is valid only if
the model requisites for order forces are satisfied: extra police contingent can be added swiftly as

required, and these forces can move around the city with total freedom.
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I. INTRODUCTION

Public disorder, riots and civil unrest are all manifesta-
tions of collective behaviour in which hostile action is di-
rected towards members belonging to other groups or au-
thorities. If mishandled, such phenomena can sometimes
cascade into large—scale outbreaks of violent criminality
[1]. This is a significant public security problem, which
has substantial consequences in terms of both personal
injuries and property damage. Furthermore, if disorder
escalates into a nation-wide episode, it can pave the way
for political instability or even the overthrow of govern-
ments, as in Tunisia and Egypt during the Arab Spring
of 2011.

The ability to understand and predict the spatial and
temporal evolution of disorder is, therefore, of huge im-
portance for policy. As with other forms of crime, such
understanding forms a basis for preventative interven-
tions, and allows resources (such as policing) to be used
in a way that mitigates negative consequences most ef-
ficiently. This need is particularly acute for rare events
such as riots, since the lack of real-world examples means
that authorities have little opportunity to develop their
understanding or evaluate approaches empirically. For
this reason, mathematical modelling and numerical sim-
ulation has great potential as a means of developing in-
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sight. Not only can they offer profound understanding
of the phenomena themselves, but they can be used as
a means of exploring alternative scenarios; that is, per-
forming ‘what if” experiments for riot situations. In par-
ticular, this provides a means of testing potential control
or mitigation strategies at low cost and at a high level of
granularity.

Early analyses considered collective disorder to be a
return to a “natural condition”, whereby crowds tem-
porarily forgot civilized behavior and instead regressed
to more primitive ways. This phenomenon was referred
to as the “madness of the crowds” [2] and “mass enthusi-
asm” [3]. The alternative suggestion that conscious and
rational decisions were involved in the participation in
riots and public disorder began with the pioneering work
of Granovetter [4, 5]. In the models presented, potential
rioters evaluate the benefits and costs of joining public
disorder, taking into account the social influence of other
individuals. Later developments, such as Epstein’s for-
mulation for social conflict [6] using Agent-Based Mod-
els (ABM), successfully described more detailed classical
patterns in public disorder, such as the long calm periods
interrupted by intermittent bursts of collective violence.
Further approaches to this problem were made by using
partial differential equations, capturing important fea-
tures like the contagious nature of rioting behavior and
reflecting the observed patterns from the French riots of
2005 [7, 8]. Also using differential equations, Davies et
al. [9] successfully captured the quantitative dynamics



of the London riots of 2011. This model was based on
empirical evidence from London that rioters chose target
locations on the basis of their characteristics [10]; such
behaviour is consistent with the ‘rational choice’ perspec-
tive on criminal decision-making [11], in which offenders
are assumed to select potential targets from a range of al-
ternatives in such a way that they maximise reward and
minimise risk [12, 13]. In the Davies et al. model, the
participation of rioters was influenced by the volume of
retail activity (i.e. potential for looting) in possible tar-
get locations, as well as the number of other participants
already present (as a measure of ‘safety in numbers’).

Although spatial data has been incorporated in riot
models, it has typically been simplistic and included lit-
tle information concerning urban structure. In particu-
lar, there has been no attempt to consider the effect of
transport networks, in the form of either public transport
or simply streets themselves. This constitutes a signifi-
cant shortcoming: transport networks have been shown
to have a significant effect in promoting crime in gen-
eral [14-16] by either generating new opportunities for
offending or increasing the accessibility of existing ones.
Indeed, analysis of the London riots indicates a strong
correlation between the probability of a location being
looted and the proximity of underground train stations
[17]. In this work, we seek to extend the previous model
of Davies et al by incorporating the effect of a transport
network, in order to increase the validity and granularity
of the model. Inspired by the recent outbreaks of vio-
lence in Santiago, Chile, and Latin American cities from
Bolivia, Peru, Colombia, Equador among others [18-22],
we do this with particular focus on the context of Latin
American cities.

We propose to implement the typical layout of a Latin
American city, as a prototype transport network and geo-
graphic configuration, to test our formulation. A stylised
model of such cities was first proposed by Griffin and
Ford in 1980 [23]. Briefly, it formulates cities as being
structured around a “spine”, where wealthy inhabitants
live, surrounded by three concentric regions in which in-
frastructure, public services and quality of life in gen-
eral decreases with distance to the city center. This
model was later revised by Ford in 1996 [24], adding some
novel elements but maintaining its principal characteris-
tics. Although the steady decline in Latin American pop-
ulation growth since the 1980’s has led to a constant im-
provement in the quality of public services and amenities
for the inhabitants of more distant zones, showing evi-
dence that these cities are converging towards an Anglo—
American configuration [25], Buzai stated recently [26]
that Ford’s 1996 model remains valid.

Of relevance for the case of the public disorder occur-
ring in Latin American cities, a number of recent articles
have presented quantitative analysis of the Chilean riots
of 2019. For instance, Caroca et al. [27] characterized the
temporal evolution of the total intensity of the events,
showing that it follows the typical curve predicted by
Burbeck [28] (rapid escalation to a pronounced peak, fol-

lowed by exponential decay). The spatial distribution of
activity on the first days for the capital city Santiago was
also characterized by Cartes et. al. [29], with the anal-
ysis showing that activity appeared to be concentrated
primarily around subway stations. Nevertheless, we are
not aware of any research concerning policies for control
and mitigation applied to those particular scenarios.

In this paper, we present the Davies et al. model used
to describe the London riots of 2011 and extend it to
incorporate the effects of public transport networks on
the underlying spatial environment. These modifications
mean that riot participants are able to travel large dis-
tances (and therefore reach distant targets) at low cost,
in a way that they would not otherwise be able to do.
We then implement the model with the typical popula-
tion distribution of a Latin American city. Depending on
the accessibility of the public transport network and the
police responses effectiveness, we identify different possi-
ble scenarios regarding the intensity of the riots and their
distribution in the city.

This document is organized in the following way. In IT
we introduce Davies et al. model for riots, its extension
to incorporate public transport networks, and the consid-
erations taken on the context of Latin American cities. In
IIT we present in detail the models results, specifically the
intensity of the riots and its spatial distribution. At IV
we analyze the results presenting our conclusions about
the model, and finally, in V we show our perspectives and
future work.

II. THE MODEL
A. Davies et al. (2013) formulation

The model introduced by Davies et al. is situated on a
discrete spatial system comprising two sets of locations:
residential areas, indexed by i, and retail sites (the tar-
gets for rioting), indexed by j. In essence, the model
seeks to describe the flows of rioters from their homes to
retail sites, and their interactions with police once there.
The model tracks the numbers of individuals in each lo-
cation over time, with the key quantities being R;(t) and
P;(t): respectively the numbers of rioters and police in
location j at time t. In mechanistic terms, the model
has three stages, corresponding to different phases of an
individual’s involvement in rioting:

e The decision to participate in rioting
e The choice of site at which to offend
e Possible arrest due to interaction with police

In the model, citizens pass through three possible states
- inactive, participating and arrested - so that the overall
model is analogous to the Susceptible-Infected-Removed
epidemiological approach.

For the first two of these stages, a single quantity -
referred to as attractiveness - plays a central role. The



attractiveness of a retail site j, from the perspective of a
citizen in residential area ¢, denoted Wj;, represents the
result of a cost/benefit calculation for individuals con-
sidering the utility of rioting in location j. It takes into
account three factors: the volume of retail activity at j
(benefit), the distance between i and j (cost) and the
probability of arrest when rioting at j (cost/risk). It is
calculated as:
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where Z; is the volume of retail activity at j, d;; is the
Euclidean distance between ¢ and j (the minus sign re-
flects that it acts as an impedance) and the third term

{%{S)J corresponds to the probability of arrest at j (a
J

“deterrence”). This is proportional to the ratio between
police officers P;(t) and rioters R;(¢), with the floor func-
tion | | added to account for the empirical fact that when
police are outnumbered (v, P;(t) < R;(t)) the disorder
becomes out of control and police are incapable of mak-
ing arrests [30]. Finally the constants a.., 3, and ~, are
free parameters to calibrate the model by using the avail-
able data.

The first step in the model concerns the decision of
whether to participate in rioting. This is determined by
a ‘probability of offending’, defined for each residential
area, ¢, and representing the probability that residents of
that area will choose to participate. This is modelled as
a sigmoidal function, based on the total attractiveness of
all possible targets j, as perceived by residents of i:

prfend — M Zj Wij (t)
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The multiplicative factor p; is a measure of the depri-
vation at i, reflecting the empirical finding that higher
levels of deprivation are associated with greater partic-
ipation [9, 10]. Taking the product of this probability
with the number of inactive residents of i, denoted I;(t),
gives the number of new crowd participants:

Ni(t) = nLi(t) PP (t) 3)

where 7 is a transition rate.

Once a citizen decides to participate, the next stage
of the model concerns the choice of location. This is
modelled via the use of an entropy—maximising spatial
interaction model (SIM), which estimates the most prob-
able flows between a set of origins and destinations, given
known out-flows and an expression for the utility of each
destination [31]. The utility used is the attractiveness de-
fined in (1) above; however, it is first modified by taking a
moving average, in order to account for the delay in reac-
tion of participants. This represents both travel time be-
tween origins and destinations and the time taken for in-
formation about the riot situation to propagate through

the population. This temporal average of W;;(t) over the
most recent L, time-steps gives the “effective attractive-
ness” between ¢ and j:

L,—1
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Now if A;(t) denotes the number of residents of ¢ who
are active at time ¢, then the number of those participat-
ing in rioting at j is given by [32]
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so that the rioters from ¢ are assigned to targets in pro-
portion to their attractiveness. By summing the above
expression over all origin locations ¢, the total number of
rioters located at the site j can be obtained:
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Simultaneously with the flows of rioters, the locations
of police forces are also modelled. These are done in a
similar way to the modelling of riot behaviour, though
with two differences: the number of police officers re-
mains constant, and an alternative utility function - not
including distance as an impedance factor - is used. This
utility - referred to as demand - depends on the value of
property at a site (again modelled as retail volume, Z;)
and the number of rioters R;:

Dj = Z;" exp (v R, (t)) (7)

Here oy, and vy, are parameters used to calibrate the
model. In the same way as the attractiveness, the “ef-
fective demand” is computed by averaging over the most
recent L, time-steps

again reflecting a reaction delay. Police officers are then
assigned to each location j according to the proportion
of total effective demand; with Pt°*a! as the total number
of officers, P;(t) is given by:

DS(t
Pj (t) — Ptotal .7( )

S Dpt)
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The final stage of the model concerns the arrest of riot-
ers by police. For each residential location i, the number
of residents arrested in j is obtained by multiplying the
flow T;;(t) by the arrest rate in j. Taking the sum over
all riot sites gives the total number of arrests of residents
of i:

b;(t)
Ci(t) = sz:Tij(t) <1 —exp (— {Rﬂt)J)) . (10)
The above processes are combined to give a dynamical

system tracking the active and inactive populations of
each residential site 4:

Ai(t+ 0t) = Ai(t) + 6t (N, (t) — Ci(2)) (11)
Ii(t + 5t) = Il(t) — (StNi(t) .

1. Addition of transport networks

In this paper, we introduce a modification to the above
model, incorporating the effect of public transport net-
works. Before doing this, we first simplify the spatial
domain on which it is defined: rather than an arbitrary
spatial system, we assume that the model is defined on a
regular two-dimensional grid. This can be interpreted as
a ‘rasterised’ version of a generic urban area, and there-
fore represents a generalisation of the model. In this
formulation, we assume that all grid cells represent resi-
dential areas, while retail sites (i.e. targets) are located at
a subset of grid points. The model defined above trans-
lates straightforwardly to this setting, with the distance
between any two locations defined as the Euclidean dis-
tance between the grid points.

In incorporating transport networks, the central prin-
ciple is that the effect of a transport line is to reduce
the travel cost along the paths it serves. We model a
network as a set of nodes, representing stations or stops,
with connections between them representing direct trans-
port links. The effect of the transport line is modelled
by applying a multiplicative factor § < 1 to the distance
between any pair of connected nodes: the link therefore
acts as a ‘shortcut’ relative to regular travel. For any two
neighbouring nodes, the distance is therefore given by

d=06\/AzZ+ Ay2. (12)

For any pair of nodes v and w on the network, the
travel distance dj,, is given by the sum of these dis-
tances over all constituent network links; essentially the
Euclidean length of the path, multiplied by é.

Once the transport network has been implemented, the
distances between all origins and destinations are up-
dated to take its effect into account. In particular, for
any origin ¢ and destination j, the distance when using
the transport network is computed on the following basis:

1. The distance l; from 7 to the nearest transport node
v is calculated

2. The distance Iy from j to the nearest transport
node w is calculated

3. The total effective distance is given by d;; = d,, +
1+ 1o

For the purpose of the model, the distance d;; is then
defined as the minimum of the Euclidean distance and
transport distance.

B. Latin American Cities

We propose to implement the typical layout of a Latin
American city, as a prototype transport network and ge-
ographic distribution pattern to test our formulation. A
generic model of such cities was proposed by Griffin and
Ford in 1980 [23], consisting of a “spine” where wealthy
inhabitants live, surrounded by three concentric regions,
over which infrastructure, public services and quality of
life in general decrease with distance to the city center.
The names of these regions are, from center to periph-
ery: zone of maturity, zone of in situ accretion and zone
of peripheral squatter settlements; see FIG. 1. This con-
figuration is an evolution from the colonial city [33] and
is predominantly shaped by the migration to cities from
rural areas that occurred during the 1940s and 1950s.
The fast increase in urban population, under which new
migrants located themselves at the borders of the city,
generated a variety of problems as housing, public ser-
vices and employment opportunities could not keep pace
with their need. Faced with these constraints, city plan-
ners expanded public services like electricity, sewer sys-
tems and paved streets in only one direction, with this
preferred orientation forming the ‘spine’. Naturally, all
important urban facilities like banks, parks and restau-
rants - along with high—status residential housing - con-
centrated around that region, in order to make use of all
the aforementioned public services. Population density
within the various regions of the city differs dramatically,
with upper class groups having the lowest density, middle
class occupying the areas with higher density and lower
income groups having densities in the middle of the two
[34]. This model was later revised by Ford in 1996 [24],
who added some novel elements while maintaining the
principal characteristics. The steady decline in popula-
tion growth in Latin America since the 1980s has allevi-
ated some of the issues facing major cities, with constant
improvement on the quality of public services and ameni-
ties for the inhabitants of the further away zones. Never-
theless, although there is some evidence that these cities
are converging toward an Anglo—American configuration
[25], Ford’s 1996 model remains valid in many contexts
[26].

It is not surprising that this population distribution in-
side the city tends to produce high levels of segregation
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FIG. 1. Model for a Latin American City, after Ford and
Griffin 1980.

and social friction among the citizens, since all groups are
constrained to occupy a strictly bounded area, sharply
delimited by income and social status. Evidence of urban
segregation is found in Mexico [35], Argentina [36], Brazil
[37] and Chile [38]. Mobility studies from the latter coun-
try’s capital city, Santiago, found that even movements
inside the city are restricted to individuals’ designated
residence areas [39], where they remain isolated, with
the only common meeting point in the whole urban area
being the center of the city.

C. Initial population and target distribution

For our population arrangement, we used the income
distribution indicated in Ford’s model. On the other
hand, our models population density comes from the val-
ues mentioned above shown by Amato [34]. All our sim-
ulations were carried out with a total population of 1.2
million inhabitants.

Our simplified transport network consists of only two
lines intersecting at the center of our environment, co-
incidentally with the citys Central Business District; see
FIG. 2. This configuration is the simplest one that al-
lows high mobility for the inhabitants of the periphery,
creating a direct link with the city center. This arrange-
ment also creates a focal location with relatively high
connectivity, easily reached from all the citys regions.

The spatial distribution of targets for disorder activ-
ity was intentionally made by sharing location with the
transport network nodes, see FIG. 2. This choice was
taken because highly connected spots, like subway sta-
tions, attract retail activity [40, 41]. It was also found
that during the first four days of the Chilean riots from
October 2019, in the capital city Santiago, most of the
events were concentrated around subway stations (called
Metro Network) [29]. In FIG. 3 the frequency of events,
as a function of the distance to the closest subway station,
is shown, with the distribution following approximately
a power law. It is evident that most of the disorder ac-
tivity was concentrated around these transport nodes:
for example, around 50% of the total activity took place
1km or less from these well-connected spots [29]. We
also take into consideration that there is a correlation be-

vertical distribution

horizontal

distribution high connectivity

point

FIG. 2. Scheme for the transport network implemented in the
simulations. It bridges the suburbs with the CBD, creating
a high connectivity point. Network nodes and targets share
spatial location (green dots).

tween commercial and residential real estate values [42].
Therefore, the perceived attractiveness of these spots in-
creases towards the center of the high-income region. On
the other hand, the targets decrease in value as they are
located farther away from the center, entering the pe-
ripheral low-income regions.
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FIG. 3. Event frequency as a function of the distance to
subway stations is shown. Around half of the total lies within
1km or less from a subway station.

Indeed it is possible to argue that, at least initially,
disorders aren’t motivated by a desire to make a mon-
etary profit from the looting opportunity; instead, they
are triggered on political and social grounds. Neverthe-
less, Santiagos most affected area is effectively the most
connected spot on the whole city [29], the reasons for
which are likely to be its easier access and the aware-
ness of its existence by the population. We consider it
essential to remark that this was not the first time this
particular city spot suffered large-scale disorders. Histor-
ically that region was the default meeting point for any



kind of massive concentration, independent of the moti-
vation, being it the positive result in a sport like Copa
América in 2015 [43] or a political one, like the student
demands for improvements on education policies in 2011
[44].

D. Numerical implementation

For our simulation, we used a grid comprised of 64 x 64
elements to contain the population, and another grid,
with the same dimensions, was used to contain the tar-
gets. According to FIG 1, the initial population is com-
pletely inactive, and its density at any location depends
on the sector in which it lies. The same distribution
applies to deprivation. The actual values are shown in
TABLE 1.

H Sector ‘ Pop./Element ‘ Deprivation H
Elite residential 240 0.01
Zone of Maturity 520 0.05

Zone of in situ 400 0.1
accretion
Zone of peripheral 328 1
squatter settlements

TABLE I. Population and deprivation values per grid ele-
ment, used on the simulations, each sector corresponds to
those shown in FIG. 1

The numerical parameters in our simulations are the
same used by Davies et al. [9] as they proved to be
helpful to describe an actual rioting situation. The only
exception is dt and the temporal delays L, and L,, as
they were increased to slow down the reaction time for
both rioters and police forces. This choice was adopted
to take into account the larger distances involved in our
simulations. The actual values implemented are shown in
TABLE II. We must remark that temporal dynamics is
preserved as long as the products L,dt and L,dt are kept
constant. In this way, we can increase dt and study the
long-term evolution of the system, or lower it to examine
the initial dynamics in more detail.

ar =0.6 \ Br =05 |y = 0411\ L, =28 \dt =0.25
ap = 0.65]v, = 0.012] L, = 40 [n =0.006] 7 = 0.75

TABLE II. Numerical values of the parameters used for all
the simulations.

E. Police forces behavior

To explain how activities of police forces are imple-
mented, first we must recall one of the premises of the

model: because of eq. (10), every combination on the
number of rioters and police forces, at any given region
in space, can conduce to only two different and mutu-
ally excluding scenarios: i) Police forces regain complete
control of the situation and the incident is immediately
extinguished, or ii) Police forces are overwhelmed and
cannot take back control of the situation, without the ad-
dition of reinforcements. This dichotomous behavior de-
pends on the initial number of officers and is a byproduct
of the floor function present at the capture rate. When
P;(t) < R;(t), police forces completely lose control of the
situation, since the floor function forbids to perform any
detention, by making the capture probability nil.
Because riot formation requires a lesser number of po-
lice forces than rioters, at any given location, we chose

that Piotar = @1 Riotar - Where Ryorqr = Y Rj is the

J
total number of rioters and a; < 1 is a constant, smaller
than one, if the total number of rioters remains less than
a threshold value, this means R;.tq; < Rg, thus pro-
moting conditions for riot formation. Once this critical
value is reached, the total number of police forces be-
comes Piotq1 = 51 Rtotal, where 51 > 1, allowing the pos-
sibility to regain global control of the situation by police
forces. As an additional condition, we also imposed that
when the maximum value for P, is reached, it is kept
constant, making the total rioting activity on the city
a lot easier and faster to control. If this last condition
is not kept, control is lost for a period almost 10 times
larger than otherwise.

IIT. RESULTS
A. Empirical data

Before presenting our simulation results, we first give
a brief outline of some empirical patterns observed in the
real-world events that we seek to model. The purpose
of this is to identify some general properties of riots, in
terms of their spatial and temporal distribution, and to
act as a baseline against which to subsequently compare
our model outputs. Quantitative data on the disorder
activity recently experienced by several Latin American
cities is very scarce; nevertheless, we can gain some in-
sight by examining data relating to the 2019 Chilean ri-
ots.

Caroca et al. [27] previously studied the number of
serious events as a function of time, using data obtained
from the Chilean Ministry of Interior and Public Security.
The evolution of riot intensity is shown in FIG. 4, in
which it can be seen the the volume of offending displays
abrupt growth, followed by exponential decays, across a
number of distinct peaks. In other work [29], data from
SOSAFE (sosafeapp.com), an open platform on which
users can report various incidents, was used to examine
the spatial distribution of riot activity. In FIG. 5, this
distribution is shown with the location of the subway



network overlaid. It can be seen that the intensity was
more pronounced in regions where transport connectivity
was better; indeed, the region of the city most prone to
attack is also the area with the highest accessibility.
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FIG. 4. Number of serious events as function of time, for the
riots in Santiago, Chile, during October 2019.
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FIG. 5. Event density for the firsts days of Santiago’s riots
during October 2019, together with the subway network.

B. Rioter Distribution

The new parameters introduced in our current formu-
lation can potentially change the system dynamics. To
explore this, we examined different combinations of the

constant values in the model set-up. By changing those
parameters, we found that the result can develop in dif-
ferent ways by changing:

e : Accessibility, lower values mean equally lower
travel times, 1 represents walking to a destination.

e Rc: Riot critical intensity.

e 31: Multiplicative factor of order forces, after the
critical intensity R is reached.

All other parameters were kept constant: for exam-
ple, the value oy = 0.7 was maintained because different
values did not change significantly the dynamics of the
simulations, only slightly affecting the time at which R¢
is reached (and not modifying the posterior riot evolu-
tion).
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FIG. 6. Evolution of the total number of rioters Rrotal, as
function of time. For the parameters 51 = 1.5, Rc = 1500
and three different values of 4.
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FIG. 7. Evolution of the total number of rioters Rrotal, as
function of time. For the parameters $1 = 1.5, Rc = 3000
and three different values of §.



Further exploration of the simulation parameter space,
for example R¢e and 1, indicates that changes performed
on the former make an appreciable difference only when §
is small, corresponding to a situation in which it is easy
for the active population to move around the city; see
FIGS. 6 and 7 with § = 0.2. In the case when R = 1500,
rioter accumulation has a certain “inertia”, due to the
relative small police force contingent and the proportion-
ately high active population ready to join the disorder.
In that situation the peak value of R4 is around 2000,
see FIG. 6. On the other hand, when the threshold value
is increased to R¢o = 3000, most of the activity is imme-
diately extinguished once that value is reached, leaving
only a scattered remaining as shown in FIG. 7.

The floor function in eq. (10) controls the influence
of the second parameter, 51, on the dynamics. Different
values of this parameter can therefore only bring about
different results when the increments are in the order
of 1. In consequence, when f; lies within on the range
1 < 1 < 2 all simulation results are similar, in view of
the fact that the capture rate is more or less the same. If
this control parameter is further increased, with 5; > 2,
the outcome for any value of R and ¢ is very close to
the result shown in FIG. 7 with § = 0.2. This behavior
implies a quick extinction of the intense rioting activ-
ity, leaving a scattered residual disorder. Therefore, in
a riot situation, control can be regained by order forces
when roughly Piorai ~ 2Riotqi- It is a strong indication
that control can be taken back very quickly if all avail-
able order forces are deployed as fast as possible once the
threshold R¢ is reached. While the ratio Piotar/Riotal
is the largest possible, riots will have a shorter duration
and reduced intensity.

1. Low accessibility results § = 1

Here we will describe the spatial distribution of disor-
der activity when there is low accessibility. In this case,
there is no available public transport network, and there-
fore any movements by the active population or potential
rioters are made by walking. In consequence, any riot-
ing activity will tend to be within a close distance of the
participants residence.

Because of these mobility restrictions, rioting activity
is generated and remains confined to the citys peripheral
zones. It seems that the origin of the disorder is located
at the boundary between the two outer regions, which are
also the most deprived areas of our configuration. The
fact that a division between two regions increases the
possibility of conflict is in agreement with [45], where
these particular spots, localized at the boundaries, gen-
erally have a historical record of public disorder and civil
violence, as shown in FIGS. 8 and 9.

On the opposite side of the city, high-income areas are
virtually conflict-free, as should be expected, because of
their low levels of deprivation. The scarce activity is
concentrated at the center of our configuration, where

the frontier with other regions occurs.

On the other hand, at the peripheral regions, riots are
widespread, summoning large fractions of the population
overall the surface surrounding the target region. We
also found a high asymmetry on the vertical distribu-
tion of rioters, shown in FIG. 9; in fact, the southern
half of the city has a riot activity that lasts almost two
times more than the northern counterpart. The differ-
ence is a byproduct of a slight asymmetry in the popula-
tion and deprivation initial distributions, being the north
half marginally more significant than the south. The rel-
ative difference lies in the order of 1/32.

The result indicates that small and almost negligible
differences in the initial conditions have as in consequence
large deviations in the disorders long-term behavior. In
this particular case the total duration of the activity in
the southern region has half the duration of that within
the northern region. Furthermore, it is more intense,
recruiting a larger number of rioters in less time. This
localized increase in the number of rioters will attract
more police forces, leading to a faster extinction of the
activity once the threshold R¢ is reached. This excess
of forces will be displaced subsequently to the remaining
areas with active conflicts. This movement can be very
slow, only depending on the equations delay term, as
shown in eq. (8).
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FIG. 8. Horizontal rioter distribution for 1 = 1.5, Rc = 3000
and § = 1.0.

2. High accessibility results 6 = 0.2

In this case, the origin of rioter activity is the inter-
section point of the transport network. From there, the
disorder expands towards the peripheral regions of the
city. This expansion has the shape of travelling waves,
similar to those found by Berestycki [7, 8, 46]; unlike in
that case, however, these waves are not characterized by
a constant speed, but instead the “disorder front” slows
down as the riot reaches the periphery of the city, see
FIGS. 10 and 11. The extinction of rioter activity, a
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FIG. 9. Vertical rioter distribution for 51 = 1.5, Rc = 3000
and 6 = 1.0.

consequence of police action, also shows a traveling wave
pattern with a lower speed.

It is important to remark that the peak of rioter activ-
ity of the horizontal distribution is not exactly located
at the intersection. Still, it is shifted towards the elite
residential sector. This phenomenon is explained by the
balance between more attractive targets for the popula-
tion and the traveling distance. Another high activity
spot is located in the opposite direction but still close to
the Central Business District. Nevertheless, the larger
portion of rioting activity lasts, comparatively, for a very
short time. There are still some residual rioter groups
that stay active for a longer time, but they are scattered
widely across the domain in a way that is homogeneous
over the vertical part of the domain and highly asym-
metric on the horizontal segment; see FIGS. 10 and 11.
Therefore in this case some activity is preserved, on the
long term, at the most deprived regions of the city. Nev-
ertheless, peak rioting activity is at least five times lower.
Its duration is eight times shorter than the case without
a transport network, comparing FIGS. 8 and 10 intensity
and time scales between.

IV. ANALYSIS AND CONCLUSIONS

We extended the Davies et al. model by incorporating
transport networks to consider population displacement
over long distances in the city, and applied this extended
model to a typical Latin American city configuration. To
choose the targets and regions more prone to be attacked,
we based our model on the first days of rioting activity
from Santiago, Chile, during October 2019. Most of the
disorders and criminal activity were highly concentrated
around subway stations, and the most active spot was
the best—connected region in the city.

The output of our model is in broad accordance with
the empirical patterns seen for the 2019 disorder. In all
cases, the evolution of riot intensity shows a similar be-
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FIG. 10. Horizontal rioter distribution for 81 = 1.5, R¢ =
3000 and § = 0.2.
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FIG. 11. Vertical rioter distribution for 51 = 1.5, Rc = 3000
and § = 1.0.

haviour to that displayed by the real data as depicted
in FIG. 4. In particular, all regimes show a pronounced
peak in the number of active rioters, followed by a grad-
ual reduction as they are removed from the system. Fur-
thermore, it is notable that the resemblance is more pro-
nounced for § = 0.2 in FIGS. 10 and 11; that is, when
the transport network is working. Broad agreement is
also observed in the spatial distribution of offending: in-
tensity is focused around the most connected regions of
the city, and the role of the transport network in shaping
the dynamics recalls its clear relationship with intensity
in FIG. 5.

Our models simulation results were quite surprising be-
cause the assumed number of police forces was directly
dependent on the total number of rioters. This behav-
ior leads to a counterintuitive outcome. When there is
a working transport network, it facilitates the formation
of disorder areas, reaching very swiftly a high number
of rioters located at precise spots on a relatively small
region in the city. On the other hand, if the transport



network is not working, the rioting activity takes more
time to develop a critical mass, and is extended over a
larger area of the city. Contrary to what intuition could
indicate, however, it is this second case where the pro-
duced disorder has a more considerable intensity, lasting
longer and requiring a much larger deployment of police
forces. We found that the necessary number is approxi-
mately two times larger than for the same situation, with
working transport networks.

This counterintuitive behavior is a consequence of the
police requirement, which appears in eq.(7). This order
forces behavior means that a fast rioter concentration
over a small region in space stimulates an equally quick
increment on police forces on those regions mentioned
above. Once those initial disorders are controlled, and
because the total number of police forces cannot decrease,
those forces will start to quickly move around the city,
as they are required. This strength of resources allows
the police forces to effectively regain control in any other
area where disorder is formed. On the other hand, when
there is no working transport network, this accumulation
of forces is slower and more spatially extended, meaning
that they take more time to regain control.

An interesting characteristic of the spatial propagation
of rioting activity is that it moves, forming well-defined
intensity fronts of traveling waves. This kind of behav-
ior has previous been predicted by Berestycki [7, 8, 46].
When transport networks are present, those waves origin
is located at the intersection of the transport lines (the
most connected spot on the city) and later moves towards
the peripheral and more deprived regions, as shown in
FIGS. 10 and 11. This predicted behavior was observed
during the riots of Santiago during October 18th 2020,
when it was commemorated the first year of the riots of
October 2019 [47, 48].

At this point it is important to recall that a fast and ef-
ficient disorder extinction is based on two basic premises:

i Police forces can increment their numbers as the
situation requires, with no limit and as fast as
needed.

ii Those forces can move freely all over the city. The
displacement times do not depend on the distances
involved.

When those two conditions are not fulfilled, transport
networks presence only increases the speed at which riot-
ers accumulate at the target points, conducing to a much
larger and extended disorder activity. Therefore, with-
out this increased accessibility, most of the population is
confined to choose to attack only between those targets
located nearby they reside in.

There are no quantitative studies on the effects of geo-
graphical segregation over crowd behavior in Latin Amer-
ican cities, as far as we are aware. Nevertheless, we
can note the work of Lim et al. [49] and Rutherford
et al. [45]. On those studies, it is shown that bound-
aries between large-scale segregated areas are historically
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sources for localized spots of high social tension and civil
violence. In addition to the geographical components,
there are also social factors; for example, it was found by
Bonnasse-Gahot et al [8], for the French riots of 2005,
that the most relevant sociological variable used to pre-
dict civil violence was the population of young males aged
16-24 with incomplete high—school education. However,
a previous formulation proposed by Pires and Crooks
[50], using an agent-based model and incorporating social
network analysis and geographical information, identified
that the buildup of tension, resulting in the provably civil
disorder, is mainly decreased by improving employment
possibilities for the population. However, if only educa-
tion is increased, the result is a more tense and unstable
climate. The previous conclusion could be of particular
interest for the case of Chile because there, historically,
most riots are concentrated at specific spots of cities and
seem to be more the result of organized activity than a
spontaneous reaction to deprived conditions [51]. If Pires
and Crooks’ model is correct, these environmental con-
ditions look like an explanation for the civil disorder or-
ganization in Chile [52]. This seems to be a compounded
effect of a significant increase in the number of higher ed-
ucation students [53], and the economy deceleration over
the last decade [54], creating a build—up of social tension.

V. PERSPECTIVES AND FUTURE WORK

For this work, we used a radically simplified popula-
tion distribution pattern for our model, which captures
only the most basic features of a generic Latin Ameri-
can city. A natural extension for our model would be
using real geographical data from a major Latin Amer-
ican city. In this way, the approach demonstrated here
could be used to make specific predictions. In particular,
it could be of practical utility to anticipate the potential
level of riot activity at a given location and the number
of police forces needed to control any eventual disorder.

Another model characteristic that could be improved
is police behavior. In the present model, police forces can
move instantaneously all over the city without any dis-
tance penalization. A possibility to overcome this issue
could be to use an agent-based model, via which differ-
ential travel times could be included, potentially leading
to a more realistic outcome from their interaction with
the civil population.

Finally, another interesting configuration to study
could be government intervention over the communica-
tion networks, as occurred during the Arab Spring in
2011 [55]. In this case, temporal disruption of the inter-
net and telephone lines appeared to amplify the disor-
der, increasing citizen participation, by fragmenting the
global communication network and allowing the forma-
tion of numerous smaller and independent groups. In
future work, therefore, we could study the effects of in-
formation control on the population.
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